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Abstract

With increasing integration densities, large chip de-
signs are commonly partitioned into multiple clock do-
mains. While the computation within each individual
domain may be synchronous, the interfaces between
these domains often use asynchronous methods. One
such approach is the STARI technique[12, 13] where
a self-timed FIFO compensates for clock-skew between
the sender and receiver. We present implementations of
STARI where the FIFO consists of a single, handshaking
stage. We start with the simplest case where the sender
and receiver operate at exactly the same frequency with
an unknown skew. We then generalize this design for
links with clocks whose frequencies are rational multi-
ples of each other, clocks whose frequencies are closely
matched, and arbitrary clocks. We show that in each of
these cases, the STARI interface can exploit the stability
of typical clocks to achieve low latencies and negligible
probabilities of synchronization failure using very sim-
ple hardware.

1 Introduction

Increasing integration densities and clock frequencies
drive designers to implement increasing numbers of on-
chip clock domains. In this widespread approach to de-
sign, circuitry within each clock domain is designed us-
ing traditional, synchronous approaches. As tight tim-
ing tolerances cannot be guaranteed between timing do-
mains, communication between domains either takes
place at a rate slower than the system clock (e.g. one
transfer for every two cycles of the clock) or with some
kind of mixed synchronous/asynchronous design. This
paper presents a family of novel asynchronous circuits
for transferring data between clock domains.

Our circuits are based on the STARI [12] approach
where a self-timed FIFO is used to compensate for
skew between two synchronous systems operating with
a common clock. We consider the boundary case where

the FIFO consists of a single, handshaking stage, and
show that such a design achieves a skew tolerance of
nearly two clock periods. We show how this leads to
small, low-overhead interfaces. Whereas STARI was
originally proposed for designs where the sender and re-
ceiver operate at the same clock frequency, we show how
our current designs support interfaces where the sender
and receiver operate at different frequencies.

Figure 1 shows three typical scenarios where a chip
is partitioned into multiple clock domains. In figure 1.a,
a single clock drives all timing domains. This is a typ-
ical situation in high-performance designs such as mi-
croprocessors for general purpose computers. In these
designs, clock and data skew [14] arise from a vari-
ety of sources [2]. First, scaling trends with decreas-
ing feature sizes decrease gate delays causing a cor-
responding increase in clock frequencies. For high-
performance designs, clock frequencies are further in-
creased by architectural trends favoring deeper pipelines
with fewer gates per pipeline stage. Traditionally, de-
signers target clock skews of about 10% of the clock pe-
riod [21, 27, 20, 16, 18]. Long wire delays and variations
in buffer delay make these targets challenging. Accord-
ingly, designers resort to careful layout [1, chapter 7.4]
and active skew compensation [33]. Likewise, fabrica-
tion engineers reduce wiring delays by deploying copper
wires [8] to lower resistance and low-k dielectrics [11]
to reduce capacitance. These approaches come at a cost:
circuit and layout approaches to lowering clock skew of-
ten do so at an increase in circuit complexity and power
consumption; improvements in materials are limited by
physical constants.

While designers in the asynchronous research com-
munity have cited the problems of clock skew for years
as a motivation for asynchronous design, synchronous
designs are still widespread. In large part, this is ac-
complished by partitioning designs into small domains
within which wire delays and clock skew are small
(e.g. [26]) and taking extra measures for communication
between clock domains. For example, the Intel Pentium
4 architecture includes pipeline stages whose sole pur-
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Figure 1. Chips with Multiple Clock Domains

pose is to “drive” data across chip between clock do-
mains [15]. In this paper, we describe asynchronous in-
terfaces between synchronous clock domains that offer
high skew tolerance with minimal area and latency over-
heads.

Figure 1.b depicts a design where different portions
of the chip operate at different frequencies, and the vari-
ous clocks are derived from a common source. This sce-
nario is common in system-on-chip designs where dif-
ferent IP blocks operate at different clock frequencies
or in multi-rate digital-signal-processing designs. Al-
though different domains operate at different frequen-
cies, these frequencies are all rational multiples of each
other, and these ratios are typically known in advance or
are determined by pre-designed operating modes of the
design. In this case, we can take advantage of knowing
the exact relationship between the various clocks to im-
plement an interface that operates with low latency and
without synchronization. Section 6 describes our design
for this scenario.

Finally, figure 1.c shows a design where different
portions of the chip operate with clocks from indepen-
dent sources. This occurs, for example, in the design
of network routers [19] where each line card receives
a bit stream with an embedded clock from a different
source. Although each stream comes with its own clock,
typically these clocks are very closely matched in fre-
quency. For example, ATM standards specify that bit-
rates be within one part per million of their nominal val-
ues. In section 7, we show that we can adapt our sim-
ple interface to exploit this close matching and provide
robust data transfer without incurring synchronization
overhead in the latency critical path. In section 8, we
generalize this solution to designs with arbitrary clocks.

The essential observation behind our designs is that
clocks for synchronous systems are designed to be ex-
tremely stable. Thus, we can design STARI style inter-
faces that provide moderate amounts of skew tolerance
and dynamically compensate for any long-term drift. As
described above, we present designs when the sender

and receiver operate at exactly the same frequency; at
frequencies that are rational multiples of each other; at
closely matched frequencies; and at arbitrary, relatively
stable frequencies. In the remainder of the paper, we
show that these designs are small and can operate at
high clock frequencies with low latencies. We first sum-
marize existing techniques for communication between
clock domains.

2 Related Work

Given the challenges of transmitting signals between
clock domains, researchers have explored a variety of
asynchronous solutions. These range from building
completely asynchronous chips [22, 10, 28] to various
combinations of synchronous and asynchronous mod-
ules in the same design. We focus on the latter approach
in this paper. The various methods for combining asyn-
chronous and synchronous modules vary according to
the strength of the assumptions that they make about
the clock. At one extreme, GALS (i.e. “Globally Asyn-
chronous, Locally Synchronous”) designs make very
minimal assumptions about clock timing, effectively
turning the clock into a bundled completion signal and
adding handshaking to clock generation. At the other
extreme, “mesochronous” and “plesiochronous” meth-
ods rely on exact frequency matching by having a com-
mon clock source or on long term frequency stability
of clocks [23]. Between these two extremes, synchro-
nizing buffers allow each domain to operate with its
own, stable clock, but make minimal assumptions about
the relationships between these clocks. Our approaches
fall squarely in the mesochronous and plesiochronous
camps. To put our designs in context, we summarize
these approaches below.

2.1 GALS

As originally proposed by Chapiro [5], GALS (i.e.
“Globally Asynchronous, Locally Synchronous”) de-
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signs use stoppable clocks to allow synchronous mod-
ules to communicate using asynchronous protocols.
Each synchronous domain has its own clock genera-
tor that consists of a ring oscillator with a handshaking
stage. When domain X has a value to send to domain
Y, X outputs the value, sends a request to Y and stalls
its clock until it receives an acknowledgment. Likewise,
when domain Y is prepared to receive a value from do-
main X, it stalls its clock, waits for a request from X,
latches the value, sends an acknowledgment to X and
restarts its own clock.

Yun and Donohue [36] extended Chapiro’s approach
by adding a mutual-exclusion element to the ring oscilla-
tor. This allows each locally synchronous block to con-
tinue operating while polling for input from its neigh-
bors. The mutual exclusion element delays the next
clock event, if needed, to allow metastability [4] aris-
ing from the polling to resolve. Yun and Donohue’s
approach allows GALS designs to be very flexible, and
their methods have been extended by several research
groups, e.g. [25, 31, 24, 29].

GALS makes minimal assumptions about clock sta-
bility; in fact, GALS discards the stability and low-jitter
of clocks that are the hallmarks of synchronous design.
The frequency stability of traditional clocks allows us to
determine the relative phase of two independent clocks
thousands or more of cycles in advance. As we describe
in sections 7 and 8, this predictability allows us to move
metastability off of the latency critical paths in our de-
signs. Jitter is the variation in the time between succes-
sive clock events. This variation directly degrades the
performance of synchronous designs. and clock pausing
exacerbates jitter. After pausing a clock, the first edge
through the ring oscillator and clock buffer will prop-
agate slower than subsequent events [34]. The loss of
long-term timing predictability and the increase of jitter
are consequences of the GALS approach of converting
synchronous designs into asynchronous ones by adding
handshaking control to their clock generators. In this
paper we show that more efficient designs are achieved
by letting synchronous modules be synchronous and us-
ing simple asynchronous interfaces to compensate for
clock-skew and other timing uncertainties.

2.2 Synchronizing Buffers

The next step in our taxonomy allows independent,
free-running, stable clocks in each domain, and makes
minimal assumptions about the timing relationships be-
tween them. A common rule-of-thumb for design speci-
fies the use of two or three synchronizing latches when-
ever a clock domain is crossed [17, chapter 3.11.4].
For high-performance designs with a small number of
gate-delays per clock period, even longer chains may be

needed to achieve acceptably low probabilities of fail-
ure. Seizovic [30] recognized that these synchroniza-
tions can be pipelined allowing high throughput even
when the time for reliable synchronization is many clock
periods. Chelcea and Nowick [7] further optimized
this approach by noting that synchronizations are only
needed for the receiver when the buffer is close to empty
and only needed for the sender when the buffer is close
to full. All of these approaches incur the worst-case syn-
chronization latency when the buffers are nearly empty.
Iyer and Marculescu [16] evaluated the performance of
a superscalar microprocessor design decomposed using
Chelcea and Nowick’s FIFOs. Superscalars are particu-
larly sensitive to latency, and Iyer and Marculescu found
that the performance penalties arising from the added la-
tency outweighed the power savings for the design that
they considered.

2.3 STARI

The synchronization latency of the designs described
above can be reduced or eliminated by taking advan-
tage of the stability of clocks. This stability allows us
to predict the timing relationship of clocks in different
domains well into the future. Mesochronous designs
(a.k.a. “STARI” [12, 13] or “source-synchronous” [35])
have a common clock source for the sender and receiver,
guaranteeing that both operate at the same frequency al-
though the phase difference between the two may be
unknown. A FIFO at the receiver is initialized to be
roughly half full. During each clock period, the trans-
mitter inserts one item into the FIFO and the receiver
removes one value from the FIFO. The FIFO occupancy
remains within one of half-full; in particular, overflows
and underflows are excluded. This removes the need for
testing full and empty conditions and thereby removes
the need for synchronization and synchronizers.

The designs presented in the paper are both spe-
cializations and generalizations of the original STARI
work. In sections 3 and 5 we specialize STARI by fo-
cusing on the case where the FIFO consists of a single
stage. We show that such implmentations can provide
nearly two clock periods of skew tolerance. By opti-
mizing for the single-stage case, we obtain very sim-
ple interfaces between the edge-triggered conventions
common in synchronous design and the handshaking
communication that is characteristic of self timed de-
signs. We then generalize STARI to relax the require-
ment of exactly matched clocks at the sender and re-
ceiver. We present interfaces where the sender and re-
ceiver clock frequencies are rational multiples of each
other 6, closely matched 7, and arbitrary 8. In all of these
designs, we exploit the long-term stability of clocks to
obtain simple interfaces with small latencies.
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3 The Single-Stage FIFO

We now describe a simple interface circuit for STARI
communication when the FIFO has a single stage. As
shown in figure 2, the FIFO consists of a single latch,
and a latch controller that generates a clock for this latch
based on the clocks from the transmitter and receiver. To
the user, this FIFO appears as a latch with two clock in-
puts:

ΦT ΦR

D Q receiver
data todata from

transmitter

In this section and the next, we assume that the transmit-
ter and receiver operate at exactly the same frequency,
only the relative phase difference is unknown. This is
easily achieved if both of their clocks are derived from a
common source.

Figure 3 depicts the timing for the single-stage FIFO.
For simplicity, we assume that latch-T, latch-X and
latch-R are positive edge triggered. Our design eas-
ily generalizes to other latching styles. For proper op-
eration, the latch controller must generate ΦX so as to
satisfy the set-up and hold requirements of latch-X and
latch-R. To satisfy the requirements of latch-X, the ris-
ing edge of ΦX must occur at least tset−up + tprop (ab-
breviated ts in the figure) after the previous ΦT event,
and at least thold − tprop (abbreviated th in the figure) be-
fore the next ΦT event, where tset−up, thold, and tprop

denote the set-up and hold times and propagation de-
lay of the latches respectively. To satisfy the require-
ments of latch-R, the rising edge of ΦX must occur at
least thold − tprop after the previous ΦR event, and at least
tset−up + tprop before the next ΦR event. The “exclu-
sion” regions corresponding to these requirements are
indicated by cross-hatched regions in figure 3.

There are two windows of opportunity for generating
ΦX : a rising edge of ΦX may occur between a rising
edge of ΦT and the subsequent rising edge of ΦR, or
between the rising edge of ΦR and the subsequent rising
edge of ΦT . We refer to these scenarios according to the
last event (ΦT or ΦR) that occurs prior to each ΦX event.
Thus, if ΦX occurs after a ΦT event but before the next
ΦR event, we refer to this situation as “transmitter-last,”
and we write “receiver-last” to refer to the other case. In
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Figure 3. Clock Timing for the FIFO

the figure, δT R denotes the time from the rising edge of
ΦT to the next rising edge of ΦR. Likewise, δRT denotes
the time from the rising edge of ΦR to the next rising
edge of ΦT . Let P denote the clock period. Now, let
γT R denote the width of the window of opportunity for
the transmitter-last scenario, and γRT denote the width
of the window of opportunity for the receiver-last case.
We have:

γT R = δT R −2(tset−up + tprop)
γRT = δRT −2(thold − tprop)

⇒ γT R + γRT = δT R +δRT −2(tset−up + thold)
= P−2(tset−up + thold)

⇒ max(γT R,γRT ) ≥ P/2− (tset−up + thold)
(1)

In other words, if the clock period is greater than
2(tset−up + thold), then the window of opportunity for at
least one of the transmitter-last or the receiver-last case
is non-empty, and the latch-controller can generate a
clock that ensures proper operation of the interface. In
particular, if γT R > 0, then the latch controller can safely
generate a rising edge tset−up + tprop after the rising edge
of ΦT ; otherwise; γRT must be positive, and the latch
controller can safely generate a rising edge thold − tprop

after the rising edge of ΦR. In section 5 we show how
the latch controller can be initialized to operate in one
of these two scenarios. For the remainder of this section
we will consider steady state operation.

The latch controller can be implemented by a C-
element. To see this, first consider operation in a
transmitter-last scenario with γT R > 0. Following each
rising edge of ΦT event, the latch controller outputs a
corresponding rising edge for ΦX . Then, there will be
the next rising event for ΦR followed by a rising event
for ΦT before the controller outputs the next rising edge
of ΦX . Conversely, for the receiver-last case, following
each rising edge of ΦX event, the controller sees a ris-
ing event for ΦT followed by a rising event for ΦR event
before generating the next rising edge for ΦX . In either
case, between producing consecutive rising edges of ΦX ,
the latch controller receives rising edges from both ΦT

and ΦR.
In our design, timing is determined by the rising

edges of the clocks. Accordingly, we use a self-
resetting [6, 32] implementation as shown in figure 4.
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On a rising edge of ΦT , transistors m1 and m2 pull
node aT low. The three-inverter chain to the gate of m1
disables the pull-down path shortly after ΦT has gone
high to make the circuit edge-sensitive rather than level-
sensitive. Likewise, node aR drops on a rising edge of
ΦR. When both have dropped, node c goes low, resetting
the edge-triggered C-element and generating a pulse on
ΦX . Delay δT ensures that the delay from a rising edge
of ΦT to a rising edge of ΦX is greater than tset−up +tprop.
Likewise, delay δR ensures that the delay from ΦR to ΦX

is greater than thold − tprop. As promised, our design is
extremely simple and requires very little layout area.

4 Skew Tolerance

To analyze the skew tolerance of our design, we start
with a transmitter-last scenario; proper operation re-
quires γT R > 0 which is equivalent to δT R > 2(tset−up +
tprop). If the initial time difference, δT R0, is greater than
this value, then the transmitter may be further delayed
by up to δT R0 −2(tset−up + tprop) without malfunction of
the interface.

Figure 5 shows what happens starting from a
transmitter-last scenario where transmitter events occur
progressively earlier due to drift in the skew. In this
figure, the transmitter outputs the sequence of values:
[−1,0,A,B,C, . . .] on node QT . The values shown for
QX , and QR show how transmitter data is propagated
to the other two latches. For each ΦX event, the fig-
ure shows a vertical dotted line labeled with the value
loaded into latch-X by that event, and with arrows from
ΦT and ΦR events showing the two events that triggered
the latch controller. The rising edges of ΦX for values
B and C are transmitter-last events; for value D, the ΦT

and ΦR events are coincident; and for values E and F,
ΦX is generated by receiver-last events. In all cases, the
latch controller waits until it has received events on both
inputs. The relative order of arrival of the rising edges
of ΦT and ΦR doesn’t matter; thus, no synchronization
is necessary.

When the ΦT event precedes the ΦR event, then the
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Figure 5. Drifting Skew

interface operates with the receiver last, starting with
δRT = P. The interface continues to operate without
dropping a value as long as δRT > 2(thold − tprop). Start-
ing with an initial time difference of δT R0, transmitter
events can occur up to P−δT R0 time units earlier before
the receiver-last scenario occurs. At this point δRT = P,
and the transmitter can occur up to P− 2(thold − tprop)
time units earlier without malfunction.

To summarize, if the interface starts in a transmitter-
last scenario with δT R = δT R0, then the ΦT can be de-
layed with respect to ΦR by up to δT R0−2(tset−up +tprop)
time units, and it can be advanced by up to 2P−δTR0 −
2(thold − tprop) time units without malfunction of the in-
terface. The total width of the interval of relative de-
lays for which the interface operates correctly is 2(P−
tset−up − thold). Equivalent arguments hold starting from
a receiver-last scenario. If the latch set-up and hold win-
dow is small relative to the clock period, then our design
offers nearly two clock periods of skew tolerance.

In this section, we have described necessary and suf-
ficient conditions to ensure that the set-up and hold re-
quirements for latch-X and latch-R are satisfied. In ad-
dition to these requirements, node c in the latch con-
troller must return high when an ΦX pulse is generated
before the arrival of the next rising edge on ΦT or ΦR.
Let η be the time between triggering the latch controller
and the subsequent return of node c to a high value. Let
δT ′R′ and δR′T ′ denote the time from a rising edge of ΦT ′

to the next rising edge of ΦR′ and vice-versa. As ex-
plained in [3], proper operation with the transmitter last
requires δT ′R′ > η, and proper operation with receiver
last requires δR′T ′ > η. At least one of the two modes is
feasible if

P > 2η (2)

For our proof-of-concept test-chip [3], our latch set-up
and hold windows were significantly smaller than the
latch controller’s cycle time. Thus, these cycle time con-
straints are the critical ones for our design.
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5 Initialization

Under many circumstances, γT R and γRT are both pos-
itive. When this occurs, the interface can operate in
either transmitter-last or receiver-last mode. This sec-
tion describes two ways to decide which mode is “bet-
ter” and initialization procedures to achieve the desired
mode. Throughout this section, we assume that it is ac-
ceptable for the interface to drop values, duplicate val-
ues, and/or exhibit metastable behavior during initializa-
tion. Of course, it must deliver data without error after
completion of initialization.

5.1 Maximum Robustness

Clock jitter, temperature drift, and other fluctuations
cause the skew on physical chips to vary while the chip
is operating. Typically, this variation is just as likely to
make the transmitter earlier as it is to make it later. Thus,
to maximize robustness to skew variation, we want to
choose the mode tolerates the largest skew change in
either direction. This corresponds to starting in the
transmitter-last mode if δT R > δRT and in the receiver-
last mode if δT R < δRT .

An easy way to achieve this is to insert an adjustable
delay into the self-reset cycle of the latch-controller. If
this delay is initially very large, then neither mode is
feasible and the latch-controller will generate ill-timed
clock signals. By gradually decreasing this delay, the
circuit will reach a point where exactly one of the two
modes is feasible and after one or two cycles the latch
controller will operate stably in that mode. As the delay
is further decreased, the latch controller will remain in
the first mode that became feasible. This is the mode
with the larger skew margin. Thus, the analog dynam-
ics of our circuit provide a very simple mechanism for
initialization.

A metastable situation can occur if δT ′R′ ≈ δR′T ′ ≈
P/2: there is a metastable periodic behavior separating
the periodic attractors corresponding to the “transmitter-
last” and “receiver-last” modes. The probability of re-
maining in this metastable situation drops exponentially
in time with the keeper inverters for nodes aT and aR

providing the feedback. To ensure robust operation, an
implementation should either use a “strong keeper” cir-
cuit for these inverters or allow extra time for initializa-
tion.

On our proof-of-concept chip, we implemented this
form of initialization. The variable delay is achieved by
modulating the ground potential for circuits in the self-
resetting C-element. See [3] for details.

5.2 Minimum Latency

When both transmitter-last and receiver-last modes
are feasible, the transmitter-last mode has a latency that
is one clock period less than that of the receiver-last
mode. For designs where latency is critical for per-
formance (e.g. [9, 16]), it may be desirable to select
transmitter-last whenever possible. The following ini-
tialization procedure achieves this behavior:

1. Start the interface running at full-speed (no need for
the speed adjustment used in section 5.1). The latch
controller will settle into one of its two modes.

2. Wait long enough to ensure that the probability of
metastability failures is insignificant.

3. Suppress one transmitter clock event. If the latch
controller had been in the transmitter-last mode, it
will now see two receiver events before the next
transmitter event and continue in transmitter-last
mode. On the other hand, had it been in the
receiver-last mode, the latch controller will see one
receiver event before the next transmitter event and
switch to transmitter-last. If δT ′R′ > η, then the
controller will remain in transmitter-last, otherwise
it will miss a receiver event when the controller’s
internal reset completes after the arrival of a rising
edge of ΦR′ and then resume operation in receiver-
last.

4. Allow adequate time for the resolution of metasta-
bility that can occur if the controller falls back into
receiver-last mode.

As described, this procedure make no guarantees of ro-
bustness when forcing the transmitter-last mode. To pro-
vide some robustness against skew drift clock jitter, the
latch controller can be operated with a slight slow-down
during this initialization and brought to full speed un-
der normal operation. Alternatively, section 7 describes
a (near-) miss detector circuit that can detect when the
controller is close to its limits; in which case, the con-
troller can be returned to the receiver-last mode by sup-
pressing a ΦR event.

6 Rational Clock Frequency Multiples

We now consider the situation depicted in figure 1.b:
the frequencies of the sender’s and receiver’s clocks are
pre-determined rational multiples of each other. Let PT

be the period of the transmitter’s clock and PR be the
period of the receiver’s clock. Let NR and NT be positive
and mutually prime with NR/NT = PT /PR (NT and NR

correspond to the frequencies of the respective clocks).
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We develop our designs assuming NR > NT and describe
the NT > NR case at the end of this section.

Figure 6 shows our design for NR > NT . By the as-
sumption that the receiver operates at a higher rate than
the transmitter, there will be receiver cycles for which
no new transmitted data is available. The rate multiplier
outputs NT pulses on node ΦU to the latch controller for
every NR cycles of the receiver’s clock as shown below:

sum := 0;
for each cycle of ΦR do

if sum ≥ 0 then
output a pulse on ΦU ;
sum := sum + NT − NR;

else sum := sum + NT ;
endif

od

By analogy with ΦR and Φ′
R, let ΦU ′ be the internally de-

layed version of ΦU in the latch controller, and let δT ′U ′

and δU ′T ′ be defined as δT ′R′ and δR′T ′ respectively. The
rate multiplier introduces periodic jitter into ΦU with a
period of NRPR = NT PT . Let δU ′T ′0 denote the time from
the rising edge of ΦU ′ produced by the (kNR)th rising
edge of ΦR to the next rising edge of ΦT ′ for any integer
k. It is straightforward to show:

min(δU ′T ′) = δU ′T ′0

max(δU ′T ′) = δU ′T ′0 +PR−
PR
NT

min(δT ′U ′) = PT −δU ′T ′0 −PR + PR
NT

max(δT ′U ′) = PT −δU ′T ′0

(3)

The cycle time constraints of the latch controller can be
satisfied if:

max(δU ′T ′0,PT −δU ′T ′0 −PR + PR
NT

) > η (4)

which holds for any value of δU ′T ′0 if:

PT − (1− 1
NT

)PR > 2η (5)

For designs where the latch set-up and hold require-
ments are the dominant constraints, similar bounds for
PT and PR can be derived. Thus, our one-stage FIFO
can be used to interface to synchronous domains operat-
ing at different, rationally related frequencies. Further-
more, the initialization methods described in section 5.1
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Figure 7. Exploiting periodic jitter

apply directly to the rational clocks case. Comparing
with equation 2 shows that the minimum clock period
has been increased by the jitter of ΦU created by the rate
multiplier.

As noted above, the jitter introduced by the rate mul-
tiplier is periodic. We can exploit this predictability to
increase the robustness of the interface. For every NR

consecutive cycles of the receiver’s clock, the variable
sum takes on each value in {NT −NR, . . . ,NT − 1} ex-
actly once. The initial value of sum is arbitrary, and we
can use this freedom to increase the skew tolerance of
our design.

Figure 7 shows the operation of our interface where
the transmitter clock frequency is 3/5 that of the re-
ceiver. The traces for sum1 and ΦU,1 show the worst-
case sequence for sum: with this choice η < P/2 must
hold for proper operation. In particular, if the ΦU event
generated when sum1 transitions from 2 to 0 triggers
the latch controller to produce a ΦX event, then the self-
reset cycle must complete in time for the rising edge of
ΦT that occurs PR/2 later (indicated by the arrow labeled
A in the diagram). On the other hand, if this ΦU event
does not trigger the latch controller, then the subsequent
ΦT event must, and the resulting self-reset cycle must
complete in time for the next ΦU event, again PR/2 later
(indicated by the arrow labeled B in the diagram).

The traces for sum2 and ΦU,2 show the optimal se-
quence for sum for the same transmitter and receiver
clocks. For this scenario, the critical timing occurs when
the rising edge of ΦU that is produced when sum2 goes
from 2 to 0 triggers a ΦX pulse. The self-reset of the
latch controller must complete prior to the next ΦU pulse
PR time units later. Thus, with this choice of the sum se-
quence, the latch controller can operate at half the rate as
required by the worst-case sequence. We first derive the
constraints on PT and PR that ensure proper operation for
any phase difference between the two clocks assuming
the optimal sum sequence. We then describe how our
initialization technique from section 5.1 can be adapted
to find this sequence.

Regardless of how the sum sequence is chosen, the
ΦU clock has a jitter of (1−1/NT )PR with respect to an
evenly spaced clock with period P. The maximally ro-
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bust sequence for sum centers the ΦU jitter interval as
closely as possible on the ΦT clock. The interval may
be off center by as much as gcd(PR,PT ) = PR/NR due to
the discrete set of choices for the sum sequence. From
these observations, the smaller of the time from a rising
edge of ΦT ′ that triggers the latch controller to the next
rising edge of ΦU ′ or vice-versa is PT −PR/2. It is also
possible that a rising edge of ΦU ′ triggers the latch con-
troller and have the next input event for the controller
be the next rising edge of ΦU ′ . The minimum time be-
tween two such rising edges is bNR/NT cP. Combining
these two constraints yields that there is a feasible se-
quence for sum such that the cycle time constraints of
the latch controller are satisfied as long as:

PT −max
(

1
2 , NR mod NT

NT

)

PR > η (6)

Comparing with equation 5 we see that choosing the
optimal sum sequence can greatly relax the cycle time
requirement for the latch controller, or, equivalently,
greatly increase the robustness of the interface. For ex-
ample with PR = 1ns and PT = 1.2ns, equation 5 (fixed
choice for the sum sequence) requires η < 0.1ns. With
the optimal choice for the sum sequence, equation 6 re-
quires η < 0.7ns, a reduction in the speed required by a
factor of 7 for this example.

The optimal sum sequence can be selected as part
of the initialization of the interface. We base our ap-
proach on two observations. First, the optimal sequence
works with a larger value of η than any other sequence.
Second, we can shift from one sequence to another by
adding NT + 1 (resp. NT − NR + 1) to sum instead of
NT (resp. NT −NR). Generalizing the initialization tech-
nique described in 5.1, we start with a large value for η
and gradually decrease it. Each time the latch-controller
fails to reset in time for the next ΦT ′ or ΦU ′ event, we
shift to the next sum sequence. When η is small enough
that the latch controller can operate with the optimal
sum sequence, but not the others, then the rate multi-
plier will switch from one sequence to the next until it
reaches the optimal one. At this point, the latch con-
troller will successfully reset after each cycle in time for
the next ΦT ′ and ΦU ′ events, and the rate multiplier will
remain with the optimal sequence.

Figure 8 shows our circuit that reports when a rising
edge of ΦT or ΦU arrives at the latch controller prior to
the completion of the controller’s internal reset. We call
such an event a “miss” and call our circuit a “miss de-
tector.” A miss occurs if a rising edge is received while
the c signal of the latch controller (see figure 4) is still
low. Noting that ΦX is an inverted version of c, we use
the ΦX signal in the series stacks of transistors that de-
tect such events. The delay of the inverter that produces
ΦX gives our circuit a little extra margin: it also reports

ΦX

ΦX ΦX

ΦU

Φ

ΦT

Q

miss

Sync D

R

y

x

Figure 8. A Miss Detector

“near misses.” We use this feature in the next section.
When a (near) miss occurs, node x goes low and node y
goes high. These transitions occur asynchronously with
respect to ΦR. The synchronizer provides a delayed ver-
sion of y in the receiver’s clock domain. The synchro-
nizer is only active during initialization and does not
contribute to the latency of data transfers under steady-
state operation, accordingly, the synchronizer can have a
large latency and correspondingly minuscule probability
of failure.

In the designs shown in this section, the rate multi-
plier tells the receiver when it can take data from the
interface. In other words, the interface takes the active
role in flow control. It is straightforward to convert these
designs to ones where the interface is passive and the
receiver is active by adding a FIFO and a little control
logic. This FIFO and control logic function entirely in
the receiver’s clock domain and add only the delay of a
multiplexer to the latency of the interface.

This section has shown how our simple interface
based on a one-stage, self-timed FIFO can be used in
designs with multiple, rationally related clock frequen-
cies. We have focused on the case where the receiver
clock frequency is greater than that of the transmitter. If
the transmitter has the higher clock frequency, equiva-
lent designs can be used with the rate multiplier in the
transmitter’s clock domain.

7 Plesiochronous Interfaces

We now consider the designs with multiple clock do-
mains with independent clocks that are closely matched
in frequency; these are called “plesiochronous” inter-
faces (see [23]). Such designs occur, for example, when
the sender and receiver are physically separated (e.g.
networks), or when separate clock generators are used
to avoid introducing a single point of failure into the de-
sign. Typically, the clock frequencies will be matched to
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within a few parts per million, a tolerance that is easily
achieved with crystal oscillators.

With close frequency matching, the relative timing of
clock edges at the latch interface changes very slowly.
We can modify the miss detector circuit from figure 8 to
provide an output indicating when a rising edge from
ΦT shortly after the latch controller completes its re-
set, and another output that indicates when the timing
of ΦR is close to the margin. If these signals indicate
when only 0.1P of margin remains, thousands of cycles
remain before an error could actually occur. Thus, we
can synchronize these signals to the transmitter and re-
ceiver clocks with extremely high reliability, and use the
synchronized versions to take appropriate corrective ac-
tion. For example, if a rising edge of ΦR occurs less
than 0.1P after the latch controller completes its reset,
then the receiver can skip clocking the latch controller
on a subsequent cycle. This will switch the interface
from operating with the rising edge of the transmitter’s
clock arriving much after the corresponding edge of the
receiver’s clock to operation where the receiver edge
arrives slightly after the transmitter edge. Likewise,
if a rising edge of ΦT occurs less than 0.1P after the
latch controller completes its reset, then the transmitter
can skip sending data and clock on a subsequent cycle.
Such protocols are commonly implemented using “stuff
bytes” [9], and are easily implemented in the framework
of our latch controller and miss detector.

Although synchronizations are required during oper-
ation, the latency of these synchronizations is not critical
for the latency of the data path. The data latency for our
interface is always less than 2P. By adding an arbiter to
detect when the latch controller is in receiver-last mode
with enough margin to be able to safely switch to trans-
mitter last, the worst-case data latency can be reduced to
slightly greater than P with an average latency slightly
greater than P/2.

8 Arbitrary Clock Frequencies

We now consider the case where the transmitter and
receiver operate with independent clocks at arbitrary fre-
quencies. Initially, it might seem that such a design
requires the overhead of synchronizing buffers as de-
scribed in section 2.2. However, we can take advan-
tage of the fact that in nearly all synchronous designs the
clock frequencies are extremely stable. We can exploit
this stability even if the frequencies aren’t known in ad-
vance. We combine our designs from the previous two
sections to support communication with arbitrary clock
frequencies.

Firstly, the transmitter and receiver forward their
clocks to each other. Each uses a counter to produce
an initial estimate of the clock frequency of the other.

This assumes that each can implement a counter that
operates at least as fast as the other clock. Since we
are focusing on single-chip designs, this seems reason-
able, and we note that with frequency prescaling, this
assumption could be removed. These estimates provide
a rational approximation of the ratio of two clock fre-
quencies. If the nominal clock frequencies are known in
advance, this step can be skipped.

Secondly, if the receiver’s clock frequency is higher
than that of the transmitter, it uses a rate-multiplier to
create an approximation of the transmitter’s clock. Like-
wise, the transmitter uses a rate multiplier if the trans-
mitter has the higher clock frequency. We operate the
latch controller with the (possibly rate-multiplied) clock
provided by the transmitter and receiver.

Because the frequency values that we have for the
two clocks are only approximations, albeit very accurate
ones, the FIFO will be prone to occasional underflow or
overflow. We use separate “near-miss” signals for ΦT

and ΦR and forward near miss events to the client with
the faster clock, i.e. the one using the rate-multiplier.
This client updates its estimate of the other client’s clock
frequency thus changing the rate of events output by its
rate multiplier. This is a second-order control system,
and a little bit of care is needed to ensure stability. A
simple approach is that the client with the faster clock
uses a counter to measure the time between near miss
events and uses this information to update its estimate
of the other client’s clock frequency. This process is
quadratically convergent and stable. At the same time
as updating the frequency estimate, a first-order correc-
tion can be applied by adding an offset to sum to bring
the latch controller back to a point near the center of its
safe operating region. If the near miss was for the clock
of the client with the faster clock, then this offset should
be positive, otherwise it should be negative.

As for the plesiochronous interface described in the
previous section, synchronizations are required during
operation. Again, the latency of these synchronizations
is not critical for the latency of the data path. These
synchronizations are infrequent; their rate is determined
by the resolution of the rate-multiplier and the drift rate
of the clock frequencies.

9 Conclusion

We have presented a very simple design for source-
synchronous communication. It is based on a self-timed,
ripple FIFO with a single stage. Whereas a single stage
pointer FIFO provides no skew compensation (such a
pointer FIFO is simply a latch clocked by the transmit-
ter), the single-stage ripple FIFO provides nearly two
clock periods of skew tolerance and can operate cor-
rectly for any initial phase offset between the transmitter
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and the receiver of the channel. The simplicity of the
single-stage FIFO enables simplifications and optimiza-
tion, thus taking good advantage of self-timed design.
We presented a design consisting of a self-resetting,
edge-triggered C-element that generates a clock inter-
mediate to the clocks of the transmitter and receiver.
This intermediate clock strobes a latch that conveys data
from the transmitter to the receiver. The timing of this
clock signal ensures that the set-up and hold require-
ments of the receiver and the intermediate latch are all
satisfied. Our design can be initialized to provide max-
imal robustness against clock jitter and skew drift by
adjusting the speed of the self-resetting C-element dur-
ing its initial operation. Alternatively, the interface can
be initialized for minimum latency by deliberately sup-
pressing a transmitter clock event to the latch during ini-
tialization.

Sections 6 through 8 showed how this design can be
adapted for more generalized clocking scenarios includ-
ing clocks with rationally related frequencies, closely
matched clocks, and arbitrary clocks. In all of these
designs, any synchronization is carried out on a path
whose latency does not impact the data path. Thus, our
designs can achieve latencies that are at most slightly
more than one clock period and typically about half that.
To achieve this performance, we exploit the medium to
long-term frequency stability of clocks in synchronous
designs.

In general, the overheads of synchronization and
handshaking are only needed to address timing issues
that cannot be resolved statically. When the clocks of
the transmitter and receiver are identical in frequency,
then only the relative phase needs to be resolved, and
this can be done by a simple handshaking circuit such as
our latch controller shown in figure 4. When the clocks
are rationally related, the client with the faster clock can
use a rate multiplier to construct an approximation of the
other client’s clock. There are numerous isomorphic se-
quences of events that can be generated by the rate mul-
tiplier, and we use synchronization during initialization
to determine the optimal sequence. When the clocks are
closely matched in frequency, only the long-term drift
needs to be identified. The synchronizer that detects this
drift can have high latency without impacting the data
path latency. Finally, when arbitrary clock frequencies
are used, we can still exploit the frequency stability of
these clocks. Again, synchronization is only needed to
detect long-term drift, and this does not impact the data
path latency.

We have designed a proof-of-concept chip in the
TSMC 0.18µ CMOS process for our design for clients
operating at identical clock frequencies and it is cur-
rently in fabrication. We are currently designing a chip
to demonstrate our interfaces based on miss-detectors

and will fabricate it in 2003.
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