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Abstract

In this paper, we address the problem of detecting pedestri-
ans in crowded real-world scenes with severe overlaps. Our
basic premise is that this problem is too difficult for any type
of model or feature alone. Instead, we present a novel al-
gorithm that integrates evidence in multiple iterations and
from different sources. The core part of our method is the
combination of local and global cues via a probabilistic
top-down segmentation. Altogether, this approach allows
to examine and compare object hypotheses with high pre-
cision down to the pixel level. Qualitative and quantitative
results on a large data set confirm that our method is able
to reliably detect pedestrians in crowded scenes, even when
they overlap and partially occlude each other. In addition,
the flexible nature of our approach allows it to operate on
very small training sets.

1. Introduction
The ability to reliably detect pedestrians in real-world im-
ages is interesting for a variety of applications, such as
video surveillance or automatic driver-assistance systems
in vehicles. At the same time, pedestrians are one of the
most challenging categories for object detection. A large
variability in their local and global appearance is caused by
various types and styles of clothing, so that only few lo-
cal regions are really characteristic for the entire category.
In addition, the global shape undergoes a large range of
transformations due to the variety of possible articulations
and a multitude of occluding accessories such as backpacks,
briefcases, and hand- or shopping bags, which may perturb
a pedestrian’s silhouette. Finally, in many applications sev-
eral persons may be present in the same image region, par-
tially occluding each other and adding to the difficulty.

Previous approaches to pedestrian detection have used
either global models, e.g. using full-body appearance [20]
or silhouettes [11, 10, 8]; or an assembly of local feature
[23] or part detectors [18, 17]. However, only the latter two
systems have been demonstrated under partial occlusion.
As of today, no method has been evaluated for pedestrian
detection in crowded scenes with strong overlaps, such as
the ones in Fig. 1, despite the fact that these kinds of scenes
often occur in real-world applications.

Figure 1. Crowded real-world street scenes and our method’s de-
tections in them (shown in yellow).

In this paper, we specifically address the task of detection
in crowded scenes. The goal is to detect all pedestrians in a
scene, localize them in the image and, if possible, infer their
exact articulations. The difficulty of this task makes it prob-
lematic to rely on any type of model or feature alone. In-
stead, successful systems have to draw from the strengths of
several approaches using appearance as well as shape cues
and integrating both local and global information.

We follow this principle by aggregating evidence in sev-
eral stages. We start by sampling local features from the
image and combining them to generate hypotheses about
possible object locations. For each hypothesis, we then
compute a probabilistic top-down segmentation in order to
determine its region of support in the image, which can be
used to resolve ambiguities between overlapping hypothe-
ses. As we will show, however, the additional difficulty of
detecting pedestrians in crowded scenes makes it necessary
to enforce also global constraints. For this goal, we propose
a novel cue-integration scheme based on the hypothesized
segmentations which facilitates this combination.

This paper contains the following contributions. 1) We
present a new algorithm for evidence aggregation in mul-
tiple stages and from different sources. The foundation for
this combination is an estimated object segmentation, which
is used to integrate the influences of different cues on a com-
mon basis. 2) More specifically, we combine the local infor-
mation from sampled appearance features with global cues
about an object’s silhouette. As our results demonstrate,
this combination presents a way to make Chamfer match-
ing robust to scale changes, clutter, and partial occlusion.
3) Our experiments show that the resulting system can re-
liably detect and localize pedestrians in difficult crowded
scenes, even if they overlap and partially occlude each other.
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(a) Training set (b) Test set

Figure 2. Example images from the training and test set for pedestrians used in our experiments1.

4) Last but not least, this performance is achieved using a
training set that is between one and two orders of magnitude
smaller than those of traditional approaches.

The paper is structured as follows. The following sec-
tion defines the detection task we are going to address. Sec-
tion 3 then presents our initial recognition method based on
local appearance features. Motivated by the difficulty of the
detection task, Section 4 proposes a novel cue integration
scheme based on the hypothesized segmentation in the im-
age. Finally, Section 5 presents experimental results.

2. Detection Task
The task we want to address is pedestrian detection in still
gray images of crowded real-world scenes. For each pedes-
trian, we want to detect its presence, even when it is par-
tially occluded, and precisely localize it in the image. Fol-
lowing the task set by [1], we also want to answer the ques-
tion how many pedestrians are present in the scene. We
therefore only accept a single hypothesis per pedestrian as
correct and count each additional hypothesis on the same
pedestrian as false positive.

2.1. Training Set
For our training data we recorded 44 sequences of 35 dif-
ferent people walking parallel to the camera image plane
in front of two different backgrounds (see Fig. 2(a)). The
training images include a wide range of different clothing
and accessories, such as backpacks, hand bags, or books.
As those images were taken in a Western city, the cloth-
ing styles invariably differ from those in the test set. Using
the sequences as input, we computed a motion segmenta-
tion mask with a Grimson-Stauffer background model [21]
and selected a set of frames for which a good segmenta-
tion could be obtained. For the local appearance-based ap-
proach described in Section 3, we used 105 training images
and their reference segmentations; for the silhouette-based
refinement stage in Section 4, we took 210 training images
(plus in both cases their mirrored versions).

1For legal reasons, the pedestrians’ faces shown in this paper had to
be blurred. However, all experiments were performed on the original, un-
blurred images.

Figure 3. Evaluation criteria for comparing bounding boxes: (left)
relative distance; (right) cover and overlap.

2.2. Test Set
Most current pedestrian detection systems have only been
evaluated on images containing isolated pedestrians without
large overlaps. It is our belief that in order to really improve
the state of the art, research should proceed to more realis-
tic and challenging scenarios. For this reason, we evaluate
our algorithms on a highly difficult data set with crowded
street scenes in an Asian metropolis. This test set consists
of 209 images containing a total of 595 annotated pedestri-
ans. Some examples1 can be seen in Fig. 2(b).

The reason why we only speak of “annotated” pedestri-
ans is that in the crowded scenes we are interested in, it is
often not obvious where to draw the line and decide whether
a pedestrian should be counted or not. In our test set, peo-
ple occur in every state of occlusion, from fully visible to
just half a leg protruding behind some other person. We
therefore decided to annotate all those cases where a human
could clearly detect the pedestrian without having to resort
to reasoning. As a consequence, all pedestrians were an-
notated where at least some part of the torso was visible.
However, this means that a good detector might still occa-
sionally respond to pedestrians that are not annotated. On
the other hand, a significant number of the annotated pedes-
trians are so severely occluded that it would be unrealistic
to expect any current algorithm to achieve 100% recogni-
tion rate with just a small number of false positives.

2.3. Evaluation Criteria
For evaluating the detection results, we are not only con-
cerned about a yes/no detection decision, but also about
the pedestrians’ precise locations and extents. We therefore
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apply three criteria: relative distance, cover, and overlap.
The relative distance dr measures the distance between the
bounding box centers in relation to the size of the annotation
rectangle (see Fig. 3(left)). For this, we inscribe an ellipse in
the annotation rectangle and relate the measured distance to
the ellipse’s radius at the corresponding angle. In this eval-
uation, the annotation rectangle had a fixed aspect ratio of
11:15. Cover and overlap measure how much of the anno-
tation rectangle is covered by the detection hypothesis and
vice versa (see Fig. 3(right)). Together, these criteria allow
to compare hypotheses at different scales. In all following
experiments, we consider a detection correct if dr ≤ 0.5
(corresponding to a deviation up to 25% of the true object
size) and cover and overlap are both above 50%. As argued
before, only one hypothesis per object is accepted as correct
– any additional hypothesis on the same object is counted as
a false positive.

3. Initial Recognition Approach

The first stage of our system generates object hypotheses
by combining the evidence from local features [1, 9]. This
stage is based on a scale-invariant extension of the Implicit
Shape Model (ISM) [12, 14], which has been demonstrated
to yield good recognition results for rigid object categories
such as cars. Since our later steps closely build upon this
approach, we will first briefly review its main components
(see [13, 12, 14] for details).

3.1. Training

Training proceeds in two steps. We first learn a codebook
of local appearances that are characteristic for the object
category. This is done by applying a scale-invariant DoG
interest point operator [16] to all training images and ex-
tracting image patches with a radius of 3σ of the detected
scale. All extracted patches are then rescaled to a fixed size
(in our case 25 × 25 pixels) and grouped using an agglom-
erative clustering scheme [12]. The resulting clusters form
a compact representation of local object structure. Only the
cluster centers are stored as codebook entries.

Next, we learn the spatial occurrence distribution of each
codebook entry on the object category. For this, we perform
a second iteration over all training images, again extracting
patches around interest points, and record for each code-
book entry all locations for which it could be matched to
the extracted patches (where patch similarity is measured by
Normalized Greyscale Correlation (NGC)). For each such
occurrence, we additionally record the patch figure-ground
map from the (segmented) training image. This information
is used later in Section 3.3 to generate a top-down segmen-
tation for each recognition hypothesis.

3.2. Initial Hypothesis Generation
During recognition, the same patch extraction procedure is
applied, and the local information from sampled patches is
collected in a probabilistic Hough voting procedure. Each
patch is matched to the codebook, and matching codebook
entries cast votes for possible object positions and scales ac-
cording to their learned spatial probability distribution. In
order to make this process robust, specific attention is paid
to model the uncertainty on both levels: during the code-
book matching stage and when inferring object locations.
Formally, this is expressed as follows. Let e be an image
patch observed at location �. By matching it to the code-
book, we generate probabilistic votes for different object
categories on and locations λ = (λx, λy, λs), which are
weighted according to the following marginalization:

P (on, λ|e, �) =
∑

i

P (on, λ|ci, �)p(ci|e) (1)

where p(ci|e) denotes the probability that patch e matches
to codebook entry ci, and P (on, λ|ci, �) describes the stored
spatial probability distribution for the object center relative
to an occurrence of that codebook entry. Object hypotheses
are found as maxima in the 3D voting space using Mean
Shift Mode Estimation [6] with a scale-adaptive balloon
density estimator2 [7] and a uniform cubical kernel K:

p̂(on, λ) =
1

nh(λ)d

∑
k

∑
j

p(on, λj |ek, �k)K(
λ − λj

h(λ)
) (2)

3.3. Top-down Segmentation
Recent approaches have demonstrated the possibility to
generate top-down segmentations using learned knowledge
about an object category [4, 24, 13]. Here, we use this idea
to improve recognition. For each hypothesis, we go back to
the image to determine on a per-pixel level where its sup-
port came from, thus effectively segmenting the object from
the background. As shown in [13, 12], we can obtain the
per-pixel probabilities of each pixel being figure or ground
by the following double marginalization (first over patches
then over codebook entries):

p(p = figure|on, λ) = (3)
∑

p∈(e,�)

∑
i

p(p=fig.|on, λ, ci, �)
p(on, λ|ci, �)p(ci|e)p(e, �)

p(on, λ)

where p(p = fig.|on, λ, ci, �) describes the local patch seg-
mentation that can be inferred when codebook entry ci is
observed at location � relative to the object center λ. The
final segmentation is obtained by building the likelihood ra-
tio between figure and ground probabilities. Figure 4 shows
some of the resulting segmentations that can be obtained by
this approach.

2For a discussion why this formulation is necessary, please see [14].
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Figure 4. Example recognition result and the corresponding top-
down segmentation.

3.4. Segmentation-based Verification
A central topic of this paper is to aggregate evidence from
the image in several iterations. In [12], we have proposed
a first step in this direction by using the top-down segmen-
tation to refine object hypotheses in an MDL-based verifi-
cation stage. The key idea behind this step is to integrate
only information about the object itself and discard mis-
leading influences from the background. At the same time,
the segmentation reveals exactly from where in the image
a hypothesis draws its support. Since each pixel can only
be assigned to a single object, this step makes it possible
to resolve ambiguities between overlapping hypotheses and
search for the subset that best explains the image.

In this paper, we use an extended version of the MDL
framework from [12]. Hypotheses are evaluated in terms of
the savings [15] that can be obtained by explaining part of
an image by the hypothesis h (see [12] for details):

Sh = K0Sarea − K1Smodel − K2Serror (4)

In this formulation, Sarea corresponds to the number N of
pixels that can be explained by h; Serror denotes the cost for
describing the error made by this explanation; and Smodel

describes the model complexity. Since objects at different
scales take up different portions of the image, we make the
model cost dependent on the expected area As ∼ λ2

s an ob-
ject occupies at a certain scale. As an estimate for the error
we collect, over all pixels that belong to the segmentation
of h, the probabilities that these pixels are not figure:

Serror =
∑

p∈Seg(h)

(1 − p(p = figure|h)). (5)

Inserting (5) in (4) we obtain, after some simplifications,

Sh =−K1

K0
+ (1 − K2

K0
)
N

As
+

K2

K0

1
As

∑
p∈Seg(h)

p(p = fig.|h).

If multiple hypotheses h1 and h2 are present, we can derive
the savings of the combined hypothesis (h1 ∪ h2):

Sh1∪h2 = Sh1 + Sh2 − Sarea(h1 ∩ h2) + Serror(h1 ∩ h2)

Based on this formulation, we search for the combination
of hypotheses that maximize the savings using the method
described in [12].

3.5. Experimental Results
Figure 7 shows the quantitative detection results on the test
set in the form of a Recall-Precision Curve (RPC). It can
be seen that the initial voting stage reaches a relatively low
equal error rate (EER) performance of 27% (corresponding
to 161 out of 595 correct detections with 434 false posi-
tives). This confirms the difficulty of the pedestrian detec-
tion task, compared to the detection of rigid object cate-
gories such as cars. However, the voting stage manages to
find nearly all pedestrians eventually, which makes it well-
suited as input to the next stage of our evidence aggregation
procedure. As the figure shows, this segmentation-based
verification loop presents a major improvement and raises
the EER performance to 64%. In absolute numbers, this
performance corresponds to 363 correct detections with 204
false positives. The improvement is emphasized even more
by the fact that the initial voting stage returned 2,346 false
positives for the same level of recall.

3.6. Discussion
An important factor to the method’s performance is the flex-
ibility of representation that is made possible by the Implicit
Shape Model. As only consistency with a common object
center is enforced, the approach can interpolate between lo-
cal parts seen on different training objects. As a result, it
only needs a relatively small number of training examples
to recognize and segment categorical objects in different ar-
ticulations and with widely varying texture patterns.

However, this flexibility is also an important restriction.
Consider the examples in Figure 5. Here, the segmentations
contain overlapping body parts from other pedestrians, such
as another foot or a third leg. Each of those body parts is
locally consistent with the object center – in the absence of
other information, it could really belong to the object. As
the ISM has no global knowledge about how many legs a
pedestrian is supposed to have, these superfluous body parts
are added to the hypothesis and may augment its recognition
score on the expense of other hypotheses.

This effect is intrinsic to detection in crowded scenes. It
would be even stronger if we did not refine hypotheses on
the pixel level. However, also in our approach it has a nega-
tive impact on detection performance. Since the verification
stage compares segmentations as a whole and assigns over-
lapping pixels to the highest-ranking candidate hypothesis,
this effect may lead to important evidence being withheld
from neighboring hypotheses and thus to lost detections.
The following section therefore aims to alleviate this prob-
lem by adding global constraints.

4. Combination with Global Cues
As discussed above, the main restriction of the method pre-
sented so far is that the Implicit Shape Model, based only
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Figure 5. Examples where the flexibility of the Implicit Shape Model leads to overcomplete segmentations. The images show the hypoth-
esized segmentations for some of the pedestrians (only a subset of hypotheses is shown in order to reduce clutter). Since only consistency
with a common object center is enforced, superfluous body parts may be assigned to a hypothesis. As a result of this wrong allocation, the
scores of neighboring hypotheses may be reduced.

on local features, has a very limited notion of global consis-
tency. In the following, we want to enforce this consistency
by adding the information from global shape cues.

4.1. Chamfer Matching
Chamfer matching was first proposed by [2] and later re-
fined by [5, 19, 11] to detect objects based on global shape
features. Given a set of trained shape templates (e.g. ob-
ject silhouettes), Chamfer matching searches the image for
locations where these templates can best be matched to the
image content. Object shapes are compared using a distance
transform (DT), which computes for each pixel the distance
to the nearest feature pixel. Matches of a template T to
the distance-transformed image I are found by shifting the
template over the image and computing, at each location,
the average distance value of all pixels that are covered by
the template. The influence of outliers is reduced by using
a truncated distance for matching:

DChamfer(T, I) =
1
|T |

∑
t∈T

min(DTI(t), τ) (6)

The advantage of matching a template with the distance-
transformed image rather than with the original edge image
is that the resulting similarity measure will be smoother as
a function of the template transformation parameters [10],
which allows to speed up the matching process by employ-
ing a hierarchical coarse-to-fine search.

In this work, we want to use Chamfer matching in order
to verify and refine object hypotheses by global constraints.
As input, we take the set of hypotheses that is returned by
the MDL verification stage from Section 3.4, operated at a
permissive setting. Each hypothesis comes with a position
and scale estimate and its probabilistic segmentation. In
order to deal with different object scales, we use the scale
estimate of the previous stage to cut out a surrounding re-
gion of the raw input image and rescale it such that the hy-
pothesized object has uniform size (Fig. 6(a)). After that,
we apply a Canny edge detector and compute the distance
transform (Fig. 6(c)). For Chamfer matching, we use a set
of 210 pedestrian silhouettes (plus their mirrored versions)

(a) (b) (c) (d)

Figure 6. Stages of the Chamfer verification procedure. (a)
rescaled image region; (b) hypothesized segmentation; (c)
distance-transformed image (d) fitted silhouettes (green: explored
silhouettes, yellow: best Chamfer score, magenta: best fit to seg-
mentation, blue: best combined fit).

extracted from the same training data as described in Sec-
tion 2.1. As Chamfer matching is very sensitive to scale
changes, we use 7 rescaled versions of each template, cov-
ering a scale range of [0.8,1.2].

4.2. Combination with Segmentation
However, an important point we make is that Chamfer
matching alone is not robust enough for the verification
task. This can be visualized by the typical Chamfer match-
ing results shown in Fig. 6(d). Although the correct contour
is also found within the first 200 candidate matches, clutter
and poor contrast cause the highest-ranking contour (shown
in yellow) to lie on the background. As can be expected,
this problem gets even worse the more shape templates and
search scales are added in the matching process.

The reason for this is an intrinsic problem of Chamfer
matching that occurs especially in cluttered images with
many edges, where each pixel of the distance-transformed
image contains only a relatively low value. As the Chamfer
score is averaged over the whole silhouette, many different
templates may reach approximately equal scores at various
image locations and scales. In order to include the correct
silhouette, one would therefore have to accept many false
positives. The effect can be slightly alleviated by using mul-
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tiple edge orientation planes, as proposed in [10, 22], but the
general problem persists.

Especially rectangular structures are problematic, since
they are, when averaged over the whole contour, very sim-
ilar to certain pedestrian silhouettes. Unfortunately, such
structures occur frequently in street scenes, e.g. on win-
dows, columns, and lamp or fence posts. In addition, the
spaces in-between pedestrians are often mistaken for addi-
tional hypotheses, since they exhibit similar edge patterns.
However, those failure cases are complementary to those of
our local approach. In the following, we therefore propose
a way to combine the global shape information with the re-
sult of our local approach which makes Chamfer matching
more robust to those situations.

The basis for our combination is the segmentation in the
image. In particular, we search for a shape template that
simultaneously maximizes the Chamfer score and the over-
lap with the hypothesized segmentation. The overlap can
be expressed by the Bhattacharyya coefficient [3], which
measures the affinity between two distributions. Assuming
a uniform distribution for the points inside the shape tem-
plate s, shifted to location q, we compare its overlap with
the hypothesized segmentation Seg:

ρ(q) =
∑

x

√
Seg(x)s(x, q) (7)

and compute a joint score as a linear combination

score = α(1 − DChamfer

β
) + (1 − α)ρ. (8)

In our experiments, we set the weights to α = 0.45 and
β = 50, but we found the approach to be robust over a wide
range of settings.

Fig. 6(d) shows the result of this combined estimation
step. The resulting contour (shown in blue) integrates the
information from local cues with a global fit to the image
and provides better results than either method alone.

4.3. Combined MDL Verification
The above procedure is used to select a suitable silhouette
Silh(h) for each hypothesis h. We now adapt the verifica-
tion procedure to use these global constraints and compute
a hypothesis’s savings not over the full segmentation any-
more, but only over the part that is consistent with Silh(h):

S̃h =−K1

K0
+ (1 − K2

K0
)
N

As
+

K2

K0

1
As

∑
p∈Silh(h)

p(p = fig.|h).

Moreover, we extend the verification procedure by formu-
lating it as a quadratic Boolean optimization problem, sim-
ilar to the one in [15]. Let mT = (m1, m2, . . . , mM ) be
a vector of indicator variables, where mi has the value 1
if hypothesis hi is present, and 0 if it is absent in the final
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Figure 7. Quantitative pedestrian detection results of our approach
on the test set.

description. In this formulation, the objective function for
maximizing the savings takes the following form:

S(m̂) = max
m

mT Qm = mT




c11 · · · c1M

...
. . .

...
cM1 · · · cMM


m. (9)

The diagonal terms of Q express the savings of a particular
hypothesis cii = S̃hi , while the off-diagonal terms handle
the interaction between overlapping hypotheses (such that
S̃hi∪hj = cii + cjj − 2cij). Under the assumption that the
stronger hypothesis opaquely occludes the weaker one, we
obtain

cij =
1
2


−(1 − K2

K0
)|Oij | − K2

K0

∑
p∈Oij

min
hi,hj

p(p = fig.|h)




where Oij = Silh(hi)∩Silh(hj) denotes the area of over-
lap between the (silhouette) segmentations of hi and hj .

Using this framework, the best image interpretation can
be found using standard methods for quadratic boolean op-
timization problems. As the number of possible combi-
nations grows exponentially with increasing problem size,
though, it may become untractable to search for the glob-
ally optimal solution. In practice, we found it sufficient for
our application to only compute a greedy approximation, as
also argued in [15].

Fig. 8 shows some examples where this combined ver-
ification procedure is applied to difficult test images. As
can be seen, the method is able to refine the correct hy-
potheses (e.g. Fig. 8(top)) and reject false positives on the
background (Fig. 8(middle and bottom)). Note in particular
the quality of the fitted silhouettes even when the pedes-
trians have low contrast to the background or are partially
occluded.

5. Experimental Results
Fig. 7 shows the quantitative results when the verification
stage is added to the system. As can be seen, the EER
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(a) (b) (c) (d)

Figure 8. Examples for the Chamfer verification procedure. (a) initial hypotheses; (b) hypothesized segmentations for correct hypotheses;
(c) segmentations for false positives; (d) fitted silhouettes.

performance is considerably improved from 64% to 71.3%,
corresponding to 424 out of 595 correct detections with only
171 false positives. Without the final verification stage, our
system could reach this level of recall only at a reduced pre-
cision of 42.7%. This means that at the same recall rate, the
Chamfer verification manages to reject 399 additional false
positives. In addition, the quality of the obtained bound-
ing boxes is in many cases significantly improved, which is
however not quantified by our evaluation criterion.

As already discussed in Section 2.2, the quantitative re-
sults should be regarded with special consideration. Many
annotated pedestrians are severely occluded, and the detec-
tion task is so difficult that a performance in the upper 90%
range is far beyond the state of current computer vision sys-
tems. In order to give a better impression of our method’s
performance, Fig. 9 therefore shows obtained detection re-
sults on example images from the test set (at the EER). As
can be seen from those examples, the presented method can
reliably detect and localize pedestrians in crowded scenes
and with severe overlaps.

6. Conclusion
In this paper, we have presented a novel algorithm for
pedestrian detection in crowded scenes. Our method does
not procede in one single run, but through a series of iter-
ative evidence aggregation steps. Throughout this process,
we integrate local and global cues via an automatically com-

puted top-down segmentation. Altogether, this iterative ap-
proach allows us to examine and disambiguate between ob-
ject hypotheses at a high level of precision. Qualitative and
quantitative results show our method’s capability to reliably
detect pedestrians in crowded street scenes and with severe
overlaps. Finally, the flexible nature of our approach per-
mits our method to work with very small training sets and
generalize to novel scenarios.

It is also important to emphasize that our method oper-
ates on still images. Although video sequences are used
for training in order to avoid manual segmentation, we are
not using any temporal continuity information for recogni-
tion. However, our system’s capability to robustly detect
pedestrians in crowded scenes and estimate their articula-
tions shows an interesting potential also for use in object
tracking applications, which we will explore in future work.
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