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1. Lecture + Discussion about Week 1’s Material

2. Quick Latex Tutorial
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Defining Games - The Normal Form

• Finite, n-person normal form game: ⟨N,A, u⟩:
• Players: N = {1, . . . , n} is a finite set of n , indexed by i
• Action set for player i Ai

• a = (a1, . . . , an) ∈ A = A1 × . . . × An is an action profile
• Utility function or Payoff function for player i: ui : A 7→ R

• u = (u1, . . . , un), is a profile of utility functions

• Writing a 2-player game as a matrix:
• “row” player is player 1, “column” player is player 2
• rows correspond to actions a1 ∈ A1, columns correspond to

actions a2 ∈ A2

• cells listing utility or payoff values for each player: the row player
first, then the column

Game Theory Course: Jackson, Leyton-Brown & Shoham Game Theory Week 1.
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Best Response

• If you knew what everyone else was going to do, it would be
easy to pick your own action

• Let a−i = ⟨a1, . . . , ai−1, ai+1, . . . , an⟩.
• now a = (a−i, ai)

.
Definition (Best response)
..
.a

∗
i ∈ BR(a−i) iff ∀ai ∈ Ai, ui(a

∗
i , a−i) ≥ ui(ai, a−i).

Game Theory Course: Jackson, Leyton-Brown & Shoham Game Theory Week 1.
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Nash Equilibrium

• Really, no agent knows what the others will do.
• What can we say about which actions will occur?

• Idea: look for stable action profiles.

.
Definition (Nash Equilibrium)
..

.
a = ⟨a1, . . . , an⟩ is a (“pure strategy”) Nash equilibrium iff
∀i, ai ∈ BR(a−i).

Game Theory Course: Jackson, Leyton-Brown & Shoham Game Theory Week 1.
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Nash Equilibria of Example Games

56 3 Competition and Coordination: Normal form games

when congestion occurs. You have two possible strategies: C (for using a Correct
implementation) and D (for using a Defective one). If both you and your colleague
adopt C then your average packet delay is 1ms (millisecond). If you both adopt D the
delay is 3ms, because of additional overhead at the network router. Finally, if one of
you adopts D and the other adopts C then the D adopter will experience no delay at all,
but the C adopter will experience a delay of 4ms.

These consequences are shown in Figure 3.1. Your options are the two rows, and
your colleague’s options are the columns. In each cell, the first number represents
your payoff (or, minus your delay), and the second number represents your colleague’s
payoff.1TCP user’s

game

Prisoner’s
dilemma game

C D

C −1,−1 −4, 0

D 0,−4 −3,−3

Figure 3.1 The TCP user’s (aka the Prisoner’s) Dilemma.

Given these options what should you adopt, C or D? Does it depend on what you
think your colleague will do? Furthermore, from the perspective of the network opera-
tor, what kind of behavior can he expect from the two users? Will any two users behave
the same when presented with this scenario? Will the behavior change if the network
operator allows the users to communicate with each other before making a decision?
Under what changes to the delays would the users’ decisions still be the same? How
would the users behave if they have the opportunity to face this same decision with the
same counterpart multiple times? Do answers to the above questions depend on how
rational the agents are and how they view each other’s rationality?

Game theory gives answers to many of these questions. It tells us that any rational
user, when presented with this scenario once, will adopt D—regardless of what the
other user does. It tells us that allowing the users to communicate beforehand will
not change the outcome. It tells us that for perfectly rational agents, the decision will
remain the same even if they play multiple times; however, if the number of times that
the agents will play this is infinite, or even uncertain, we may see them adopt C.

3.2 Games in normal form

The normal form, also known as thestrategicor matrix form, is the most familiargame in
strategic form

game in matrix
form

representation of strategic interactions in game theory.

1. The term ‘Prisoners’ Dilemma’ for this famous game theoretic situation derives from the original story
accompanying the numbers. Imagine the players of the game are two prisoners suspected of a crime rather
than network users, that you each can either Confess to the crime or Deny it, and that the absolute values of
the numbers represent the length of jail term each of you will get in each scenario.
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Incidentally, the name “Prisoner’s Dilemma” for this famous game-theoretic sit-
uation derives from the original story accompanying the numbers. The players of
the game are two prisoners suspected of a crime rather than two network users. The
prisoners are taken to separate interrogation rooms, and each can either “confess”
to the crime or “deny” it (or, alternatively, “cooperate” or “defect”). If the payoff
are all nonpositive, their absolute values can be interpreted as the length of jail term
each of prisoner gets in each scenario.

Common-payoff games

There are some restricted classes of normal-form games that deserve special men-
tion. The first is the class ofcommon-payoff games. These are games in which, for
every action profile, all players have the same payoff.

Definition 3.2.2 (Common-payoff game)A common-payoff gameis a game incommon-payoff
game which for all action profilesa ∈ A1 × · · · × An and any pair of agentsi, j, it is

the case thatui(a) = uj(a).

Common-payoff games are also calledpure coordination gamesor team games.pure
coordination
game

team games

In such games the agents have no conflicting interests; their sole challenge is to
coordinate on an action that is maximally beneficial to all.

As an example, imagine two drivers driving towards each other in a country
having no traffic rules, and who must independently decide whether to drive on the
left or on the right. If the drivers choose the same side (left or right) they have
some high utility, and otherwise they have a low utility. The game matrix is shown
in Figure 3.5.

Left Right

Left 1, 1 0, 0

Right 0, 0 1, 1

Figure 3.5: Coordination game.

Zero-sum games

At the other end of the spectrum from pure coordination games liezero-sum games,zero-sum game
which (bearing in mind the comment we made earlier about positive affine trans-
formations) are more properly calledconstant-sum games.Unlike common-payoffconstant-sum

game games, constant-sum games are meaningful primarily in the context of two-player
(though not necessarily two-strategy) games.

Free for on-screen use; please do not distribute. You can get another free copy
of this PDF or order the book athttp://www.masfoundations.org.
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Rock Paper Scissors

Rock 0 −1 1

Paper 1 0 −1

Scissors −1 1 0

Figure 3.6 Rock,Paper, Scissors game. 

 B         F

B 2, 1 0, 0

F 0, 0 1, 2

Figure 3.7 Battleof the Sexes game.

3.2.2 Strategies in normal-form games

We have so far defined the actions available to each player in a game, but not yet his
set ofstrategies, or his available choices. Certainly one kind of strategy is to select
a single action and play it; we call such a strategy apure strategy, and we will usepure strategy
the notation we have already developed for actions to represent it. There is, however,
another, less obvious type of strategy; a player can choose to randomize over the set of
available actions according to some probability distribution; such a strategy is called
a mixed strategy. Although it may not be immediately obvious why a player shouldmixed strategy
introduce randomness into his choice of action, in fact in a multi-agent setting the role
of mixed strategies is critical. We will return to this when we discuss solution concepts
for games in the next section.

We define a mixed strategy for a normal form game as follows.

Definition 3.2.4 Let (N, (A1, . . . , An), O, µ, u) be a normal form game, and for any
setX let Π(X) be the set of all probability distributions overX. Then the set ofmixed
strategiesfor player i is Si = Π(Ai). The set ofmixed strategy profilesis simply themixed strategy

profiles Cartesian product of the individual mixed strategy sets,S1 × · · · × Sn.

By si(ai) we denote the probability that an actionai will be played under mixed
strategysi. The subset of actions that are assigned positive probability by the mixed
strategysi is called thesupportof si.

Definition 3.2.5 Thesupportof a mixed strategysi for a player i is the set of pure
strategies{ai|si(ai) > 0}.
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Definition 3.2.3 (Constant-sum game)A two-player normal-form game isconstant-
sumif there exists a constantc such that for each strategy profilea ∈ A1 × A2 it
is the case thatu1(a) + u2(a) = c.

For convenience, when we talk of constant-sum games going forward we will
always assume thatc = 0, that is, that we have a zero-sum game. If common-
payoff games represent situations of pure coordination, zero-sum games represent
situations of pure competition; one player’s gain must come at the expense of the
other player. This property requires that there be exactly two agents. Indeed, if
you allow more agents, any game can be turned into a zero-sum game by adding
a dummy player whose actions do not impact the payoffs to the other agents, and
whose own payoffs are chosen to make the payoffs in each outcome sum to zero.

A classical example of a zero-sum game is the game ofMatching Pennies. In thisMatching
Pennies game game, each of the two players has a penny and independently chooses to display

either heads or tails. The two players then compare their pennies. If they are the
same then player 1 pockets both, and otherwise player 2 pockets them. The payoff
matrix is shown in Figure 3.6.

Heads Tails

Heads 1,−1 −1, 1

Tails −1, 1 1,−1

Figure 3.6: Matching Pennies game.

The popular children’s game of Rock, Paper, Scissors, also known as Rocham-
beau, provides a three-strategy generalization of the matching-pennies game. The
payoff matrix of this zero-sum game is shown in Figure 3.7. In this game, each of
the two players can choose either rock, paper, or scissors. If both players choose
the same action, there is no winner and the utilities are zero. Otherwise, each of the
actions wins over one of the other actions and loses to the other remaining action.

Battle of the Sexes

In general, games can include elements of both coordination and competition. Pris-
oner’s Dilemma does, although in a rather paradoxical way. Here is another well-
known game that includes both elements. In this game, calledBattle of the Sexes, aBattle of the

Sexes game husband and wife wish to go to the movies, and they can select among two movies:
“Lethal Weapon (LW)” and “Wondrous Love (WL).” They much prefer to go to-
gether rather than to separate movies, but while the wife (player 1) prefers LW, the
husband (player 2) prefers WL. The payoff matrix is shown in Figure 3.8. We will
return to this game shortly.

Uncorrected manuscript ofMultiagent Systems, published by Cambridge University Press
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Domination

• Let si and s′
i be two strategies for player i, and let S−i be is the

set of all possible strategy profiles for the other players
• What’s a “strategy”?
• For now, just choosing an action (“pure strategy”)

.
Definition..
.si strictly dominates s′

i if ∀s−i ∈ S−i, ui(si, s−i) > ui(s
′
i, s−i)

.
Definition..
.si very weakly dominates s′

i if ∀s−i ∈ S−i, ui(si, s−i) ≥ ui(s
′
i, s−i)

Game Theory Course: Jackson, Leyton-Brown & Shoham Game Theory Week 1.
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Pareto Optimality

• When one outcome o is at least as good for every agent as
another outcome o′, and there is some agent who strictly
prefers o to o′:
• it seems reasonable to say that o is better than o′

• we say that o Pareto-dominates o′.

.
Definition (Pareto Optimality)
..

.
An outcome o∗ is Pareto-optimal if there is no other outcome that
Pareto-dominates it.

• can a game have more than one Pareto-optimal outcome?
• does every game have at least one Pareto-optimal outcome?

Game Theory Course: Jackson, Leyton-Brown & Shoham Game Theory Week 1.
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• When one outcome o is at least as good for every agent as
another outcome o′, and there is some agent who strictly
prefers o to o′:
• it seems reasonable to say that o is better than o′

• we say that o Pareto-dominates o′.
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Pareto Optimality

• When one outcome o is at least as good for every agent as
another outcome o′, and there is some agent who strictly
prefers o to o′:
• it seems reasonable to say that o is better than o′

• we say that o Pareto-dominates o′.

.
Definition (Pareto Optimality)
..

.
An outcome o∗ is Pareto-optimal if there is no other outcome that
Pareto-dominates it.

• can a game have more than one Pareto-optimal outcome?
• does every game have at least one Pareto-optimal outcome?
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Pareto Optimal Outcomes in Example Games

3.2 Games in normal form 57

Incidentally, the name “Prisoner’s Dilemma” for this famous game-theoretic sit-
uation derives from the original story accompanying the numbers. The players of
the game are two prisoners suspected of a crime rather than two network users. The
prisoners are taken to separate interrogation rooms, and each can either “confess”
to the crime or “deny” it (or, alternatively, “cooperate” or “defect”). If the payoff
are all nonpositive, their absolute values can be interpreted as the length of jail term
each of prisoner gets in each scenario.

Common-payoff games

There are some restricted classes of normal-form games that deserve special men-
tion. The first is the class ofcommon-payoff games. These are games in which, for
every action profile, all players have the same payoff.

Definition 3.2.2 (Common-payoff game)A common-payoff gameis a game incommon-payoff
game which for all action profilesa ∈ A1 × · · · × An and any pair of agentsi, j, it is

the case thatui(a) = uj(a).

Common-payoff games are also calledpure coordination gamesor team games.pure
coordination
game

team games

In such games the agents have no conflicting interests; their sole challenge is to
coordinate on an action that is maximally beneficial to all.

As an example, imagine two drivers driving towards each other in a country
having no traffic rules, and who must independently decide whether to drive on the
left or on the right. If the drivers choose the same side (left or right) they have
some high utility, and otherwise they have a low utility. The game matrix is shown
in Figure 3.5.

Left Right

Left 1, 1 0, 0

Right 0, 0 1, 1

Figure 3.5: Coordination game.

Zero-sum games

At the other end of the spectrum from pure coordination games liezero-sum games,zero-sum game
which (bearing in mind the comment we made earlier about positive affine trans-
formations) are more properly calledconstant-sum games.Unlike common-payoffconstant-sum

game games, constant-sum games are meaningful primarily in the context of two-player
(though not necessarily two-strategy) games.
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Rock Paper Scissors

Rock 0 −1 1

Paper 1 0 −1

Scissors −1 1 0

Figure 3.6 Rock,Paper, Scissors game. 

 B         F

B 2, 1 0, 0

F 0, 0 1, 2

Figure 3.7 Battleof the Sexes game.

3.2.2 Strategies in normal-form games

We have so far defined the actions available to each player in a game, but not yet his
set ofstrategies, or his available choices. Certainly one kind of strategy is to select
a single action and play it; we call such a strategy apure strategy, and we will usepure strategy
the notation we have already developed for actions to represent it. There is, however,
another, less obvious type of strategy; a player can choose to randomize over the set of
available actions according to some probability distribution; such a strategy is called
a mixed strategy. Although it may not be immediately obvious why a player shouldmixed strategy
introduce randomness into his choice of action, in fact in a multi-agent setting the role
of mixed strategies is critical. We will return to this when we discuss solution concepts
for games in the next section.

We define a mixed strategy for a normal form game as follows.

Definition 3.2.4 Let (N, (A1, . . . , An), O, µ, u) be a normal form game, and for any
setX let Π(X) be the set of all probability distributions overX. Then the set ofmixed
strategiesfor player i is Si = Π(Ai). The set ofmixed strategy profilesis simply themixed strategy

profiles Cartesian product of the individual mixed strategy sets,S1 × · · · × Sn.

By si(ai) we denote the probability that an actionai will be played under mixed
strategysi. The subset of actions that are assigned positive probability by the mixed
strategysi is called thesupportof si.

Definition 3.2.5 Thesupportof a mixed strategysi for a player i is the set of pure
strategies{ai|si(ai) > 0}.
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Definition 3.2.3 (Constant-sum game)A two-player normal-form game isconstant-
sumif there exists a constantc such that for each strategy profilea ∈ A1 × A2 it
is the case thatu1(a) + u2(a) = c.

For convenience, when we talk of constant-sum games going forward we will
always assume thatc = 0, that is, that we have a zero-sum game. If common-
payoff games represent situations of pure coordination, zero-sum games represent
situations of pure competition; one player’s gain must come at the expense of the
other player. This property requires that there be exactly two agents. Indeed, if
you allow more agents, any game can be turned into a zero-sum game by adding
a dummy player whose actions do not impact the payoffs to the other agents, and
whose own payoffs are chosen to make the payoffs in each outcome sum to zero.

A classical example of a zero-sum game is the game ofMatching Pennies. In thisMatching
Pennies game game, each of the two players has a penny and independently chooses to display

either heads or tails. The two players then compare their pennies. If they are the
same then player 1 pockets both, and otherwise player 2 pockets them. The payoff
matrix is shown in Figure 3.6.

Heads Tails

Heads 1,−1 −1, 1

Tails −1, 1 1,−1

Figure 3.6: Matching Pennies game.

The popular children’s game of Rock, Paper, Scissors, also known as Rocham-
beau, provides a three-strategy generalization of the matching-pennies game. The
payoff matrix of this zero-sum game is shown in Figure 3.7. In this game, each of
the two players can choose either rock, paper, or scissors. If both players choose
the same action, there is no winner and the utilities are zero. Otherwise, each of the
actions wins over one of the other actions and loses to the other remaining action.

Battle of the Sexes

In general, games can include elements of both coordination and competition. Pris-
oner’s Dilemma does, although in a rather paradoxical way. Here is another well-
known game that includes both elements. In this game, calledBattle of the Sexes, aBattle of the

Sexes game husband and wife wish to go to the movies, and they can select among two movies:
“Lethal Weapon (LW)” and “Wondrous Love (WL).” They much prefer to go to-
gether rather than to separate movies, but while the wife (player 1) prefers LW, the
husband (player 2) prefers WL. The payoff matrix is shown in Figure 3.8. We will
return to this game shortly.
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when congestion occurs. You have two possible strategies: C (for using a Correct
implementation) and D (for using a Defective one). If both you and your colleague
adopt C then your average packet delay is 1ms (millisecond). If you both adopt D the
delay is 3ms, because of additional overhead at the network router. Finally, if one of
you adopts D and the other adopts C then the D adopter will experience no delay at all,
but the C adopter will experience a delay of 4ms.

These consequences are shown in Figure 3.1. Your options are the two rows, and
your colleague’s options are the columns. In each cell, the first number represents
your payoff (or, minus your delay), and the second number represents your colleague’s
payoff.1TCP user’s

game

Prisoner’s
dilemma game

C D

C −1,−1 −4, 0

D 0,−4 −3,−3

Figure 3.1 The TCP user’s (aka the Prisoner’s) Dilemma.

Given these options what should you adopt, C or D? Does it depend on what you
think your colleague will do? Furthermore, from the perspective of the network opera-
tor, what kind of behavior can he expect from the two users? Will any two users behave
the same when presented with this scenario? Will the behavior change if the network
operator allows the users to communicate with each other before making a decision?
Under what changes to the delays would the users’ decisions still be the same? How
would the users behave if they have the opportunity to face this same decision with the
same counterpart multiple times? Do answers to the above questions depend on how
rational the agents are and how they view each other’s rationality?

Game theory gives answers to many of these questions. It tells us that any rational
user, when presented with this scenario once, will adopt D—regardless of what the
other user does. It tells us that allowing the users to communicate beforehand will
not change the outcome. It tells us that for perfectly rational agents, the decision will
remain the same even if they play multiple times; however, if the number of times that
the agents will play this is infinite, or even uncertain, we may see them adopt C.

3.2 Games in normal form

The normal form, also known as thestrategicor matrix form, is the most familiargame in
strategic form

game in matrix
form

representation of strategic interactions in game theory.

1. The term ‘Prisoners’ Dilemma’ for this famous game theoretic situation derives from the original story
accompanying the numbers. Imagine the players of the game are two prisoners suspected of a crime rather
than network users, that you each can either Confess to the crime or Deny it, and that the absolute values of
the numbers represent the length of jail term each of you will get in each scenario.
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Pareto Optimal Outcomes in Example Games

3.2 Games in normal form 57

Incidentally, the name “Prisoner’s Dilemma” for this famous game-theoretic sit-
uation derives from the original story accompanying the numbers. The players of
the game are two prisoners suspected of a crime rather than two network users. The
prisoners are taken to separate interrogation rooms, and each can either “confess”
to the crime or “deny” it (or, alternatively, “cooperate” or “defect”). If the payoff
are all nonpositive, their absolute values can be interpreted as the length of jail term
each of prisoner gets in each scenario.

Common-payoff games

There are some restricted classes of normal-form games that deserve special men-
tion. The first is the class ofcommon-payoff games. These are games in which, for
every action profile, all players have the same payoff.

Definition 3.2.2 (Common-payoff game)A common-payoff gameis a game incommon-payoff
game which for all action profilesa ∈ A1 × · · · × An and any pair of agentsi, j, it is

the case thatui(a) = uj(a).

Common-payoff games are also calledpure coordination gamesor team games.pure
coordination
game

team games

In such games the agents have no conflicting interests; their sole challenge is to
coordinate on an action that is maximally beneficial to all.

As an example, imagine two drivers driving towards each other in a country
having no traffic rules, and who must independently decide whether to drive on the
left or on the right. If the drivers choose the same side (left or right) they have
some high utility, and otherwise they have a low utility. The game matrix is shown
in Figure 3.5.

Left Right

Left 1, 1 0, 0

Right 0, 0 1, 1

Figure 3.5: Coordination game.

Zero-sum games

At the other end of the spectrum from pure coordination games liezero-sum games,zero-sum game
which (bearing in mind the comment we made earlier about positive affine trans-
formations) are more properly calledconstant-sum games.Unlike common-payoffconstant-sum

game games, constant-sum games are meaningful primarily in the context of two-player
(though not necessarily two-strategy) games.
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Rock Paper Scissors

Rock 0 −1 1

Paper 1 0 −1

Scissors −1 1 0

Figure 3.6 Rock,Paper, Scissors game. 

 B         F

B 2, 1 0, 0

F 0, 0 1, 2

Figure 3.7 Battleof the Sexes game.

3.2.2 Strategies in normal-form games

We have so far defined the actions available to each player in a game, but not yet his
set ofstrategies, or his available choices. Certainly one kind of strategy is to select
a single action and play it; we call such a strategy apure strategy, and we will usepure strategy
the notation we have already developed for actions to represent it. There is, however,
another, less obvious type of strategy; a player can choose to randomize over the set of
available actions according to some probability distribution; such a strategy is called
a mixed strategy. Although it may not be immediately obvious why a player shouldmixed strategy
introduce randomness into his choice of action, in fact in a multi-agent setting the role
of mixed strategies is critical. We will return to this when we discuss solution concepts
for games in the next section.

We define a mixed strategy for a normal form game as follows.

Definition 3.2.4 Let (N, (A1, . . . , An), O, µ, u) be a normal form game, and for any
setX let Π(X) be the set of all probability distributions overX. Then the set ofmixed
strategiesfor player i is Si = Π(Ai). The set ofmixed strategy profilesis simply themixed strategy

profiles Cartesian product of the individual mixed strategy sets,S1 × · · · × Sn.

By si(ai) we denote the probability that an actionai will be played under mixed
strategysi. The subset of actions that are assigned positive probability by the mixed
strategysi is called thesupportof si.

Definition 3.2.5 Thesupportof a mixed strategysi for a player i is the set of pure
strategies{ai|si(ai) > 0}.
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Definition 3.2.3 (Constant-sum game)A two-player normal-form game isconstant-
sumif there exists a constantc such that for each strategy profilea ∈ A1 × A2 it
is the case thatu1(a) + u2(a) = c.

For convenience, when we talk of constant-sum games going forward we will
always assume thatc = 0, that is, that we have a zero-sum game. If common-
payoff games represent situations of pure coordination, zero-sum games represent
situations of pure competition; one player’s gain must come at the expense of the
other player. This property requires that there be exactly two agents. Indeed, if
you allow more agents, any game can be turned into a zero-sum game by adding
a dummy player whose actions do not impact the payoffs to the other agents, and
whose own payoffs are chosen to make the payoffs in each outcome sum to zero.

A classical example of a zero-sum game is the game ofMatching Pennies. In thisMatching
Pennies game game, each of the two players has a penny and independently chooses to display

either heads or tails. The two players then compare their pennies. If they are the
same then player 1 pockets both, and otherwise player 2 pockets them. The payoff
matrix is shown in Figure 3.6.

Heads Tails

Heads 1,−1 −1, 1

Tails −1, 1 1,−1

Figure 3.6: Matching Pennies game.

The popular children’s game of Rock, Paper, Scissors, also known as Rocham-
beau, provides a three-strategy generalization of the matching-pennies game. The
payoff matrix of this zero-sum game is shown in Figure 3.7. In this game, each of
the two players can choose either rock, paper, or scissors. If both players choose
the same action, there is no winner and the utilities are zero. Otherwise, each of the
actions wins over one of the other actions and loses to the other remaining action.

Battle of the Sexes

In general, games can include elements of both coordination and competition. Pris-
oner’s Dilemma does, although in a rather paradoxical way. Here is another well-
known game that includes both elements. In this game, calledBattle of the Sexes, aBattle of the

Sexes game husband and wife wish to go to the movies, and they can select among two movies:
“Lethal Weapon (LW)” and “Wondrous Love (WL).” They much prefer to go to-
gether rather than to separate movies, but while the wife (player 1) prefers LW, the
husband (player 2) prefers WL. The payoff matrix is shown in Figure 3.8. We will
return to this game shortly.
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when congestion occurs. You have two possible strategies: C (for using a Correct
implementation) and D (for using a Defective one). If both you and your colleague
adopt C then your average packet delay is 1ms (millisecond). If you both adopt D the
delay is 3ms, because of additional overhead at the network router. Finally, if one of
you adopts D and the other adopts C then the D adopter will experience no delay at all,
but the C adopter will experience a delay of 4ms.

These consequences are shown in Figure 3.1. Your options are the two rows, and
your colleague’s options are the columns. In each cell, the first number represents
your payoff (or, minus your delay), and the second number represents your colleague’s
payoff.1TCP user’s

game

Prisoner’s
dilemma game

C D

C −1,−1 −4, 0

D 0,−4 −3,−3

Figure 3.1 The TCP user’s (aka the Prisoner’s) Dilemma.

Given these options what should you adopt, C or D? Does it depend on what you
think your colleague will do? Furthermore, from the perspective of the network opera-
tor, what kind of behavior can he expect from the two users? Will any two users behave
the same when presented with this scenario? Will the behavior change if the network
operator allows the users to communicate with each other before making a decision?
Under what changes to the delays would the users’ decisions still be the same? How
would the users behave if they have the opportunity to face this same decision with the
same counterpart multiple times? Do answers to the above questions depend on how
rational the agents are and how they view each other’s rationality?

Game theory gives answers to many of these questions. It tells us that any rational
user, when presented with this scenario once, will adopt D—regardless of what the
other user does. It tells us that allowing the users to communicate beforehand will
not change the outcome. It tells us that for perfectly rational agents, the decision will
remain the same even if they play multiple times; however, if the number of times that
the agents will play this is infinite, or even uncertain, we may see them adopt C.

3.2 Games in normal form

The normal form, also known as thestrategicor matrix form, is the most familiargame in
strategic form

game in matrix
form

representation of strategic interactions in game theory.

1. The term ‘Prisoners’ Dilemma’ for this famous game theoretic situation derives from the original story
accompanying the numbers. Imagine the players of the game are two prisoners suspected of a crime rather
than network users, that you each can either Confess to the crime or Deny it, and that the absolute values of
the numbers represent the length of jail term each of you will get in each scenario.
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Incidentally, the name “Prisoner’s Dilemma” for this famous game-theoretic sit-
uation derives from the original story accompanying the numbers. The players of
the game are two prisoners suspected of a crime rather than two network users. The
prisoners are taken to separate interrogation rooms, and each can either “confess”
to the crime or “deny” it (or, alternatively, “cooperate” or “defect”). If the payoff
are all nonpositive, their absolute values can be interpreted as the length of jail term
each of prisoner gets in each scenario.

Common-payoff games

There are some restricted classes of normal-form games that deserve special men-
tion. The first is the class ofcommon-payoff games. These are games in which, for
every action profile, all players have the same payoff.

Definition 3.2.2 (Common-payoff game)A common-payoff gameis a game incommon-payoff
game which for all action profilesa ∈ A1 × · · · × An and any pair of agentsi, j, it is

the case thatui(a) = uj(a).

Common-payoff games are also calledpure coordination gamesor team games.pure
coordination
game

team games

In such games the agents have no conflicting interests; their sole challenge is to
coordinate on an action that is maximally beneficial to all.

As an example, imagine two drivers driving towards each other in a country
having no traffic rules, and who must independently decide whether to drive on the
left or on the right. If the drivers choose the same side (left or right) they have
some high utility, and otherwise they have a low utility. The game matrix is shown
in Figure 3.5.

Left Right

Left 1, 1 0, 0

Right 0, 0 1, 1

Figure 3.5: Coordination game.

Zero-sum games

At the other end of the spectrum from pure coordination games liezero-sum games,zero-sum game
which (bearing in mind the comment we made earlier about positive affine trans-
formations) are more properly calledconstant-sum games.Unlike common-payoffconstant-sum

game games, constant-sum games are meaningful primarily in the context of two-player
(though not necessarily two-strategy) games.
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Rock Paper Scissors

Rock 0 −1 1

Paper 1 0 −1

Scissors −1 1 0

Figure 3.6 Rock,Paper, Scissors game. 

 B         F

B 2, 1 0, 0

F 0, 0 1, 2

Figure 3.7 Battleof the Sexes game.

3.2.2 Strategies in normal-form games

We have so far defined the actions available to each player in a game, but not yet his
set ofstrategies, or his available choices. Certainly one kind of strategy is to select
a single action and play it; we call such a strategy apure strategy, and we will usepure strategy
the notation we have already developed for actions to represent it. There is, however,
another, less obvious type of strategy; a player can choose to randomize over the set of
available actions according to some probability distribution; such a strategy is called
a mixed strategy. Although it may not be immediately obvious why a player shouldmixed strategy
introduce randomness into his choice of action, in fact in a multi-agent setting the role
of mixed strategies is critical. We will return to this when we discuss solution concepts
for games in the next section.

We define a mixed strategy for a normal form game as follows.

Definition 3.2.4 Let (N, (A1, . . . , An), O, µ, u) be a normal form game, and for any
setX let Π(X) be the set of all probability distributions overX. Then the set ofmixed
strategiesfor player i is Si = Π(Ai). The set ofmixed strategy profilesis simply themixed strategy

profiles Cartesian product of the individual mixed strategy sets,S1 × · · · × Sn.

By si(ai) we denote the probability that an actionai will be played under mixed
strategysi. The subset of actions that are assigned positive probability by the mixed
strategysi is called thesupportof si.

Definition 3.2.5 Thesupportof a mixed strategysi for a player i is the set of pure
strategies{ai|si(ai) > 0}.
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Definition 3.2.3 (Constant-sum game)A two-player normal-form game isconstant-
sumif there exists a constantc such that for each strategy profilea ∈ A1 × A2 it
is the case thatu1(a) + u2(a) = c.

For convenience, when we talk of constant-sum games going forward we will
always assume thatc = 0, that is, that we have a zero-sum game. If common-
payoff games represent situations of pure coordination, zero-sum games represent
situations of pure competition; one player’s gain must come at the expense of the
other player. This property requires that there be exactly two agents. Indeed, if
you allow more agents, any game can be turned into a zero-sum game by adding
a dummy player whose actions do not impact the payoffs to the other agents, and
whose own payoffs are chosen to make the payoffs in each outcome sum to zero.

A classical example of a zero-sum game is the game ofMatching Pennies. In thisMatching
Pennies game game, each of the two players has a penny and independently chooses to display

either heads or tails. The two players then compare their pennies. If they are the
same then player 1 pockets both, and otherwise player 2 pockets them. The payoff
matrix is shown in Figure 3.6.

Heads Tails

Heads 1,−1 −1, 1

Tails −1, 1 1,−1

Figure 3.6: Matching Pennies game.

The popular children’s game of Rock, Paper, Scissors, also known as Rocham-
beau, provides a three-strategy generalization of the matching-pennies game. The
payoff matrix of this zero-sum game is shown in Figure 3.7. In this game, each of
the two players can choose either rock, paper, or scissors. If both players choose
the same action, there is no winner and the utilities are zero. Otherwise, each of the
actions wins over one of the other actions and loses to the other remaining action.

Battle of the Sexes

In general, games can include elements of both coordination and competition. Pris-
oner’s Dilemma does, although in a rather paradoxical way. Here is another well-
known game that includes both elements. In this game, calledBattle of the Sexes, aBattle of the

Sexes game husband and wife wish to go to the movies, and they can select among two movies:
“Lethal Weapon (LW)” and “Wondrous Love (WL).” They much prefer to go to-
gether rather than to separate movies, but while the wife (player 1) prefers LW, the
husband (player 2) prefers WL. The payoff matrix is shown in Figure 3.8. We will
return to this game shortly.
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when congestion occurs. You have two possible strategies: C (for using a Correct
implementation) and D (for using a Defective one). If both you and your colleague
adopt C then your average packet delay is 1ms (millisecond). If you both adopt D the
delay is 3ms, because of additional overhead at the network router. Finally, if one of
you adopts D and the other adopts C then the D adopter will experience no delay at all,
but the C adopter will experience a delay of 4ms.

These consequences are shown in Figure 3.1. Your options are the two rows, and
your colleague’s options are the columns. In each cell, the first number represents
your payoff (or, minus your delay), and the second number represents your colleague’s
payoff.1TCP user’s

game

Prisoner’s
dilemma game

C D

C −1,−1 −4, 0

D 0,−4 −3,−3

Figure 3.1 The TCP user’s (aka the Prisoner’s) Dilemma.

Given these options what should you adopt, C or D? Does it depend on what you
think your colleague will do? Furthermore, from the perspective of the network opera-
tor, what kind of behavior can he expect from the two users? Will any two users behave
the same when presented with this scenario? Will the behavior change if the network
operator allows the users to communicate with each other before making a decision?
Under what changes to the delays would the users’ decisions still be the same? How
would the users behave if they have the opportunity to face this same decision with the
same counterpart multiple times? Do answers to the above questions depend on how
rational the agents are and how they view each other’s rationality?

Game theory gives answers to many of these questions. It tells us that any rational
user, when presented with this scenario once, will adopt D—regardless of what the
other user does. It tells us that allowing the users to communicate beforehand will
not change the outcome. It tells us that for perfectly rational agents, the decision will
remain the same even if they play multiple times; however, if the number of times that
the agents will play this is infinite, or even uncertain, we may see them adopt C.

3.2 Games in normal form

The normal form, also known as thestrategicor matrix form, is the most familiargame in
strategic form

game in matrix
form

representation of strategic interactions in game theory.

1. The term ‘Prisoners’ Dilemma’ for this famous game theoretic situation derives from the original story
accompanying the numbers. Imagine the players of the game are two prisoners suspected of a crime rather
than network users, that you each can either Confess to the crime or Deny it, and that the absolute values of
the numbers represent the length of jail term each of you will get in each scenario.
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Incidentally, the name “Prisoner’s Dilemma” for this famous game-theoretic sit-
uation derives from the original story accompanying the numbers. The players of
the game are two prisoners suspected of a crime rather than two network users. The
prisoners are taken to separate interrogation rooms, and each can either “confess”
to the crime or “deny” it (or, alternatively, “cooperate” or “defect”). If the payoff
are all nonpositive, their absolute values can be interpreted as the length of jail term
each of prisoner gets in each scenario.

Common-payoff games

There are some restricted classes of normal-form games that deserve special men-
tion. The first is the class ofcommon-payoff games. These are games in which, for
every action profile, all players have the same payoff.

Definition 3.2.2 (Common-payoff game)A common-payoff gameis a game incommon-payoff
game which for all action profilesa ∈ A1 × · · · × An and any pair of agentsi, j, it is

the case thatui(a) = uj(a).

Common-payoff games are also calledpure coordination gamesor team games.pure
coordination
game

team games

In such games the agents have no conflicting interests; their sole challenge is to
coordinate on an action that is maximally beneficial to all.

As an example, imagine two drivers driving towards each other in a country
having no traffic rules, and who must independently decide whether to drive on the
left or on the right. If the drivers choose the same side (left or right) they have
some high utility, and otherwise they have a low utility. The game matrix is shown
in Figure 3.5.

Left Right

Left 1, 1 0, 0

Right 0, 0 1, 1

Figure 3.5: Coordination game.

Zero-sum games

At the other end of the spectrum from pure coordination games liezero-sum games,zero-sum game
which (bearing in mind the comment we made earlier about positive affine trans-
formations) are more properly calledconstant-sum games.Unlike common-payoffconstant-sum

game games, constant-sum games are meaningful primarily in the context of two-player
(though not necessarily two-strategy) games.
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Rock Paper Scissors

Rock 0 −1 1

Paper 1 0 −1

Scissors −1 1 0

Figure 3.6 Rock,Paper, Scissors game. 

 B         F

B 2, 1 0, 0

F 0, 0 1, 2

Figure 3.7 Battleof the Sexes game.

3.2.2 Strategies in normal-form games

We have so far defined the actions available to each player in a game, but not yet his
set ofstrategies, or his available choices. Certainly one kind of strategy is to select
a single action and play it; we call such a strategy apure strategy, and we will usepure strategy
the notation we have already developed for actions to represent it. There is, however,
another, less obvious type of strategy; a player can choose to randomize over the set of
available actions according to some probability distribution; such a strategy is called
a mixed strategy. Although it may not be immediately obvious why a player shouldmixed strategy
introduce randomness into his choice of action, in fact in a multi-agent setting the role
of mixed strategies is critical. We will return to this when we discuss solution concepts
for games in the next section.

We define a mixed strategy for a normal form game as follows.

Definition 3.2.4 Let (N, (A1, . . . , An), O, µ, u) be a normal form game, and for any
setX let Π(X) be the set of all probability distributions overX. Then the set ofmixed
strategiesfor player i is Si = Π(Ai). The set ofmixed strategy profilesis simply themixed strategy

profiles Cartesian product of the individual mixed strategy sets,S1 × · · · × Sn.

By si(ai) we denote the probability that an actionai will be played under mixed
strategysi. The subset of actions that are assigned positive probability by the mixed
strategysi is called thesupportof si.

Definition 3.2.5 Thesupportof a mixed strategysi for a player i is the set of pure
strategies{ai|si(ai) > 0}.
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Definition 3.2.3 (Constant-sum game)A two-player normal-form game isconstant-
sumif there exists a constantc such that for each strategy profilea ∈ A1 × A2 it
is the case thatu1(a) + u2(a) = c.

For convenience, when we talk of constant-sum games going forward we will
always assume thatc = 0, that is, that we have a zero-sum game. If common-
payoff games represent situations of pure coordination, zero-sum games represent
situations of pure competition; one player’s gain must come at the expense of the
other player. This property requires that there be exactly two agents. Indeed, if
you allow more agents, any game can be turned into a zero-sum game by adding
a dummy player whose actions do not impact the payoffs to the other agents, and
whose own payoffs are chosen to make the payoffs in each outcome sum to zero.

A classical example of a zero-sum game is the game ofMatching Pennies. In thisMatching
Pennies game game, each of the two players has a penny and independently chooses to display

either heads or tails. The two players then compare their pennies. If they are the
same then player 1 pockets both, and otherwise player 2 pockets them. The payoff
matrix is shown in Figure 3.6.

Heads Tails

Heads 1,−1 −1, 1

Tails −1, 1 1,−1

Figure 3.6: Matching Pennies game.

The popular children’s game of Rock, Paper, Scissors, also known as Rocham-
beau, provides a three-strategy generalization of the matching-pennies game. The
payoff matrix of this zero-sum game is shown in Figure 3.7. In this game, each of
the two players can choose either rock, paper, or scissors. If both players choose
the same action, there is no winner and the utilities are zero. Otherwise, each of the
actions wins over one of the other actions and loses to the other remaining action.

Battle of the Sexes

In general, games can include elements of both coordination and competition. Pris-
oner’s Dilemma does, although in a rather paradoxical way. Here is another well-
known game that includes both elements. In this game, calledBattle of the Sexes, aBattle of the

Sexes game husband and wife wish to go to the movies, and they can select among two movies:
“Lethal Weapon (LW)” and “Wondrous Love (WL).” They much prefer to go to-
gether rather than to separate movies, but while the wife (player 1) prefers LW, the
husband (player 2) prefers WL. The payoff matrix is shown in Figure 3.8. We will
return to this game shortly.
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when congestion occurs. You have two possible strategies: C (for using a Correct
implementation) and D (for using a Defective one). If both you and your colleague
adopt C then your average packet delay is 1ms (millisecond). If you both adopt D the
delay is 3ms, because of additional overhead at the network router. Finally, if one of
you adopts D and the other adopts C then the D adopter will experience no delay at all,
but the C adopter will experience a delay of 4ms.

These consequences are shown in Figure 3.1. Your options are the two rows, and
your colleague’s options are the columns. In each cell, the first number represents
your payoff (or, minus your delay), and the second number represents your colleague’s
payoff.1TCP user’s

game

Prisoner’s
dilemma game

C D

C −1,−1 −4, 0

D 0,−4 −3,−3

Figure 3.1 The TCP user’s (aka the Prisoner’s) Dilemma.

Given these options what should you adopt, C or D? Does it depend on what you
think your colleague will do? Furthermore, from the perspective of the network opera-
tor, what kind of behavior can he expect from the two users? Will any two users behave
the same when presented with this scenario? Will the behavior change if the network
operator allows the users to communicate with each other before making a decision?
Under what changes to the delays would the users’ decisions still be the same? How
would the users behave if they have the opportunity to face this same decision with the
same counterpart multiple times? Do answers to the above questions depend on how
rational the agents are and how they view each other’s rationality?

Game theory gives answers to many of these questions. It tells us that any rational
user, when presented with this scenario once, will adopt D—regardless of what the
other user does. It tells us that allowing the users to communicate beforehand will
not change the outcome. It tells us that for perfectly rational agents, the decision will
remain the same even if they play multiple times; however, if the number of times that
the agents will play this is infinite, or even uncertain, we may see them adopt C.

3.2 Games in normal form

The normal form, also known as thestrategicor matrix form, is the most familiargame in
strategic form

game in matrix
form

representation of strategic interactions in game theory.

1. The term ‘Prisoners’ Dilemma’ for this famous game theoretic situation derives from the original story
accompanying the numbers. Imagine the players of the game are two prisoners suspected of a crime rather
than network users, that you each can either Confess to the crime or Deny it, and that the absolute values of
the numbers represent the length of jail term each of you will get in each scenario.
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Incidentally, the name “Prisoner’s Dilemma” for this famous game-theoretic sit-
uation derives from the original story accompanying the numbers. The players of
the game are two prisoners suspected of a crime rather than two network users. The
prisoners are taken to separate interrogation rooms, and each can either “confess”
to the crime or “deny” it (or, alternatively, “cooperate” or “defect”). If the payoff
are all nonpositive, their absolute values can be interpreted as the length of jail term
each of prisoner gets in each scenario.

Common-payoff games

There are some restricted classes of normal-form games that deserve special men-
tion. The first is the class ofcommon-payoff games. These are games in which, for
every action profile, all players have the same payoff.

Definition 3.2.2 (Common-payoff game)A common-payoff gameis a game incommon-payoff
game which for all action profilesa ∈ A1 × · · · × An and any pair of agentsi, j, it is

the case thatui(a) = uj(a).

Common-payoff games are also calledpure coordination gamesor team games.pure
coordination
game

team games

In such games the agents have no conflicting interests; their sole challenge is to
coordinate on an action that is maximally beneficial to all.

As an example, imagine two drivers driving towards each other in a country
having no traffic rules, and who must independently decide whether to drive on the
left or on the right. If the drivers choose the same side (left or right) they have
some high utility, and otherwise they have a low utility. The game matrix is shown
in Figure 3.5.

Left Right

Left 1, 1 0, 0

Right 0, 0 1, 1

Figure 3.5: Coordination game.

Zero-sum games

At the other end of the spectrum from pure coordination games liezero-sum games,zero-sum game
which (bearing in mind the comment we made earlier about positive affine trans-
formations) are more properly calledconstant-sum games.Unlike common-payoffconstant-sum

game games, constant-sum games are meaningful primarily in the context of two-player
(though not necessarily two-strategy) games.
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Rock Paper Scissors

Rock 0 −1 1

Paper 1 0 −1

Scissors −1 1 0

Figure 3.6 Rock,Paper, Scissors game. 
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B 2, 1 0, 0

F 0, 0 1, 2

Figure 3.7 Battleof the Sexes game.

3.2.2 Strategies in normal-form games

We have so far defined the actions available to each player in a game, but not yet his
set ofstrategies, or his available choices. Certainly one kind of strategy is to select
a single action and play it; we call such a strategy apure strategy, and we will usepure strategy
the notation we have already developed for actions to represent it. There is, however,
another, less obvious type of strategy; a player can choose to randomize over the set of
available actions according to some probability distribution; such a strategy is called
a mixed strategy. Although it may not be immediately obvious why a player shouldmixed strategy
introduce randomness into his choice of action, in fact in a multi-agent setting the role
of mixed strategies is critical. We will return to this when we discuss solution concepts
for games in the next section.

We define a mixed strategy for a normal form game as follows.

Definition 3.2.4 Let (N, (A1, . . . , An), O, µ, u) be a normal form game, and for any
setX let Π(X) be the set of all probability distributions overX. Then the set ofmixed
strategiesfor player i is Si = Π(Ai). The set ofmixed strategy profilesis simply themixed strategy

profiles Cartesian product of the individual mixed strategy sets,S1 × · · · × Sn.

By si(ai) we denote the probability that an actionai will be played under mixed
strategysi. The subset of actions that are assigned positive probability by the mixed
strategysi is called thesupportof si.

Definition 3.2.5 Thesupportof a mixed strategysi for a player i is the set of pure
strategies{ai|si(ai) > 0}.
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Definition 3.2.3 (Constant-sum game)A two-player normal-form game isconstant-
sumif there exists a constantc such that for each strategy profilea ∈ A1 × A2 it
is the case thatu1(a) + u2(a) = c.

For convenience, when we talk of constant-sum games going forward we will
always assume thatc = 0, that is, that we have a zero-sum game. If common-
payoff games represent situations of pure coordination, zero-sum games represent
situations of pure competition; one player’s gain must come at the expense of the
other player. This property requires that there be exactly two agents. Indeed, if
you allow more agents, any game can be turned into a zero-sum game by adding
a dummy player whose actions do not impact the payoffs to the other agents, and
whose own payoffs are chosen to make the payoffs in each outcome sum to zero.

A classical example of a zero-sum game is the game ofMatching Pennies. In thisMatching
Pennies game game, each of the two players has a penny and independently chooses to display

either heads or tails. The two players then compare their pennies. If they are the
same then player 1 pockets both, and otherwise player 2 pockets them. The payoff
matrix is shown in Figure 3.6.

Heads Tails

Heads 1,−1 −1, 1

Tails −1, 1 1,−1

Figure 3.6: Matching Pennies game.

The popular children’s game of Rock, Paper, Scissors, also known as Rocham-
beau, provides a three-strategy generalization of the matching-pennies game. The
payoff matrix of this zero-sum game is shown in Figure 3.7. In this game, each of
the two players can choose either rock, paper, or scissors. If both players choose
the same action, there is no winner and the utilities are zero. Otherwise, each of the
actions wins over one of the other actions and loses to the other remaining action.

Battle of the Sexes

In general, games can include elements of both coordination and competition. Pris-
oner’s Dilemma does, although in a rather paradoxical way. Here is another well-
known game that includes both elements. In this game, calledBattle of the Sexes, aBattle of the

Sexes game husband and wife wish to go to the movies, and they can select among two movies:
“Lethal Weapon (LW)” and “Wondrous Love (WL).” They much prefer to go to-
gether rather than to separate movies, but while the wife (player 1) prefers LW, the
husband (player 2) prefers WL. The payoff matrix is shown in Figure 3.8. We will
return to this game shortly.
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when congestion occurs. You have two possible strategies: C (for using a Correct
implementation) and D (for using a Defective one). If both you and your colleague
adopt C then your average packet delay is 1ms (millisecond). If you both adopt D the
delay is 3ms, because of additional overhead at the network router. Finally, if one of
you adopts D and the other adopts C then the D adopter will experience no delay at all,
but the C adopter will experience a delay of 4ms.

These consequences are shown in Figure 3.1. Your options are the two rows, and
your colleague’s options are the columns. In each cell, the first number represents
your payoff (or, minus your delay), and the second number represents your colleague’s
payoff.1TCP user’s

game

Prisoner’s
dilemma game

C D

C −1,−1 −4, 0

D 0,−4 −3,−3

Figure 3.1 The TCP user’s (aka the Prisoner’s) Dilemma.

Given these options what should you adopt, C or D? Does it depend on what you
think your colleague will do? Furthermore, from the perspective of the network opera-
tor, what kind of behavior can he expect from the two users? Will any two users behave
the same when presented with this scenario? Will the behavior change if the network
operator allows the users to communicate with each other before making a decision?
Under what changes to the delays would the users’ decisions still be the same? How
would the users behave if they have the opportunity to face this same decision with the
same counterpart multiple times? Do answers to the above questions depend on how
rational the agents are and how they view each other’s rationality?

Game theory gives answers to many of these questions. It tells us that any rational
user, when presented with this scenario once, will adopt D—regardless of what the
other user does. It tells us that allowing the users to communicate beforehand will
not change the outcome. It tells us that for perfectly rational agents, the decision will
remain the same even if they play multiple times; however, if the number of times that
the agents will play this is infinite, or even uncertain, we may see them adopt C.

3.2 Games in normal form

The normal form, also known as thestrategicor matrix form, is the most familiargame in
strategic form

game in matrix
form

representation of strategic interactions in game theory.

1. The term ‘Prisoners’ Dilemma’ for this famous game theoretic situation derives from the original story
accompanying the numbers. Imagine the players of the game are two prisoners suspected of a crime rather
than network users, that you each can either Confess to the crime or Deny it, and that the absolute values of
the numbers represent the length of jail term each of you will get in each scenario.

c©Shoham and Leyton-Brown, 2006

The paradox of Prisoner’s dilemma:
the (DS) Nash equilibrium is the only non-Pareto-optimal outcome!

Game Theory Course: Jackson, Leyton-Brown & Shoham Game Theory Week 1.



Beginner’s LATEX Tutorial

Imran Rashid
lots borrowed from Marius

October 2, 2007



Why Use Latex?

I Great for typesetting math

I automated placement of figures & tables

I automatic generation of references to tables, figures,
bibliographies

I free and universal

I separate content from layout

I Can create documents, slides, etc.

I Pretend to be a theory student



The Good, The Bad, . . .

, /
tools(?) compile, debug, view, edit

write logically
not WYSIWYG

latex will take care of layout√
tβx

λx :
Px8

n=1 log(ρ⊗x)

automated content

extremely powerful steep learning curve

collaborators may not know latex



Latex Commands

Two basic forms:

1. \SomeCommand{AnArgument}
2. \begin{SomeEnvironment}

. . .
\end{SomeEnvironment}



Math Mode

By default, LaTex is in “text” mode. Have to switch to math to
use math mode:

I Use $ ... $ in the middle of a text-block

I Use \ [ ... \ ] to insert a block of math

I Use \begin{align} ... \end{align} to have aligned
equations



Lists

\begin{itemize}
item ...
item ...

\end{itemize}
can use enumerate instead of itemize



Tables
\begin{table}
\centering

\begin{tabular}{|c|r}
Height & Weight \\
\hline
5.4 & 160 \\
6.1 & 234 \\

\end{tabular}
\caption{Some text that is a caption for the table}
\label{tableLabel}

\end{table}

Height Weight

5.4 160
6.1 234

Table: Some text that is a caption for the table



Referencing Tables and Figures in the text

1. Use \label{aLabelName} in your figures and tables

2. In the text, reference them with \ref{aLabelName}
3. run latex twice

4. Reorganize your figures as much as you want – numbering will
always be correct.

Example: Here is a reference to Table 1.



See BibTeX



Miscellaneous Tips

1. Symbols need to be in math mode — use the $...$.

2. Don’t mess with spacing too much — try to let latex do it for
you.

3. Format your source code.

4. Don’t freak out if you have 100 errors — you probably forgot
a \end{} or a $.

5. Compile often; if there are a lot of problems, try to narrow it
down piecemeal.

6. Use the other grad students



Useful Tools

I MikTeX — (http://miktex.org/) latex distribution + package
manager

I TeXnicCenter — (http://texniccenter.sourceforge.net/front content.php) IDE for
windows

I AucTex — (http://www.gnu.org/software/auctex/) mode for latex
authoring in emacs (from Marius)

I TeXShop — (http://www.uoregon.edu/ koch/texshop/) IDE for latex on
Mac (from Krzysztof et. al)

I Kile — (http://kile.sourceforge.net/) IDE for linux

I JabRef — (http://jabref.sourceforge.net/) for managing your
bibliographies (from Julie)

I Many others out there ... consult your local tex guru


