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Abstract 
This paper outlines the issues around scheduling CPU-time 
across the Internet.  Many have used market-based 
approaches to solve this problem, however each failed to 
produce a thorough, realistic solution.  We offer some 
desired properties an ideal market-based solution would 
need and offer suggestions to existing solutions for 
satisfying these fundamental properties. 

1. Introduction   
Over time, the computational strength available to users 
has rapidly increased through the development of faster 
individual CPUs.  As this has occurred, there has 
continued to be a development of computationally 
intensive applications that still yearn for further extensions 
of computational power to do their work more quickly.  
Faster and inexpensive networking speeds, expansion of 
computer sales, and rapid growth in popularity of the 
Internet indicate that, in theory, there exists an additional 
supply of reachable computing power for such 
applications.  It is therefore a possibility that extra 
computational capabilities could come from the 
collaboration of networked computers willing to donate 
their resources, particularly their CPU cycles. 
 
Under this scenario, there would be users wishing to run 
their applications and also hosts with extra CPU cycles to 
give away.  Once these respective sides are known, there 
needs to be a means of matching members of these two 
parties.  One decision that needs to be made is whether or 
not to assign a CPU to a particular task.  This is typically 
defined as a problem of resource allocation.  However, 
there is also often a need to know when exactly a 
computation should be performed.  When this time element 
is a factor in addition to the allocation of the resource, this 
is termed to be a scheduling problem.  As such, scheduling 
is just a more specific instance of resource allocation. 
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Scheduling in distributed computer systems has long been 
researched, both in single and multiple CPU situations.  
Many proposed solutions have revolved around the use of 
heuristics, and others involve the use of deterministic 
mathematical models.  Particularly, research in one branch 
has involved the use of economic algorithms in what have 
been called market-based scheduling strategies.  
Originally, such strategies were used in single CPU setups 
[8] but more recently, they have been applied in 
networked, multi-CPU setups. Within this branch even, 
researchers have taken various approaches, each with their 
own goals and assumptions.  Based on the results from 
these approaches, in this paper, we will demonstrate what 
properties an ideal market-based approach should possess 
when trying to realistically solve the problem of allocating 
CPU-time across the Internet. 
 
This paper is set up as follows.  After this introduction, we 
move on to briefly describe some key technical issues 
surrounding the general problem of Internet-based 
allocation of CPU-time.  From there, after some initial 
assumptions, we present and argue for what we believe are 
fundamental properties which should be required by any 
realistic, market-based solution to CPU-time scheduling 
across the Internet.   

2. Technical Issues 

The allocation of CPUs over the Internet brings up several 
technical issues independent of the means chosen to 
attempt to perform the actual scheduling.  Firstly, there 
may be concerns about whether a given application can 
even be run on different platforms in a heterogeneous 
environment due to lack of portability.  But supposing the 
applications can run, the next question is why a host would 
be motivated in the first place to make their resources 
eligible for use.  Provided they are just nice, they may still 
have trust concerns since someone else is using their 
resources, possibly maliciously.  Trust factors can go both 
ways though.  How can we say that hosts are not telling 
lies about the answers calculated? 
 



Even more issues come up when tackling this scheduling 
problem.  First, most systems are not connected to the 
Internet at all time.  People coming and going might affect 
which hosts can still help perform computations not to 
mention if an application currently being run needs to even 
continue if the user who submitted the job has recently 
vanished.  Not only must the scheduling approach be fault 
tolerant, but it must also bear in mind the scale that they 
intend to accommodate; here since we are on the Internet, 
the potential numbers could be quite vast. 
 
Other key issues crop up around communication costs.  
Obviously, the total cost of communication and 
computation should be less than the time saved if a user 
were to simply do the computations themselves.  There are 
several communication costs though, and they can be 
further split up and analyzed separately.  There are the 
costs associated with initially establishing who needs 
which resources and who can supply these facilities.  
Further, there will be costs for doing the actual CPU 
assignment, for example, by passing the actual executable 
from the user to the host.  In the case of parallel 
applications, there may also be a need to coordinate 
calculations with tasks running elsewhere.  In an IO-bound 
application, the quality of task assignments would 
therefore be heavily dependent on the latency between the 
nodes chosen by the mechanism. 
 
The knowledge available amongst agents will also play a 
role with regards to its capabilities.  One simple 
assumption could be that each agent has full access to all 
information in the system.  This information would include 
exact runtimes, exact desires for users and hosts, exact 
arrival and departure times for agents, etc.  However, 
under most circumstances, all of this information will not 
be available for one of several reasons.  On the one hand, 
agents may contain conflicting and competing private 
information.  On the other hand, it may be impossible to 
obtain exact information in the first place, for example, an 
accurate, universally compatible benchmark of a task's 
computational requirements may not be achievable.  
Similarly, a user or host could go offline due to some 
unforeseen networking failure; expecting to know 
everything ahead of time would typically be unrealistic, so 
the scheduling means must compensate.   

3. Assumptions in Market-Based Approaches 

As the previous section has demonstrated, there are many 
inherent issues in scheduling CPU-time across the Internet.  
All scheduling solutions must bear these issues in mind 
and attempt to address each as well as they can.  
Accordingly, market-based scheduling approaches are no 
exception. 
 
When using markets as a means of scheduling CPU-time 
over the Internet, often the way that it is basically framed 
is quite similar from one approach to the next [1, 5, 7, 10]; 

it is in the fine details which they differ.  The goods in the 
micro-economy are some quantification of required 
computation e.g. wall time, operations, tasks, etc.  
Typically, there are two types of agents: the users wishing 
to run their intensive applications are viewed as the auction 
buyers, with those lending out their CPU cycles treated as 
the sellers.  All agents share recognition of some common 
electronic currency.  Bids and asks are made for the goods 
in terms of this common currency. 
 
One aforementioned trait of trying to collaborate across the 
Internet is the fact that a given agent on the Internet could 
become disconnected at any time.  Our mechanisms must 
therefore deal with such catastrophes, and their models 
must not make any assumptions about the arrival times or 
persistence of a given agent.  All of the approaches studied 
here did this appropriately by treating their respective 
markets like an online algorithm. 
 
There are other properties common amongst market-based 
approaches.  One is that everyone desires a mechanism that 
is computationally feasible.  As we will see, this wish often 
requires tradeoffs elsewhere in the mechanism.  Another 
property which all share is the desire to minimize 
communication introduced in the markets overhead.   This 
is handled in most approaches through the use of sealed-
bid based auctions. 
 
These are the only assumptions we have made across all 
micro-economies.  We have deliberately not assumed 
certain design characteristics simply because they differ 
quite drastically within approaches.  Examples of those not 
assumed are items like bidding language expressiveness, 
market type, currency assumptions, and information 
availability, to name a few.  The choices the various 
approaches took with regards to these overlooked 
assumptions will be the fuel to the fire of our statement 
and discussion of the fundamentals for market-based 
approaches to scheduling CPU-time across the Internet.   

4. Fundamentals in Market-Based 
Approaches 

As indicated earlier, opening the playing field up to 
potentially include any system on the Internet simply 
indicates that the scale could be quite vast.  This tells us 
that any realistic usage of markets would therefore not 
have the market itself be a bottleneck. This leads us to our 
first property: 
 
(1) The market chosen must not be a centralized solution. 
 
In the POPCORN approach [7], many market types are 
experimented with but each shares the trait of being a 
centralized solution.  They excuse this as being appropriate 
by saying that each computational chunk must be “CPU-
time-consuming enough relative to the market overhead”.  
This is an obvious fact of all systems relationship to their 



overhead but essentially what they are saying here is that 
whatever the degree of bottleneck their approach presents, 
it is the market agents that are responsible for dealing with 
it.  A decentralized solution would instead strive to avoid 
the existence of a bottleneck in the first place by placing 
less computational burden on a central market. 
 
Decentralized approaches have been vastly researched for 
scheduling.  Here, each agent calculates its own bidding 
strategy, based on local information.  Walsh [10, 11] 
discusses a decentralized protocol that was designed for 
scheduling.  Spawn [9] also takes a decentralized 
approach. 
 
Bredin [1] has an approach that primarily is concerned 
with mobile code that moves around a network to sets of 
required computational resources.  In this sense, they claim 
that their code mobility “provides an extra layer of fault 
tolerance” in that if one of the resources their code had 
wanted to use were to suffer catastrophe, then that code 
could simply instead choose another similar resource.  
Essentially, this is true of any market-based approach, so 
this is by no means unique.  But here, in his setup, this 
relocation occurs through a piece of code successfully 
bidding for a resource in some central auction1.  If the 
auctioneer itself were to become unreachable, the entire 
approach would come to a standstill.  This again proves the 
need for a decentralized approach.  
 
It was also alluded to that in order for a host to offer their 
resource on the Internet, more than likely they will need 
some sort of motivation since the Internet is an 
environment where not everyone necessarily cares 
intimately about each other already.  We assumed that a 
market-based approach would have some notion of a 
common currency.  Regarding this currency, we must then 
establish yet another property: 
 
(2) Money, regardless if it is fake or not, must represent 

incentive and priority.   Agents must value having more 
money. 

 
In our own consumer world, humans generally value 
having more money than not.  The same must be 
analogously true of problems framed in terms of markets in 
order for this money to fully represent an agent's genuine 
incentive.  Bredin's approach genuinely fails to capture this 
property with its version of currency.  Here, the programs 
themselves possess the money, and when the money is 
spent, it evaporates in that the sellers do not keep track of 
their obtained funds.  They say that there “is no additional 
utility for an agent to have a positive endowment after 
completing all of its jobs”.  In other words, having extra 
money in the end is therefore not valued. We believe that 
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Bredin’s approach would more accurately model incentive 
if instead the agents persistently possessed the money. 
  
POPCORN, for example, appropriately encourages 
collaboration by satisfying property 2.  Exchanges of 
currency take place with each sale, with the auctioneer 
making no profit i.e. the auction is budget balanced.  The 
market centrally and persistently maintains agents’ current 
funding allotments.  Agents prefer to minimize their 
expenditures and maximize their gains, successfully 
motivating CPU sharing and competition. 
 
As mentioned, there are also many trust factors 
encountered when collaborating across the Internet.  
Sellers could worry about malicious use of their facilities.  
Technical answers to this have included what is known as 
sandboxing, or the placing of restrictions to resource 
access [4]. Buyers could also worry about false reports of 
computed values.  For this, cryptology-based solutions 
have been proposed [3].  Specifically, in the case of 
markets-based approaches, one could imagine that a given 
agent could forge some electronic currency.  These trust 
issues combined bring us to our next property: 
 
(3) Solutions should not have any assumed trust. 
 
Most approaches currently do not take this property fully 
into account.  Perhaps, this is because their focus was more 
on studying the use of markets applied to this particular 
resource allocation problem.  For instance, SPAWN even 
admits it is lacking in security when mentioning future 
work.  In POPCORN, the extent of the security is that the 
money itself is always kept within the accounts kept by the 
market, which requires a password to login.  In terms of 
real-world deployment though, any approach would be a 
more realistic solution having the appropriate security 
extensions like sandboxing and cryptological login and 
answer checking. 
 
Moving onward, we mentioned in our technical issues 
discussion that another concern which scheduling 
approaches must have is with regards to the amount of 
knowledge available to the agents at the time of preference 
submission.  We established that a realistic scenario would 
typically not be all knowing.  This leads us to our next 
property:   
 
(4) Agents must work as best they can from imperfect 

information. 
 
Approaches like Bredin’s make the unrealistic assumption 
that there is perfect information across agents.  Obviously, 
this could be more realistic if it was not the case.  The 
MAJIC system [5] takes a different approach that we 
believe satisfies property 4.  MAJIC is a system that seeks 
to design a general-purpose resource allocation scheme 
through the use of markets.  By resources, they mean not 
just CPUs but potentially printers, databases, services, etc.  



One could imagine that with complex services, like 
printing, users may want particular properties of a printer 
and the services it can perform.  It therefore would be 
unrealistic to only have perfect matches since an available 
printer may satisfy some of the sought-after properties.  
Accordingly, their matching mechanisms are able to 
estimate the closeness of a match by requiring buyers to 
submit a parameter search engine that fully expresses their 
resource property preferences.  Having the buyers submit 
this engine to the market along with their bid disables them 
from being able to strategize their bid amounts with 
regards to the current available sellers.  The market hides 
the preference lists to the sellers and the property lists of 
the sellers from the buyers.  Agents are induced to partially 
reveal some private information to the mechanism in 
exchange for obtaining a more desirable schedule.  All 
agents in the system have imperfect information with 
respect to each other, as would be the case on the Internet. 
 
Yet another common desire that we mentioned was 
minimizing communication costs.  Within the market, this 
is done through the use of sealed-bid auctions.  Let us say 
that a buyer has a parallel application consisting of several 
tasks.  The tasks are considered complementaries in 
economic terms since the user will value all of them 
getting executed more than the sum of having only run 
each task1.  Additionally, the user wants to minimize his 
own coordination communication costs between his 
respective tasks.  The user needs to somehow make the 
market aware of these desires.  This requirement leads to 
our next fundamental property: 
 
(5) The bidding language should be expressive enough to 

efficiently relay agents’ desires but not overly 
expressive as to compromise computational feasibility. 

 
The bidding language’s expressiveness of approaches like 
Bredin’s, POPCORN, and SPAWN are mostly limited to 
bid ranges and execution time restraints.  Each could be 
bettered by of course allowing agents to relay more 
information.  But adding expressiveness cannot guarantee 
that in all cases the globally optimal allocation will be 
established.  In fact, this never occurs in such an online 
algorithm [2].  Optimal allocations are intractable to 
obtain.  Operating under the assumption that we also desire 
computational feasibility, it can then be said that we must 
compromise slightly solution quality, no matter how robust 
our bidding language is.  The main point though, is that 
having more information certainly cannot decrease the 
quality of calculated allocations. 
 
This property is better illustrated within MAJIC.  We 
mentioned above that bids in MAJIC also accept a 
parameter search engine.  Not only does this information 
help the agents operate under imperfect information, but 
also such a tool empowers agents to more expressively 
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describe their preferences.  Computationally, this 
expressiveness is limited to the complexity of the 
parameter space.  In complicated parameter spaces, MAJIC 
leaves it up to the individual agents to maintain 
computational feasibility by supplying as good an estimate 
of a mapping to their utilities as they can.  Similarly, 
Wellman [12] also allows for parameterization of 
preferences through the submission of a matching 
algorithm by an agent to the market. 
 
We said that due to computational considerations, we must 
often settle for a sub-optimal result.  In doing so, we must 
have particular interests in the result’s quality.  This leads 
us to our next fundamental property: 
 
(6) The approach should guarantee convergence to a 

quality solution. 
 
In this case, we must firstly be concerned that we even get 
any result, and secondly that the solution is one of high 
quality.  Bredin obtains Nash equilibrium in his produced 
schedules but does so assuming perfect information, so he 
satisfies property 6 but at the expense of property 4.  Also, 
it would be impossible to expect to find equilibrium for all 
cases in more complex markets than Bredin’s.  His 
approach is for a single good; it has been shown that in 
single good auctions, there always exists equilibrium. 
However, in an auction with multi-goods such as the 
parallel task example mentioned above, it is possible that 
no equilibrium exists [12].2  We therefore must settle for 
some other degree of acceptability in order to still be 
computationally feasible. 
 
Unfortunately, although auctions with multi-goods are 
realistic, a comprehensive understanding of their properties 
is still lacking. Reeves [6] studies solution quality within 
simultaneous multi-good auctions.  His work is not 
specifically dealing with CPU allocation, but his findings 
are still relevant.  In his work, a different auction is run for 
each scheduled time slot on a given resource.  Auctions 
halt and clear the goods once an amount of time passes 
without a new admissible bid for any of the auctions3.  In 
his study, he focuses on markets that possess 
complementaries since they are often the cause of 
scenarios where no equilibrium exists.  As we have seen, 
complementaries tend to be quite common in real markets, 
so understanding the effects is of particular importance. 
 
Reeves finds that agents in multi-good markets containing 
complementaries are particularly at risk of the so-called 
exposure problem.  This problem is when an agent desires 
a particular combination of goods but it must expose itself 
to the risk that it very well could get caught with an 
incomplete set of these goods.  His study of potential 
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where new bids have ceased to continue arriving. 



equilibrium in such markets takes in him on a journey of 
various agent strategies.  For myopic best response 
strategy, the research finds that it “is not even 
approximately optimal” even if all bidders are having this 
same strategy.  He tries to continue using evolutionary 
strategy search techniques but finds that the strategy space 
is simply too huge to produce many findings.  He 
concludes by saying that despite the lack of findings, 
simultaneous markets are still decentralized and therefore a 
realistic analogy to the way the world really works; in this 
way, a deeper understanding of multi-good auctions will 
certainly be needed eventually.  Current gaps in knowledge 
tell us that the satisfaction of property 6 is not yet 
quantifiable but instead should be made by a fair judgment. 
 
Reeve’s market assumptions in his experiments were quite 
robust.  Results in some approaches simply are not.  This 
leads us to our final property: 
 
(7) Simulations of an approach should be analogous to 

realistic conditions. 
 
In the POPCORN approach, it is claimed that when 
running their clearinghouse double auction in an online 
fashion, its allocations are c-competitive with the offline 
optimal allocations.  At first, this appears to score some 
points in favor of property 6.  However, upon further 
investigation, it becomes apparent that POPCORN’s 
evaluations may not be fully justified.  Their observations 
were based off of models of simulated buyers and sellers 
whose arrival was governed by a constant Poisson process.  
On the Internet, arrival and departure would not be so 
regular.  The setup assumes each buyer only has a single 
computational chunk   to run while each seller only has the 
desire to run a single chunk before they leave the market.  
We have seen that single good markets yield nicer results.  
Single-good solutions also take less computation to obtain, 
so making such assumptions would not only be unrealistic 
but they could increase the perceived overall performance. 
 
The simulation also makes assumptions about its sellers’ 
homogeneity in that all hosts have the same computational 
power.  This simplifies the sort of work the clearing 
function has to perform since it essentially has fewer 
criteria it needs to match.  Obviously, this is an unrealistic 
assumption as well because computational power from 
hosts to hosts can vary drastically.  
 
Another assumption made is with regards to 
communication overhead.  Relaying information across the 
Internet is known to take considerable latency.  Messages 
could even be lost and require retransmission.  In their 
experiments, the simulated buyers are not performing over 
the Internet but instead within a single computer 
simulation.  As a result, applicable communication 
overhead was not modeled, and it is not realized to what 
extent how much of a bottleneck this centralized approach 
is. 

 
To more convincingly satisfy property 7, POPCORN could 
have instead followed a few of the steps of Reeves.  
Reeves uses a multi-good market with complementaries.  
POPCORN could also simulate message latency and 
heterogeneous sellers as well.  Of course, this would be 
more complex, but also this would be a more realistic 
demonstration so claims like being c-competitive could be 
taken more seriously. 

5. Conclusion 

In this paper, we have listed and argued for the need of 
some particular fundamental properties in market-based 
approaches to CPU scheduling across the Internet.  We 
have illustrated how they could be applied to existing 
implementations in order to result in a more realistic end-
product for CPU-time scheduling.  Having such products 
in place, the desire of accessing additional computational 
power across the Internet could then become more of a 
reality. 
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