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Introduction 

Software applications are often rich in functionality to 

accommodate users with diverse needs. Consequently, 

their GUIs can be complex, more so than is necessary 

from an individual user’s perspective. One means of 

helping users cope with this complexity is to provide 

them with a GUI that is personalized to their specific 

needs [7]. In this paper, we highlight issues from the 

design and evaluation of a specific approach to 

personalization:  a mixed-initiative solution, where both 

the user and system participate in the personalization.  

Mixed-initiative strategies [4] for GUI personalization 

combine aspects of: (i) adaptive approaches (e.g. [3]), 

which rely on AI techniques to personalize the GUI 

automatically; and (ii) adaptable approaches (e.g., 

[7]), which rely on users to personalize on their own 
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through direct manipulation interface mechanisms. In 

combining elements of adaptive and adaptable 

approaches, the goal of a mixed-initiative system is to 

leverage each of their respective advantages while 

ideally minimizing their disadvantages (see [1] for a 

discussion of their advantages and disadvantages).  

Our mixed-initiative approach to GUI personalization is 

as follows. First, we provide users with a direct 

manipulation facility that leaves them in control of 

deciding when and how to personalize. We augment 

this facility, however, with system-generated 

recommendations designed to increase personalization 

effectiveness and decrease personalization effort. A 

unique aspect of our approach is that these 

recommendations are dynamically generated based on 

a formal assessment of how different personalizations 

will impact the individual user’s task time. This 

assessment considers user-specific traits, such 

expertise and anticipated feature usage -- information 

on which is stored in a user model. 

We have implemented our approach within the MICA 

(Mixed-Initiative Customization Assistance) system 

and have applied the framework to MSWord.  An 

overview of MICA and its two evaluations can be found 

in [1] and [2]. Here we discuss aspects of this work 

that apply to the development of usable AI. We begin 

with interface design, focusing on ways of maintaining 

control and interaction transparency/predictability, 

while still accommodating individual preferences. Next 

we discuss evaluation, concentrating on how we 

evaluated early in the design process. 

Mixed-Initiative Interface Design 

The literature (e.g., [5]) suggests that a key to usable 

AI is maintaining two properties: (i) user control and 

(ii) interaction transparency and predictability. This 

section discusses how we implemented these properties 

within MICA’s mixed-initiative interface.  

Multiple Levels of User Control 

MICA maintains a high degree of user control by 

leaving the final decision of when and how to customize 

to the user. Similar to other studies (e.g., [6][7]), 

however, during our pilots and two formal evaluations, 

we observed individual differences in users’ desire for 

control. Therefore, MICA’s interface provides users with 

multiple ways to follow recommendations, each of 

which differs in its level of control afforded to the user. 

At one end of the spectrum, users can fully control 

personalization, with the recommendations simply 

acting as a visual guide (see the menus and toolbars in 

Fig. 1(a)). At the other end of the spectrum, users can 

delegate most of the responsibility to the system, by 

following all recommendations with a single button click 

(“Accept All” in Fig. 1(a)).  

Interaction Transparency and Predictability 

To increase interaction transparency and predictability, 

MICA explains the rationale underlying its adaptive 

behaviour (e.g., see Fig. 1 (b) and (c)). Similar to 

users’ desire for control, in our second evaluation, we 

observed individual differences in users’ desire to have 

the explanation facility present and its impact on user 

attitudes. The explanations increased feelings of trust, 

understanding and predictability for some users. Other 

users, however, found the interaction to be sufficiently 

transparent and predictable without the explanations, 

or didn’t perceive these characteristics to be important 
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within this setting. To accommodate these different 

reactions, MICA’s rationale component is accessible 

from the main mixed-initiative dialogue (see Fig. 1(a)), 

but not displayed until requested by the user. 

The downside of MICA’s multiple levels of control and 

explanation facility is that they increase the complexity 

of the personalization facility. Introducing usable AI 

with a minimal amount of accompanying complexity is 

a challenge for future work.  Despite our use of an 

iterative design and evaluation process to formulate the 

rationale component and help ensure its clarity, there is 

still room for improvement in this area.  For example, it 

may be possible to reduce the amount of text in the 

explanations and perhaps make them more graphical.  

Evaluations 

We have conducted two laboratory evaluations of MICA, 

both of which used a within-subjects design. The first 

compared MICA to an adaptable alternative [1] and the 

second compared versions of the system with and 

without the explanation facility [2].  Our evaluations 

gathered quantitative and qualitative data, providing 

insight into how our approach impacts both 

personalization behaviours and user attitudes.  

System Fidelity for User Testing 

With research that combines AI and HCI, a key issue is 

how much of the system to implement prior to the first 

set of evaluations. On the one hand, developing a 

complete system that can capture, assess, and reason 

(a)  

 

(b) 

 

(c) 

Figure 1. MICA’s interface for adding features to the personalized interface, which pops up when the user enters the personalization 

facility (a similar interface exists for deleting features). The main dialogue box and recommendations (yellow squares/highlights in the 

menus/toolbars) are in (a), while (b) and (c) show parts of MICA’s rationale component (accessible through the “More” button in (a)). 
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about relevant user characteristics has the potential to 

be an interesting AI contribution. On the other hand, 

early evaluation of a low-fidelity prototype can 

generate considerable insight into the advantages and 

disadvantages of the proposed adaptive behaviour, with 

far less implementation time.  

In regards to this tension, we implemented MICA’s 

general framework, which performs comprehensive 

performance-based reasoning to recommend suitable 

personalizations; however, we conducted our two 

evaluations without a fully functional user model. Recall 

that MICA’s user model includes information on user 

expertise and anticipated feature usage, which MICA 

uses to make its recommendations. To validate the 

framework prior to implementing appropriate online 

assessment algorithms within the user model, we used 

a variant of the “Wizard of Oz” technique. Participants 

were given the impression of interacting with a fully 

functional system, however, user expertise and 

features usage  were initialized in the user model by (a) 

administering detailed expertise questionnaires and (b) 

having users complete scripted tasks, which gave us 

fairly accurate information on feature usage.  

The danger in evaluating at this stage is that the 

system might be less usable when working with the 

actual, likely less accurate, user model. One solution is 

to evaluate the system at multiple pre-determined 

levels of accuracy (e.g., [8]), but this can lead to an 

infeasible number of experimental conditions 

(particularly for a within-subjects design). If it is not 

feasible to evaluate at multiple levels of accuracy, 

ideally one would want to introduce “realistic” noise 

into the user model’s assessments. Challenges with this 

approach include determining not only the type and 

frequency of system errors, but also how to make these 

errors seem plausible, even in a laboratory setting.  

Summary and Future Work 

In this paper we related our experience in designing 

and evaluating a mixed-initiative system for GUI 

personalization.  Future work includes: (i) designing 

explanations that accurately describe complex adaptive 

behaviour, yet are still lightweight; and (ii) introducing 

realistic noise into “Wizard of Oz” evaluations.  
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