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Abstract. We consider the problem of iteratively solving large and sparse double saddle-point4
systems arising from the stationary Stokes–Darcy equations in two dimensions, discretized by the5
Marker-and-Cell (MAC) finite difference method. We analyze the eigenvalue distribution of a few6
ideal block preconditioners. We then derive practical preconditioners that are based on approxima-7
tions of Schur complements that arise in a block decomposition of the double saddle-point matrix.8
We show that including the interface conditions in the preconditioners is key in the pursuit of scala-9
bility. Numerical results show good convergence behavior of our preconditioned GMRES solver and10
demonstrate robustness of the proposed preconditioner with respect to the physical parameters of11
the problem.12
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1. Introduction. The numerical solution of coupled fluid problems has at-16

tracted a considerable attention of researchers and practitioners in the past few17

decades, in large part due to the importance of these problems and the computa-18

tional challenges that they pose. The Stokes–Darcy model is an example of such a19

problem, and is the topic of this paper. The equations describe the flow of fluid across20

two subdomains: in one subdomain the fluid flows freely, and in the other it flows21

through a porous medium. The interface between the subdomains couples the two22

flow regimes and plays a central physical, mathematical, and computational role. It23

poses a challenge because the flow behaves significantly differently in terms of scale24

and other properties in each of the subdomains, and an abrupt change of scale may25

occur at the interface. There are several relevant applications of interest here: flow26

of water through sand and rock, flow of blood through arterial vessels, problems in27

hydrology, environment and climate science, and other applications; see, e.g., the28

comprehensive survey [14].29

As far as the numerical solution of the equations is concerned, methods that solve30

the problem for the entire domain at once have been developed, as well as domain31

decomposition methods or iteration-by-subdomain methods, which solve separately32

the Stokes and the Darcy problems in an iterative fashion [15, 40, 29, 10, 9, 2, 36,33

22, 27]. Different types of discretizations have been applied: finite element methods34

[26, 48, 12, 33, 5], finite difference/volume methods [41, 43, 31], and other methods35

[47, 18].36

The Marker-and-Cell (MAC) scheme belongs to the class of finite difference meth-37

ods, and is our focus in this work. MAC was proposed in [21] for the Stokes and38

Navier–Stokes equations. To achieve numerical stability, the scheme uses staggered39

grids in which the velocity and pressure are discretized at different locations of a40

grid cell. MAC has been used extensively for fluid flow problems, and a significant41

effort has been devoted to studying this scheme for Stokes–Darcy, the coupled Navier–42
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2 C. GREIF AND Y. HE

Stokes and Darcy flows [28], Stokes–Darcy–Brinkman equations [45], the compressible43

Stokes equations [17], and other multiphysics applications [30, 16]. A review of the44

Marker-and-Cell method can be found in [35].45

As shown in [37, 34, 41] and several other references, the MAC scheme has a few46

advantages. It is well-tested and well-understood for standard fluid flow problems, and47

it allows for a relatively simple implementation. For the Stokes problem, it has been48

shown that the MAC scheme can be derived directly from a finite element method [20].49

For the Navier–Stokes problem, MAC can be interpreted as a mixed finite element50

method of the velocity-vorticity variational formulation [19]. Recent papers prove51

numerical stability and convergence of the Stokes–Darcy equations [43, 45]. In this52

paper we use the discretization introduced in [43].53

Preconditioners for GMRES for the Stokes–Darcy model discretized by the mixed54

finite element method have been proposed in [8]. In [13] an indefinite constraint pre-55

conditioner was studied. In [4] an augmented Lagrangian approach is used and a56

field-of-values analysis is performed. For multigrid solvers, the main challenge lies57

in designing effective smoothers for the coupled discrete systems. In [31], the au-58

thors develop an Uzawa smoother for the Stokes–Darcy problem discretized by finite59

volumes on staggered grids. The recent paper [32] provides an interesting descrip-60

tion of some challenges that arise with various formuations of the problem. The61

authors show that standard preconditioning approaches based on natural norms are62

not parameter-robust, and they propose preconditioners that utilize non-standard and63

non-local operators, which are based on fractional derivatives. For additional useful64

references on solution approaches for solving the problem, see [42, 4].65

In this work, we focus on preconditioning for the stationary Stokes–Darcy prob-66

lem discretized by the MAC scheme. We propose block-structured preconditioners,67

perform a spectral analysis of the preconditioned operators, and show that they are68

suitable for preconditioned GMRES. Taking advantage of the sparsity structure of69

the matrix and using the coupling equations, we develop inexact approximations of70

the Schur complements and show that the iterative scheme is robust for a large range71

of the physical parameters.72

In Section 2 we review the continuous Stokes–Darcy equations and in Section 373

we describe the MAC scheme for discretizing them. We develop block preconditioners74

and their inexact versions in Section 4. In Section 5 numerical results are presented.75

Finally, we draw some conclusions in Section 6.76

2. Governing equations. We consider the coupled Stokes–Darcy problem in a77

two-dimensional domain comprised of two non-overlapping subdomains, Ω � Ωd
�

Ωs;78

see Figure 1. In the bounded domain Ωs we have a free fluid flow, and in Ωd the flow79

is in a porous region. The flows are coupled across the interface Γ.80

The Darcy equations in two dimensions for porous medium flow are given by81

K�1ud �∇pd � 0 in Ωd,(2.1a)82

∇ � ud � fd in Ωd,(2.1b)8384

where ud � pud, vdq is the velocity and pd is the fluid pressure inside the porous85

medium. K is the hydraulic (or permeability) tensor, representing the properties of86

the porous medium and the fluid. Throughout this paper we will assume K � κI,87

where κ ¡ 0 and I is the identity matrix. This amounts to treating the porous medium88

as homogeneous and isotropic, and we call κ the permeability constant.89
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Γ

Ωs

Ωd

Fig. 1. Two-dimensional domain for the Stokes–Darcy problem. The interface is marked by Γ.

Denoting φ � pd we combine (2.1a) and (2.1b) into90

(2.2) �∇ � pκ∇φq � fd in Ωd.91

The free-flow problem is described by the Stokes equations92

�ν4us �∇ps � fs in Ωs,(2.3a)93

∇ � us � 0 in Ωs,(2.3b)9495

where us � pus, vsq is the fluid velocity vector, ps is the fluid pressure, and ν is the96

fluid viscosity.97

Denoting pφ,u, pq � ppd,us, psq, Equations (2.2)–(2.3) give us the Stokes–Darcy98

problem in primal form:99

�κ4φ � fd in Ωd,(2.4a)100

�ν4u�∇p � fs in Ωs,(2.4b)101

∇ � u � 0 in Ωs.(2.4c)102103

This is an alternative formulation to the one given by Equations (2.1) and (2.3), and104

we will focus from this point onward on this primal form. The problem is completed105

by setting interface conditions and imposing boundary conditions.106

The interface conditions can be thought of as a boundary layer through which107

the velocity changes rapidly. The following three interface conditions are often used108

to couple the Darcy and Stokes equations at the interface Γ:109

v � �κBφBy ;(2.5a)110

p� φ � 2ν
Bv
By ;(2.5b)111

u � ν

α

�Bu
By �

Bv
Bx


.(2.5c)112

113

Equation (2.5a) is a mass conservation condition, and it guarantees continuity of114

normal velocity components. Equation (2.5b) is a condition on the balance of normal115

forces, and it allows the pressure to be discontinuous across the interface. Finally,116

(2.5c), the Beavers-Joseph-Saffman condition, provides a suitable slip condition on117

the tangential velocity.118
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4 C. GREIF AND Y. HE

The physical and mathematical properties associated with the interface conditions119

have been extensively studied in the literature; see, e.g., [46, 24]. A central challenge120

in the solution of the Stokes–Darcy equations is that the equations governing each121

domain are fundamentally different. This difficulty is manifested especially when the122

parameters involved, specifically the viscosity coefficient ν and permeability constant123

κ, differ from each other by a few orders of magnitude.124

3. Discretization. The Marker-and-Cell scheme [35, 17] is an established and125

popular discretization technique that has been extensively used in the solution of126

fluid flow problems [45, 41, 43]. The components of the velocity and the pressure127

are discretized at different locations on the grid, in a way that aims at accomplishing128

numerical stability. Figure 2 shows the location of the discrete variables for (2.2)–129

(2.3).130

◊ ◊ ◊ ◊

◊ ◊ ◊ ◊

◊ ◊ ◊ ◊

◊ ◊ ◊ ◊

◻ ◻ ◻ ◻ ◻

◻ ◻ ◻ ◻ ◻

◻ ◻ ◻ ◻ ◻

◯ ◯ ◯ ◯

◯ ◯ ◯ ◯

◯ ◯ ◯ ◯

△ △ △ △

△ △ △ △

△ △ △ △

Fig. 2. The locations of the unknowns on the staggered grids. Left: the Stokes variables: l –
u, ♦ – v, © – p; Right: the Darcy variable: 4 – φ.

The stability and convergence order of the MAC discretization for the Stokes–131

Darcy equations have been established in the literature. In [43], a MAC scheme is132

developed and a stability analysis is performed for the velocity and the pressure, and133

error estimates are given for uniform grids. Let the two subdomains have the same134

length, L, in the y direction. By [43, Theorem 4.1], if the meshsize h satisfies135

(3.1) h ¤ min

"
νκ

2L
,

2α

L

*
,136

then first-order convergence is guaranteed. In some of the tests in that paper second-137

order convergence was in fact experimentally observed. Our discretization follows138

the discretization of [43]. In Section 5 we provide a brief experimental study of139

convergence order. We note that in [41] the authors use a finite volume technique140

for the tensor format of the fluid operator near the interface and prove that under141

the assumption that the solution is sufficiently smooth, second-order convergence is142

obtained in the L2-norm for both velocity and pressure of the Stokes and Darcy flows.143

3.1. Discretization at interior gridpoints for Stokes. Suppose the Stokes
domain is given by rxsmin, x

s
maxs � rysmin, y

s
maxs, with xsmax � xsmin � ysmax � ysmin. We

consider a uniform mesh with n� 1 gridpoints in each direction, yielding meshsize

h � xsmax � xsmin

n
� ysmax � ysmin

n
.

For simplicity, throughout we assume that the Stokes and the Darcy domains are144

both square and are of the same size. We assign double subscripts to the gridpoints,145
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pi, jq

ui,j� 3
2

ui,j� 1
2

ui,j� 1
2

ui�1,j� 1
2

ui�1,j� 1
2

vi� 3
2 ,j

vi� 1
2 ,j�1

vi� 1
2 ,j�1

vi� 1
2 ,j

vi� 1
2 ,j

pi� 1
2 ,j� 1

2

pi� 1
2 ,j� 1

2

pi� 1
2 ,j� 1

2

Fig. 3. Discretization of interior gridpoints for the Stokes equations. The gridpoints about
which the discretizations are given are marked with bigger circles. The red circles mark u variables
and the blue circles mark v variables. The black circles denote pressure.

which mark their locations on the grid. Throughout we will assume that, for a function146

fpx, yq for example, a value written as fi,j corresponds to an approximation or an147

exact evaluation of the function at x � ih and y � jh. The same applies for a ‘half148

index.’ Here, let us highlight the different locations of the grid where the discretization149

takes place. Given a double index pi, jq, in the MAC configuration the discrete solution150

for the corresponding u variable is denoted as ui,j� 1
2
, and for the corresponding v151

variable it is denoted as vi� 1
2 ,j

. Figure 3 provides a schematic illustration of the152

discretization for the interior variables.153

To further describe the discretization, it is useful to write the Stokes momentum154

equation (2.4b) in scalar form:155

(3.2)

$''&''%
�ν

�B2u
Bx2 �

B2u
By2



� Bp
Bx � fs1 ,

�ν
�B2v
Bx2 �

B2v
By2



� Bp
By � fs2 ,

156

where fsi , i � 1, 2 denote the vector-components of fs corresponding to the velocity157

components u and v. Using centered differences for the first and second derivatives,158

the corresponding discretization for the first equation in (3.2) at gridpoint pih, pj� 1
2 qhq159

is given by160

�ν

�
ui�1,j� 1

2
� ui�1,j� 1

2
� ui,j� 3

2
� ui,j� 1

2
� 4ui,j� 1

2

h2

�
�
pi� 1

2
,j� 1

2
� pi� 1

2
,j� 1

2

h
� pfs1 qi,j� 1

2
,161

whereas the discretization for the second equation in (3.2) at gridpoint ppi� 1
2 qh, jhq162
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6 C. GREIF AND Y. HE

is163

�ν

�
vi� 1

2
,j�1 � vi� 1

2
,j�1 � vi� 3

2
,j � vi� 1

2
,j � 4vi� 1

2
,j

h2

�
�
pi� 1

2
,j� 1

2
� pi� 1

2
,j� 1

2

h
� pfs2 qi� 1

2
,j .164

Given the staggered grid configuration, we have npn � 1q gridpoints for u and the165

same number for v, but the internal indexing is different between those two velocity166

components. For the u variables, the interior gridpoints correspond to pxi, yj� 1
2
q, 1 ¤167

i ¤ n� 1, 0 ¤ j ¤ n� 1, and for the v variables the interior gridpoints correspond to168

pxi� 1
2
, yjq, 0 ¤ i ¤ n� 1, 1 ¤ j ¤ n� 1.169

Boundary conditions. If Dirichlet boundary conditions are given, the values for
the u gridpoints are prescribed for the vertical boundary points corresponding to i � 0
and i � n. For the horizontal boundary values corresponding to the u variables, since
the discrete values closest to the top boundary, i.e., with respect to j � n, appear as
ui,n� 1

2
, 1 ¤ i ¤ n � 1, and are not right on the boundary, we define ghost variables

ui,n� 1
2
, 1 ¤ i ¤ n� 1, and use an average

ui,n �
ui,n� 1

2
� ui,n� 1

2

2

to assign the boundary conditions. It follows that ui,n� 1
2
� 2ui,n � ui,n� 1

2
, which is170

used in the discrete Stokes equations for ui,n� 1
2
. This follows a standard approach;171

see, for example, [11]. The points near j � 0 are treated separately as part of the172

interface conditions; see Section 3.3.173

As for the v variables, for j � 0 see Section 3.3, which describes the interface
conditions. For j � n the Dirichlet boundary conditions are prescribed directly. For
the discrete values v 1

2 ,j
and vn� 1

2 ,j
, 1 ¤ j ¤ n� 1, we use averages

v0,j �
v� 1

2 ,j
� v 1

2 ,j

2
and vn,j �

vn� 1
2 ,j

� vn� 1
2 ,j

2

respectively, from which we extract the ghost variables v� 1
2 ,j

and vn� 1
2 ,j

and substi-174

tute them in the discrete Stokes equations, analogously to the u variables.175

For example, the discretization of the second equation in (3.2) at gridpoint p 12h, hq176

is given by177

�ν
v� 1

2 ,1
� v 3

2 ,1
� v 1

2 ,0
� v 1

2 ,2
� 4v 1

2 ,1

h2
�
p 1

2 ,
3
2
� p 1

2 ,
1
2

h
� pfs2 q 1

2 ,1
,178

where v� 1
2 ,1

is a ghost variable, which can be eliminated by the linear extrapolation179

pv� 1
2 ,1

�v 1
2 ,1
q{2 � v0,1 � vDp0, hq, the given Dirichlet boundary condition. Using this180

equation to eliminate the ghost variable, we obtain181

(3.3) � ν
v 3

2 ,1
� v 1

2 ,0
� v 1

2 ,2
� 5v 1

2 ,1

h2
�
p 1

2 ,
3
2
� p 1

2 ,
1
2

h
� pfs2 q 1

2 ,1
� 2νv0,1

h2
.182

3.2. Discretization at interior gridpoints for Darcy. The discretization
for the Darcy variable, φ, is simpler than the discretization for Stokes. Here we
work on Ωd. The Darcy domain is given by rxdmin, x

d
maxs � rydmin, y

d
maxs. We assume

xdmax�xdmin � ydmax� ydmin and consider a uniform mesh with meshsize h, similarly to
the Stokes subdomain (for simplicity we will assume throughout that the Stokes and
the Darcy meshsizes are equal):

h � xdmax � xdmin

n
� ydmax � ydmin

n
.

This manuscript is for review purposes only.



PRECONDITIONERS FOR MAC STOKES–DARCY 7

Γ

Ωs

Ωd

vi� 1
2 ,0

vi� 1
2 ,1

ui, 12

ui,� 1
2

vi� 1
2 ,0

tp, φui� 1
2 ,

1
2

φi� 1
2 ,� 1

2

Fig. 4. Discretization of the variables near the interface. The ghost variables that are to be
eliminated are marked in red.

We assign negative grid indices for the y variables: �n ¤ j ¤ 0. At the gridpoint183

ppi� 1
2 qh, pj � 1

2 qhq, the discretization for (2.4a) is given by184

�κ
�
φi� 1

2 ,j� 1
2
� φi� 1

2 ,j� 3
2
� φi� 3

2 ,j� 1
2
� φi� 1

2 ,j� 1
2
� 4φi� 1

2 ,j� 1
2

h2



� pfdqi� 1

2 ,j� 1
2
.185

3.3. Discretization of interface conditions. The interface conditions (2.5)186

present a few challenges. We use ghost variable to discretize our variables, as illus-187

trated in Figure 4. There is a significant difference between the way the u variables188

and the v variables are handled on the interface. This is because the discrete v vari-189

ables lie precisely on the interface, whereas the discrete u variables do not.190

Following [43], the interface conditions are discretized as follows. For 1 ¤ i ¤ n�1:191

 mass conservation, v � �κ Bφ
By :192

(3.4) vi� 1
2 ,0

� �κ
φi� 1

2 ,
1
2
� φi� 1

2 ,� 1
2

h
;193

 balance of normal forces, p� φ � 2ν BvBy :194

(3.5) pi� 1
2 ,

1
2
� φi� 1

2 ,� 1
2
� 2ν

vi� 1
2 ,1

� vi� 1
2 ,0

h
;195

 Beavers-Joseph-Saffman (BJS) condition, u � ν
α

�
Bu
By � Bv

Bx
	

:196

(3.6)
ui, 12 � ui,� 1

2

2
� ν

α

�
ui, 12 � ui,� 1

2

h
�
vi� 1

2 ,0
� vi� 1

2 ,0

h



.197

Equations (3.4)–(3.6) are coupled with the discretized Stokes and Darcy equa-198

tions. The discretized Darcy equations for φi� 1
2 ,� 1

2
involve the ghost values, φi� 1

2 ,
1
2
,199

which can be eliminated using (3.4).200

The discretized equations for interface variables vi� 1
2 ,0

are formed using (3.5).201

The discretized Stokes equations for the ui, 12 variables involve the ghost values, ui,� 1
2
,202

which can be eliminated using (3.6).203
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8 C. GREIF AND Y. HE

3.4. The linear system. Putting together the equations for the interior grid-204

points and the interface conditions and incorporating boundary conditions, we obtain205

a double saddle-point system of the form206

(3.7)

��Ad �GT 0
G As BT

0 B 0

���φhuh
ph

��
��g1g2
g3

�,207

where Ad corresponds to �κ4 for the Darcy equation and Asp� ATs q is the dis-208

cretization of �ν4 for the Stokes equations coupled with the discretized interface209

conditions. The last block row in (3.7) corresponds to the (negated) divergence-free210

condition. Due to the boundary and interface conditions, the coefficient matrix in211

(3.7) is nonsymmetric. Double saddle-point systems of a similar form have been ex-212

tensively studied recently [6, 23, 8], but the focus has mainly been on symmetric213

instances. In this paper we offer new insights into the nonsymmetric case.214

The linear system (3.7) has 4n2 � n unknowns, and we have Ad P Rn2�n2

, As P215

Rp2n2�nq�p2n2�nq, G P Rp2n2�nq�n2

, and B P Rn2�n2

. In the sequel we describe the216

structure of the submatrices of (3.7). To avoid ambiguity when it may arise, when217

necessary we attach subscripts to identity matrices to indicate their sizes.218

The matrix Ad. The matrix Ad can be naturally partitioned as a 2 � 2 block219

matrix having the following structure:220

(3.8) Ad �
�
Ad,11 Ad,12
Ad,21 Ad,22



, Ad � ATd , Ad,12 � ATd,21,221

where Ad,11 P Rpn2�nq�pn2�nq, Ad,21 P Rn�pn2�nq, Ad,22 P Rn�n, and

Ad,21 � � κ

h2
p0 Inq .

The second block row of Ad, namely pAd,21 Ad,22q, corresponds to the discrete n222

equations for φ near the interface Γ, and it is coupled with the discrete interface223

variables v, which appear in GT ; see (3.7).224

The matrix As. The matrix As is a 3 � 3 block matrix with the structure225

(3.9) As �
��A11 A12 0

0 A22 A23

0 A32 A33

�;226

Figure 5 depicts the dimensions of the blocks.227

The matrix A12 is pn2�nq�n, as can be inferred from Figure 5, and it is mostly228

zero. It is comprised of an pn � 1q � n upper bidiagonal block stacked on top of an229

pn2� 2n� 1q �n zero block. The bidiagonal block is given by c � bidiagr1,�1s, where230

c � 2ν2

h2p2ν�hαq . This matrix represents the discretization of the discrete function values231

ui, 12 , 1 ¤ i ¤ n� 1, which interact with the interface variables vi� 1
2 ,0

, using (3.6).232

The matrix A22, which corresponds to the interface v variables, has dimensions233

n� n and a simple structure: it is equal to a scaled identity matrix with 2ν
h2 .234

The blocks of As satisfy A11 � AT11, A22 � AT22, A33 � AT33, and235

A22 � 2ν

h2
In, A23 � p�A22, 0q, A32 � 1

2
AT23.236
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A11

0

A12

0

0

A32

A23A22

A33

n2
� n

n

n2
� n

Fig. 5. Block structure of As.

Notice that while both A11 and A33 are pn2 � nq � pn2 � nq, their internal block237

structures are different, due to the staggered grid. The matrix A11 (which corresponds238

to the u variables) is block tridiagonal with n blocks of dimensions pn� 1q � pn� 1q,239

whereas A33 (which corresponds to the v variables) is block tridiagonal with n � 1240

blocks of dimensions n� n each.241

The coupling matrix G. The equations for the ui, 12 variables are coupled with242

the discrete interface variables vi� 1
2 ,0

, which are represented by the matrix G in (3.7).243

GT is a 2 � 3 block matrix with the following attractively simple structure:244

(3.10) GT �
�

0 0 0
0 �In{h 0



.245

The nonzero block arises from the discretization of φi� 1
2 ,� 1

2
, using (3.4).246

The matrix B. The matrix B is a standard discrete divergence operator given247

by248

(3.11) B � �
Bx B0 By

� P Rn
2�p2n2�nq, B0 �

�
In{h

0



P Rn

2�n.249

Dirichlet boundary conditions are given by250

us � gsD on BΩs,251

φ � gdD on BΩd.252253

Neumann or mixed boundary conditions are also commonly considered; see, for ex-254

ample, [31, 41, 43] and the references therein.255

3.5. Properties of the matrices. Let us rewrite the linear system (3.7) in a256

form that symmetrizes the off-diagonal blocks:257 ��Ad GT 0
G �As BT

0 B 0

��� φh
�uh
ph

��
�� g1

g2
�g3

�.258
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10 C. GREIF AND Y. HE

Let259

(3.13) K �
��Ad GT 0
G �As BT

0 B 0

�.260

The blocks of K satisfy a few useful properties.261

1. As is nonsymmetric and positive definite.262

2. pG BT q has a one-dimensional null space spanned by an all-ones vector of263

size 2n2.264

3. B has full rank.265

4. If we consider Neumann boundary conditions for the Darcy problem, then Ad266

is symmetric positive semidefinite with a one-dimensional null space spanned267

by all-ones vector. K is nonsymmetric and singular with a one-dimensional268

null space spanned by

��e0
e

�, where e is the vector of all ones of length n2 and269

0 is the zero vector of length 2n2 � n.270

5. If we consider Dirichlet boundary conditions for the Darcy problem, then Ad271

is symmetric positive definite, and K is nonsymmetric and nonsingular.272

For simplicity, in this paper we consider Dirichlet boundary conditions.273

Lemma 3.1. All eigenvalues of As, which represents the Stokes equations and274

interface equations and is given in (3.9), are positive.275

Proof. The eigenvalues of As are a union of the eigenvalues of A11 and276

E �
�
A22 A23

A32 A33



�
�
A22 2AT32
A32 A33



.277

The matrix E is symmetrizable by a diagonal matrix D̃ �
�
In 0

0
?

2In2�n



, and278

therefore its eigenvalues are real. Since A11 is symmetric and diagonally dominant279

with positive elements on its diagonal, its eigenvalues are positive.280

Let Ã32 �
?

2A32. The block LDLT decomposition of Ẽ � D̃ED̃�1 is281

Ẽ �
�
A22 ÃT32
Ã32 A33



�
�

In 0

Ã32A
�1
22 In2�n


�
A22 0

0 A33 � Ã32A
�1
22 Ã

T
32


�
In A�1

22 Ã
T
32

0 In2�n



.282

A simple calculation shows that283

A33 � Ã32A
�1
22 Ã

T
32 � A33 � 1

2
p�A22 0qTA�1

22 p�A22 0q284

� A33 �
�

ν
h2 In 0

0 0



.285

286

Thus, the above matrix is the same as A33 except the top left n � n block, and we287

now discuss the structure of that specific block of A33.288

The first and nth rows of A33 have three nonzero elements r�ν{h2, 5ν{h2,�ν{h2s,289

where the value 5 is due to Dirichlet boundary conditions; see (3.3). Rows 2 to n� 1290

have four nonzero elements r�ν{h2, 4ν{h2,�ν{h2,�ν{h2s, where the positive values291

are located at the diagonal position and we have diagonal dominance here. It follows292

that all eigenvalues of As are positive, as required.293
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Next, we state a rank property of B, which will be used later in our spectral294

analysis. The proof is omitted.295

Lemma 3.2. Define296

(3.14) B̄ � �
Bx By

� P Rn
2�m2 ,297

where m2 � p2n2 � nq � n � 2n2 � 2n. Then, rankpB̄q � n2 � 1 and the nullity of B̄298

is pn� 1q2.299

4. Block preconditioners. Block factorizations of the double saddle-point ma-300

trix K defined in (3.13) motivate the derivation of potential preconditioners. We write301 ��Ad GT 0
G �As BT

0 B 0

��
�� I 0 0
GA�1

d I 0
0 �BS�1

1 I

�
loooooooooooooomoooooooooooooon

L

��Ad 0 0
0 �S1 0
0 0 S2

�loooooooooomoooooooooon
D

��I A�1
d GT 0

0 I �S�1
1 BT

0 0 I

�
loooooooooooooooomoooooooooooooooon

U

�
��Ad 0 0
G �S1 0
0 B S2

�loooooooooomoooooooooon
LD

��I A�1
d GT 0

0 I �S�1
1 BT

0 0 I

�
loooooooooooooooomoooooooooooooooon

U

,

(4.1)302

where303

(4.2) S1 � As �GA�1
d GT304

and305

(4.3) S2 � BS�1
1 BT306

are Schur complements.307

In (4.1) we have written two forms of factorizations. The first factorization is a308

block LDU factorization, where L is unit lower triangular, D is block diagonal, and309

U is unit upper triangular. The second factorization is a block decomposition where310

the lower block-triangular matrix is simply the product of LD in the LDU block311

factorization. We use these forms to consider block preconditioners. The Appendix312

provides additional options.313

Ideal preconditioners we consider and analyze are:314

M1 �
��Ad 0 0

0 S1 0
0 0 S2

�, M2 �
��Ad 0 0
G S1 0
0 0 S2

�, M3 �
��Ad 0 0
G �S1 0
0 B S2

�.315

The choice of M1 is based on the matrix D of the LDU factorization of K. Since316

K is nonsymmetric and G is an interface matrix that contains important physical317

information on the coupling effect between the Stokes and Darcy equations, it seems318

to make sense to consider block triangular preconditioners that contain G in the (2,1)319

block. The choice of M2 amounts to a relatively modest revision of M1, where the320

interface matrix G is added as the (2,1) block. The matrix M3 is equal to LD in321

(4.1).322

Recall from Section 3.5 that if Neumann boundary conditions are considered for323

the Darcy problem, then the matrix Ad is positive semidefinite with a one-dimensional324
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12 C. GREIF AND Y. HE

null space spanned by the all-ones vector. The singularity presents a challenge for the325

design of preconditioners, and we do not further pursue this scenario in this paper.326

As previously mentioned, we focus on Dirichlet boundary conditions, for which Ad is327

symmetric positive definite and the Schur complements are well defined. The matrix328

M1 is symmetric positive definite.329

4.1. Spectral analysis. There is an increasing body of literature on symmetric330

double saddle-point systems. Block diagonal preconditioners have been extensively331

analyzed [1, 3, 6, 7, 8, 25, 38, 39, 44], including bounds on the eigenvalues and theo-332

retical observations on their algebraic multiplicities. The double saddle-point matrix333

considered in this paper bears similarities, but it has a few distinct features due to its334

nonsymmetry.335

Theorem 4.1. The matrix M�1
1 K has the following eigenvalues and algebraic336

multiplicities:337

(i) 1 with multiplicity n2 � n;338

(ii) �1 with multiplicity pn� 1q2;339

(iii) �1�?5
2 with multiplicity n2 � n for each.340

In addition:341

(a) At most n eigenvalues are larger than 1.342

(b) At most n eigenvalues are located at p0, 1qz
!
�1�?5

2

)
.343

Proof. By direct calculation,344

M�1
1 K �

�� I A�1
d GT 0

S�1
1 G �S�1

1 As S�1
1 BT

0 S�1
2 B 0

�.345

Let
�
xT yT zT

�T
be an eigenvector of M�1

1 K associated with eigenvalue λ, that is346 �� I A�1
d GT 0

S�1
1 G �S�1

1 As S�1
1 BT

0 S�1
2 B 0

���xy
z

�� λ

��xy
z

�.347

We thus have348

x�A�1
d GT y � λx,(4.4a)349

S�1
1 Gx� S�1

1 Asy � S�1
1 BT z � λy,(4.4b)350

pBS�1
1 BT q�1By � λz.(4.4c)351352

(i) eigenvalue λ � 1: When y � z � 0, (4.4) is reduced to353

x � λx,354

S�1
1 Gx � 0,355356

which means that λ � 1 is an eigenvalue of M�1
1 K with Gx � 0. Since the null space357

of G has dimension n2�n, see (3.10), λ � 1 is an eigenvalue with multiplicity n2�n.358

359

(ii) eigenvalue λ � �1: If x � z � 0, then (4.4) is reduced to360

A�1
d GT y � 0,(4.5a)361

�S�1
1 Asy � λy,(4.5b)362

By � 0.(4.5c)363364
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We have As � S1 �GA�1
d GT . Using (4.5a), we rewrite (4.5b) as365

�S�1
1 pS1 �GA�1

d GT qy � �y � 0 � λy,366

which means that λ � �1. Next we prove that such y � 0 exists. From (4.5a) and367

(3.10), we see that y has the following structure368

y �
��y10
y2

�,369

where y1 and y2 can have any value, as long as they are not simultaneously zero.370

Now, we consider (4.5c). Then, y1, y2 satisfy B̄
�
yT1 yT2

�T � 0 (see (3.14)). From371

Lemma 3.2 we know that the nullity of B̄ is pn� 1q2, which is the multiplicity of the372

eigenvalue �1.373

374

(iii) eigenvalues λ � �1�?5
2 : If x � 0, y � 0, z � 0, then (4.4) is reduced to375

A�1
d GT y � 0,(4.6a)376

�S�1
1 Asy � S�1

1 BT z � λy,(4.6b)377

pBS�1
1 BT q�1By � λz.(4.6c)378379

Using As � S1 �GA�1
d GT and (4.6a), we rewrite (4.6b) as380

�S�1
1 pS1 �GA�1

d GT qy � S�1
1 BT z � �y � S�1

1 BT z � λy,381

which gives y � 1
1�λS

�1
1 BT z. Substituting y into (4.6c) gives382

pBS�1
1 BT q�1By � 1

1 � λ
pBS�1

1 BT q�1BS�1
1 BT z � 1

1 � λ
z � λz.383

It follows that 1
1�λ � λ. Then we have λ � �1�?5

2 . From (4.6a) we have GT y � 0,384

which means we have a set of n2 � n linearly independent vectors y here. It follows385

that the pair of eigenvalues �1�?5
2 have multiplicity n2 � n each.386

Next, we prove that the number of eigenvalues that satisfy λ ¡ 1 is at most n.387

From (4.4a), we have388

(4.7) x � 1

λ� 1
A�1
d GT y.389

We claim that GT y � 0. This can be shown by contradiction, as follows. If GT y � 0,390

from (4.4a), we would have x � 0. At this point, if z � 0, then from the proof of391

(ii) it would follow that λ � �1, which contradicts our assumption that λ ¡ 1. So392

z � 0. If y � 0, from the proof of (iii), we would have λ � �1�?5
2 , which contradicts393

our assumption that λ ¡ 1. So y � 0. However, this leads to z � 0, which is a394

contradiction. Thus, GT y � 0, that is, y R kerpGT q. Since rankpGT q � n, there are395

at most n such linearly independent vectors y. From (4.4c), we have396

z � pλBS�1
1 BT q�1By.397

So the space spanned by the eigenvectors
�
xT yT zT

�T
has dimension at most n.398
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14 C. GREIF AND Y. HE

Next, we claim that there are n2 eigenvalues in the interval p0, 1q. Substituting399

(4.7) into (4.4b) and solving for y gives400

y �
�

1

1 � λ
GA�1

d GT � λS1 �As


�1

BT z.401

Since BT is full rank, it follows that z � 0; otherwise, y � x � 0. Thus, z is in402

the range of BT . Note that BT has rank n2. The space spanned by the eigenvectors403 �
xT yT zT

�T
has dimension at most n2. From (iii), we know that �1�?5

2 has404

multiplicity n2 � n, so the number of eigenvalues in p0, 1qzt�1�?5
2 u is at most n2 �405

pn2 � nq � n.406

Remark 4.2. For symmetric block diagonal preconditioners applied to symmetric407

double saddle-point systems, spectral studies provide results on the boundedness away408

from zero of all the eigenvalues of the preconditioned matrices; see, e.g., [6, Theorem409

3.3]. In Theorem 4.1 we do not know the location of 2n�1 of the 4n2�n eigenvalues.410

Theorem 4.3. The eigenvalues of M�1
2 K are411

(i) 1 with multiplicity n2;412

(ii) �1 with multiplicity n2 � n;413

(iii) �1�?5
2 with multiplicities n2 each.414

Proof. It can be shown that415

M�1
2 �

�� A�1
d 0 0

�S�1
1 GA�1

d S�1
1 0

0 0 S�1
2

�,416

and it follows that417

M�1
2 K �

��I A�1
d GT 0

0 �I S�1
1 BT

0 S�1
2 B 0

�.418

Let
�
xT yT zT

�T
be an eigenvector of M�1

2 K associated with eigenvalue λ, that419

is,420 ��I A�1
d GT 0

0 �I S�1
1 BT

0 S�1
2 B 0

���xy
z

�� λ

��xy
z

�.421

We rewrite the above as422

x�A�1
d GT y � λx,(4.8a)423

�y � S�1
1 BT z � λy,(4.8b)424

pBS�1
1 BT q�1By � λz.(4.8c)425426

It is obvious that
�
xT yT zT

�T � �
xT 0 0

�T
where x � 0 is an eigenvector427

of M�1
2 K with λ � 1. Since x P Rn2�1, we have that λ � 1 is an eigenvalue with428

multiplicity n2.429

If λ � �1 and y � 0, from (4.8b) we have S�1
1 BT z � 0. It follows that BT z � 0.430

Since BT has full rank, z � 0. From (4.8c), we have By � 0. Since B P Rn2�p2n2�nq431

has rank n2, the null space of B has dimension 2n2 � n� n2 � n2 � n.432
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If λ � �1, from (4.8b) we have By � 1
1�λBS

�1
1 BT z. Using (4.8c), we have433

1
1�λz � λz. Thus, z � 0 and λ2�λ�1 � 0, that is, λ � �1�?5

2 . Since z � 0 P Rn2�1,434

the eigenvalue �1 has multiplicity n2.435

Finally, the spectrum of the preconditioned matrix associated with M3 is given436

as follows.437

Theorem 4.4. All of the eigenvalues of M�1
3 K are 1, and the minimal polynomial438

of this preconditioned matrix is ppzq � pz � 1q3.439

Proof. Using the notation of (4.1), the result follows immediately since M�1
3 K �440

pLDq�1LDU � U .441

4.2. Approximations of the Schur complements. The choices M1,M2,442

and M3 as preconditioners are too computationally costly to work with in practice,443

so we seek effective approximations. Specifically, in order to make the solver prac-444

tical, we investigate the structure of the Schur complements S1 and S2, and derive445

approximations that are easier to compute and invert.446

4.2.1. Approximations of S1. To find good approximations of S1 in (4.2),447

we seek approximations for the action of its additive components, namely As and448

GA�1
d GT .449

Given the sparsity structure of GT , (3.10), it follows that GA�1
d GT is given by450

(4.9) GA�1
d GT �

��0 0 0
0 T 0
0 0 0

�,451

where T is an n� n matrix, to be approximated.452

Our first (naive) approximation is to take a scaled identity. To that end, we take453

the diagonal approximation pdiagpAdqq�1 � A�1
d and ignore the corrections near the454

boundaries: T � τ
κIn with τ � 1

3 , because the diagonal elements of Ad,22 in (3.8) are455

3κ{h2. The resulting approximation of S1 is456

(4.10) rS1 �
��A11 A12 0

0 A22 � τ
κIn A23

0 A32 A33

�.457

In our numerical experiments we have found that this simple approach is effective458

for a limited range of the physical parameters κ, ν, and h. For a larger range of the459

parameters it is necessary to consider a more sophisticated alternative, as we do next.460

Suppose the Cholesky decomposition of Ad is given by

Ad � FFT ,

and let GA�1
d GT � WTW , where W � F�1GT . Taking the block structure of GT461

into consideration, we partition F as follows:462

F �
�
F11 0
F21 F22



,463

where F11 P Rpn2�nq�pn2�nq and F22 P Rn�n. It readily follows that464

W �
�

0 0 0
0 F�1

22 {h 0



465
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16 C. GREIF AND Y. HE

and

T � pF�T
22 F�1

22 q{h2,
where F22 is an n� n lower triangular matrix.466

In practice, since the Cholesky factorization is too expensive to compute, we467

compute an incomplete Cholesky factorization of Ad with a moderate drop tolerance.468

We then replace F22 by the corresponding incomplete factor, which we denote by rF22.469

Using the above approach, we denote the corresponding approximation to S1 as470

(4.11) pS1 �
��A11 A12 0

0 A22 � p rF�T
22

rF�1
22 q{h2 A23

0 A32 A33

�.471

We stress again that the second block-row has only n rows, and therefore the inversion472

operations involved in the p2, 2q block are not computationally costly with respect to473

the overall computational cost of the numerical solution scheme. We have found this474

approach to be robust with respect to a large range of κ, ν, and h; see Section 5.475

4.2.2. Approximation of S2. Recall from (4.3) that S2 � BS�1
1 BT . Consider476 rS1 of (4.10), and let us further sparsify it as follows: we keep the block diagonal477

part of rS1 and A23, which contains important information about the interface, and478

drop the off-diagonal blocks A12 and A32. We further replace the p2, 2q block of the479

approximation rS1 by its diagonal part:480

rA22 � 2ν

h2
In � τ

κ
In.481

We then use this as a sparser approximation of S1:482

qS1 �
��A11 0 0

0 rA22 A23

0 0 A33

�.483

Then we have484

B qS�1
1 BT � �

Bx B0 By
���A�1

11 0 0

0 rA�1
22 � rA�1

22 A23A
�1
33

0 0 A�1
33

���BTxBT0
BTy

�485

� BxA
�1
11 B

T
x �ByA

�1
33 B

T
y �B0

rA�1
22 B

T
0 �B0

rA�1
22 A23A

�1
33 B

T
y .486487

The matrix BxA
�1
11 B

T
x �ByA�1

33 B
T
y can be approximated by a scaled identity, since in488

the MAC discretization we have that BxB
T
x and ByB

T
y are scaled second-derivative489

operators in each of the variables. In fact,490

BxA
�1
11 B

T
x �ByA

�1
33 B

T
y � 1

ν
In2�n.491

Then,492

B0
rA�1
22 B

T
0 �

�
In{h

0


�
2ν

h2
In � τ

κ
In


�1 �
In{h 0

� � �
κ

2νκ�h2τ In 0

0 0



.493
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Table 1
Values of n and the dimensions of the corresponding linear systems

n dimensions
32 4,064
64 16,320
128 65,508
256 261,888
512 1,048,064
1024 4,193,280

Further, we have494

B0
rA�1
22 A23A

�1
33 B

T
y �

�
In{h

0


�
2ν

h2
In � τ

κ
In


�1 �� 2ν
h2 In 0

�
A�1

33 B
T
y495

�
�� 2νκ

hp2νκ�h2τqIn 0

0 0



A�1

33 B
T
y .496

497

This matrix contains entries that are smaller by a factor of h than B0
rA�1
22 B

T
0 and498

therefore we drop it and do not incorporate it into the approximation.499

Based on the above, we approximate S2 by500

(4.12) pS2 � 1

ν
In2�n �

�
κ

2νκ�h2τ In 0

0 0



�
�

3νκ�h2τ
νp2νκ�h2τqIn 0

0 1
ν In2�2n

�
.501

4.2.3. Practical block preconditioners. Based on the discussion in Subsec-502

tions 4.2.1 and 4.2.2, for our numerical experiments we will consider mostly the fol-503

lowing block preconditioners:504

xM1 �
��Ad 0 0

0 �pS1 0

0 0 pS2

�, xM2 �
��Ad 0 0

G �pS1 0

0 0 pS2

�, xM3 �
��Ad 0 0

G �pS1 0

0 B pS2

�,505

where pS1 and pS2 are given by (4.11) and (4.12), respectively.506

5. Numerical experiments. We consider three numerical examples. The first507

two are taken from [43], but with a different formulation of the BJS condition. We508

use those examples to perform an error validation and confirm that we observe the509

expected order of the error. These two examples impose specific constraints on the510

values of the physical parameters ν, κ.511

We then move to consider a third example from [31], where there is no restriction512

on the physical parameters; this allows us to investigate the convergence behavior of513

our solver for a broad range of the parameters. As explained in Section 4, we assume514

Dirichlet boundary conditions in all our examples. Our code is written in Matlab.515

As such, it is not optimized to maximize computational efficiency.516

The dimensions of the linear systems used in our numerical experiments are given517

in Table 1.518

Example 1: We take Ωs � r0, 1s � r1, 2s and Ωd � r0, 1s � r0, 1s. The analytical519
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solution is given by520

u � � 1

π
ey sinpπxq,521

v � pey � eq cospπxq,522

p � 2ey cospπxq,523

φ � pey � yeq cospπxq.524525

The interface equations (2.5) require that α � ν � 1.526

Example 2: We consider Ωs � r0, 1s � r1, 2s and Ωd � r0, 1s � r0, 1s. The527

analytical solution is given by528

u � py � 1q2 � xpy � 1q � 3x� 1,529

v � xpx� 1q � 0.5py � 1q2 � 3y � 1,530

p � 2x� y � 1,531

φ � xp1 � xqpy � 1q � py � 1q3
3

� 2x� 2y � 4.532
533

By (2.5) it is required that α � ν � κ � 1.534

Example 3: We consider Ωs � r0, 1s � r0, 1s and Ωd � r0, 1s � r�1, 0s. The535

equation is constructed so that the analytical solution is given by536

u � η1pyq cosx,537

v � ηpyq sinx,538

p � 0,539

φ � ey sinx,540541

where542

ηpyq � �κ� y

2ν
�
�
� α

4ν2
� κ

2

	
y2.543

Using interface condition (2.5a), there is no constraint on κ. Using interface condition544

(2.5b), there is no constraint on ν. Using interface condition (2.5c), there is no545

constraint on α and ν.546

5.1. Convergence order study. First, we check the convergence order of the547

velocity and pressure for the three examples.548

Example 1: Table 2 shows the convergence rates for the values of the physical549

parameters α � ν � κ � 1. We observe second-order convergence for the velocity550

and pressure components for Stokes, while for the Darcy the convergence order of φ551

is slightly lower than 2.552

Example 2: Table 3 shows the convergence rates for the values of the physical553

parameters α � ν � κ � 1. We observe second-order convergence for the pressure554

components of Stokes and first-order convergence for the remaining components.555

Example 3: Table 4 shows the convergence rates for ν � 1 and κ � 10�2, where556

we observe first-order convergence for all components. This is typical for most values557

of the physical parameters that we have tested. As an illustration of the quality of558

the solution, the error norms at the finest level of the discretization (512 � 512 grid)559

for u, v, p, and φ were computed to be, respectively, 5.5027 � 10�6, 6.3298 � 10�6,560
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Table 2
Convergence rates for Example 1. Each row shows the ratio between error norms for two

adjacent grids.

n1{n2 32/64 64/128 128/256 256/512
u 1.9888 1.9957 1.9983 1.9994
v 1.9895 1.9965 1.9990 1.9998
p 1.9946 1.9982 1.9994 1.9998
φ 1.7136 1.7759 1.8198 1.8514

Table 3
Convergence rates for Example 2. Each row shows the ratio between error norms for two

adjacent grids.

n1{n2 32/64 64/128 128/256 256/512
u 1.9070 1.7649 1.4823 1.2078
v 2.0639 1.9929 1.5441 1.0405
p 2.0035 2.0197 2.0306 2.0009
φ 1.0139 1.0072 1.0036 1.0018

8.9076 � 10�4, and 5.8343 � 10�5. We note that for ν � κ � 1 we have observed561

nearly second-order convergence rates for all components.562

In summary, in all examples we observe either first or second-order convergence,563

depending on the values of the physical parameters and the model problems. This is564

in line with or better than the theoretically-guaranteed first-order convergence [43].565

We also note that although the values of the meshsize h used in our tests do not always566

satisfy (3.1), the scheme still converges and we obtain the theoretically-guaranteed567

first-order convergence.568

In the remainder of this section we conduct our numerical tests using Example 3.569

5.2. Eigenvalue distribution of the double saddle-point matrix (Exam-570

ple 3). We explore the effect of κ and ν on the eigenvalue distribution of K for571

Example 3. We take n � 32 and vary the values of κ and ν. The results are shown572

in Figure 6. Notice that in all examples, the magnitudes of the real parts of the573

eigenvalues are significantly larger than the magnitudes of the imaginary parts.574

We observe that for ν � κ � 1 (top left plot) the real part of the eigenvalues is575

spread rather evenly (in terms of magnitudes) over both sides of the real axis. We576

also notice that the eigenvalues with a negative real part are complex, whereas the577

eigenvalues on the right half of the plane are real. While the imaginary parts of the578

eigenvalues do not exceed approximately 2.5, the largest positive and negative real579

parts are almost 104 in value.580

Taking κ � 0.01 and keeping ν � 1 (top right plot) generates a rather dra-581

matic effect on the real part of the eigenvalues; they are shifted towards the negative582

axis. In our computations we have found that the eigenvalue with the algebraically583

maximal real part was approximately equal to 81.9, whereas the eigenvalue with the584

algebraically minimal real part was approximately �8, 183.0.585

Taking κ � 1 and ν � 0.01 (bottom left plot) shifts the real parts of the eigen-586

values to be mostly positive. The scales of the imaginary parts are now smaller. The587

algebraically smallest eigenvalue in this case was �0.4 and the algebraically largest588

eigenvalue was approximately 8, 189.5.589

Finally, we show the interesting case where ν � 10�4 and κ � 10�8 (bottom right590
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Table 4
Convergence rates for Example 3 with ν � 1 and κ � 10�2. Each row shows the ratio between

error norms for two adjacent grids.

n1{n2 32/64 64/128 128/256 256/512
u 1.0386 1.0158 1.0065 1.0027
v 1.0940 1.0458 1.0224 1.0110
p 1.0767 1.0351 1.0165 1.0079
φ 0.9750 0.9872 0.9935 0.9968
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Fig. 6. The eigenvalue distribution of K with different values of ν and κ.

plot). All eigenvalues in this case are real and are spread over both axes in a rather591

symmetrical fashion. The algebraically maximal value in this case was 90.0 and the592

algebraically minimal one was �90.8.593

The above observations indicate that the spectral properties of the coefficient594

matrix highly depend on the values of the physical parameters κ and ν.595

5.3. GMRES performance. In our numerical tests we run GMRES(20) and596

stop the iteration once the initial relative residual is reduced by a factor of 10�8 or597

a maximum iteration count of 500 iterations has been reached. For the incomplete598

Cholesky factorization of the Schur complement S1, we use a drop tolerance of 10�2.599

In Table 5 we report the iteration counts of preconditioned GMRES using pre-600

conditioners xM1 and xM2. We see that these two preconditioners scale poorly with601

respect to small physical parameters. To better understand this behavior, we explore602

an improved version of the preconditioner, where we use the approximation pS1 and603

exact S2 for the Schur complements in M1 and M2; we refer to the correspond-604
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ing preconditioners as M1,in and M2,in, where the subscript ‘in’ is shorthand for605

‘inexact.’ We report the corresponding results in Table 6. We see a much better606

performance. However, the cost of inverting S2 exactly is too high in practice, and607

we seek less costly alternatives. We thus consider approximations of M3: we use608

the simple approximations pS1 and pS2 defined in (4.11) and (4.12), respectively, and609

include the block B. This is the preconditioning approach that we have found to be610

the most effective.611

Table 5
Iteration counts of GMRES(20) for the preconditioners xM1 and xM2 with ν � 1 and varying

n and κ. The symbol ‘-’ marks no convergence to a relative residual tolerance of 10�8 within 500
iterations. The two schemes failed to converge for κ   10�4.

κ
n xM1

xM2

32 64 128 32 64 128
100 60 62 60 55 57 62
10�1 67 75 87 62 64 70
10�2 186 215 275 67 125 114
10�3 - - - 99 159 204
10�4 444 285 - 239 78 -
10�5 - - - - - -

Table 6
Iteration counts of GMRES(20) for the inexact versions M1,in and M2,in corresponding to

preconditionersM1 andM2 with ν � 1 and varying n and κ, using approximation pS1 and the exact
S2.

κ
n M1,in M2,in

32 64 32 64
100 14 15 10 11
10�1 17 19 12 14
10�2 25 26 15 16
10�3 33 35 17 21
10�4 34 40 17 21
10�5 29 38 16 21
10�6 24 34 15 19
10�7 25 31 15 17
10�8 22 31 14 18

As per Theorem 4.4, the preconditioned matrix M�1
3 K has one eigenvalue 1 with612

a minimal polynomial of degree 3. We have confirmed for this ideal (yet impractical)613

preconditioner that GMRES takes three iterations to converge.614

In the experiments reported henceforth, we use the approximation pS2 in (4.12)615

for S2; we have found this approximation to be robust with respect to the physi-616

cal parameters. On the other hand, the quality of the approximation of S1 has a617

more dramatic effect on convergence of GMRES, as we discuss below. We consider618

approximations of S1, which result in inexact versions of M1,M2 and M3.619

In Table 7 we show that the approximation of S1 based on the scaled identity620

approximation of T , namely rS1 given in (4.10), is only effective for relatively large621

values of ν and κ. We set ν � 1 and observe a good degree of scalability (nearly622

constant iteration counts) for κ � 1 and κ � 0.1, but convergence starts degrading623
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Table 7
Iteration counts of GMRES(20) with an inexact version of M3, using pS2 and a scaled identity

approximation of S1 with ν � 1 and varying n and κ. The symbol ‘-’ marks no convergence to a
relative residual tolerance of 10�8 within 500 iterations.

n
κ

100 10�1 10�2 10�3 10�4 10�5 10�6 10�7 10�8

32 18 19 21 37 49 76 79 360 -
64 18 19 24 39 75 - - - -
128 19 20 25 44 280 - - - -
256 20 21 28 44 - - - - -
512 21 22 31 39 448 105 - - -
1024 22 23 31 37 464 300 - - -

Table 8
Iteration counts of GMRES(20) for the preconditioner xM3 with ν � 1 and varying n and κ.

n
κ

100 10�1 10�2 10�3 10�4 10�5 10�6 10�7 10�8

32 18 17 18 18 18 18 20 21 23
64 19 19 19 20 21 23 24 38 39
128 20 20 20 23 24 35 37 37 38
256 21 22 22 25 37 32 35 37 39
512 22 23 23 36 36 34 38 39 42
1024 24 25 24 39 37 41 59 60 61

for smaller values of κ, with poor convergence for κ ¤ 10�4.624

In Tables 8 and 9 we consider the much superior approximation of S1 based on625

the incomplete Cholesky factorization with drop tolerance 10�2, namely pS1 defined626

in (4.11). We see that for both values of ν and varying values of κ, the preconditioner627 xM3 is quite robust, although convergence degrades as κ becomes smaller. In Table628

10 we replace the approximation of pS1 by the exact S1, just to confirm that indeed,629

the source of the decline in performance for small values of κ is related to the quality630

of the approximation of S1. We therefore expect that a better approximation, for631

example an incomplete Cholesky factorization with a tighter drop tolerance, would632

yield faster convergence in most cases.633

Finally, in Table 11 we show that when the difference in scale between ν and κ is634

smaller, then preconditioned GMRES with xM3 performs remarkably well even when635

the parameters are small.636

6. Concluding remarks. We have considered the MAC discretization of the637

Stokes–Darcy equations and have designed a robust and scalable preconditioner for638

the corresponding linear system. Our conclusions are: (i) The MAC discretization639

gives rise to attractive sparsity patterns of some of the block matrices, which we are640

able to take advantage of for approximating the Schur complements. (ii) It is crucial641

to include the coupling equations (interface conditions) in the preconditioner. (iii)642

The nonsymmetry of the coefficient matrix is mild and it is possible to design a solver643

based on spectral considerations. The analysis reveals a rich and interesting spectral644

structure. The inexact block lower triangular preconditioner xM3 seems promising in645

terms of robustness with respect to the values of the physical parameters. Among its646

attractive features is our ability to form effective and relatively cheap approximations647
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Table 9
Iteration counts of GMRES(20) for the preconditioner xM3 with ν � 10�2 and varying n and κ.

n
κ

100 10�1 10�2 10�3 10�4 10�5 10�6 10�7 10�8

32 16 15 16 16 17 19 20 37 39
64 17 16 17 18 20 21 35 36 38
128 18 18 18 11 21 32 33 35 37
256 18 20 21 11 11 11 11 11 11
512 20 30 14 13 12 12 11 11 11
1024 20 32 16 14 13 13 12 12 12

Table 10
Iteration counts of GMRES(20) for the inexact version of preconditioner M3 with ν � 10�2

and varying n and κ, using the exact S1 and approximation pS2.

n
κ

100 10�1 10�2 10�3 10�4 10�5 10�6 10�7 10�8

32 14 14 15 15 16 17 19 20 22
64 14 14 15 15 15 17 19 20 31
128 14 14 14 7 15 16 18 20 37

of the Schur complements S1 and S2.648
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Appendix A. Related block preconditioners. We have considered several765

additional options for block preconditioners, with some minor changes (e.g., sign766

changes) in comparison to the ones we have analyzed in Section 4.1:767

�M1 �
��Ad 0 0

0 �S1 0
0 0 S2

�, �M2 �
��Ad 0 0
G �S1 0
0 0 S2

�, �M3 �
��Ad 0 0
G S1 0
0 B S2

�.768

We first provide a summary of the eigenvalues of the preconditioned matrices associ-769

ated with the above preconditioners. The preconditioned matrix �M�1
1 K has a large770

number of complex eigenvalues. The preconditioned matrix �M�1
2 K has three distinct771

eigenvalues: the eigenvalue 1 with algebraic multiplicity 2n2 � n and the complex772

eigenvalues 1�?3ı
2 (ı2 � �1) with multiplicity n2 each. Compare this with M�1

2 K,773

which has four distinct eigenvalues, as per Theorem 4.3. The preconditioned matrix774 �M�1
3 K has three distinct eigenvalues: the eigenvalue 1 with algebraic multiplicity n2,775

the eigenvalue �1 with algebraic multiplicity n2 � n, and the eigenvalues �?2 � 1776

with multiplicities n2 each. We now prove these results.777

Theorem A.1. The eigenvalues of �M�1
2 K are778
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(i) 1 with multiplicity 2n2 � n;779

(ii) 1�?3i
2 with multiplicity n2 each.780

Proof. The preconditioned matrix is given by781

�M�1
2 K �

��I A�1
d GT 0

0 I �S�1
1 BT

0 S�1
2 B 0

�.782

Let
�
xT yT zT

�T
be an eigenvector of �M�1

2 K associated with eigenvalue λ. We783

write the corresponding eigenvalue problem as follows:784

x�A�1
d GT y � λx,(A.1a)785

y � S�1
1 BT z � λy,(A.1b)786

pBS�1
1 BT q�1By � λz.(A.1c)787788

Let us consider the vector
�
xT yT zT

�T � �
xT 0 0

�T
, where x � 0. Then789

equations (A.1), along with λ � 1, are satisfied and hence this vector is an eigenvector790

of �M�1
2 K. Since x P Rn2�1, 1 is an eigenvalue with multiplicity n2.791

If λ � 1 and y � 0, the three equations of (A.1) are simplified to792

A�1
d GT y � 0,(A.2a)793

BT z � 0,(A.2b)794

By � 0.(A.2c)795796

Since BT has full rank, (A.2b) leads to z � 0. From (A.2c) we have By � 0. Since797

B P Rn2�p2n2�nq has rank n2, the null space of B has dimension p2n2�nq�n2 � n2�n.798

From the proof of Theorem 4.1, y satisfies GT y � 0. Thus, the multiplicity of the799

eigenvalue 1 with eigenvector
�
xT yT 0

�T
with y � 0 is n2 � n. Therefore, 1 has800

multiplicity 2n2 � n.801

If λ � 1, from (A.1b), we have By � 1
1�λBS

�1
1 BT z. Using (A.1c), we have802

1

1 � λ
z � λz.803

Thus, z � 0 and804

λ2 � λ� 1 � 0,805

that is λ � 1�?3i
2 . Since z � 0 P Rn2�1, the eigenvalues 1�?3i

2 have multiplicity n2806

each.807

Theorem A.2. The eigenvalues of �M�1
3 K are808

(i) 1 with multiplicity n2;809

(ii) �1 with multiplicity n2 � n;810

(iii)
?

2 � 1 � 0.4142 and �?2 � 1 � �2.4142 with multiplicity n2 each.811

Proof. The preconditioned matrix is given by812

�M�1
3 K �

��I A�1
d GT 0

0 �I S�1
1 BT

0 2S�1
2 S�1

1 �I

�.813
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Thus, n2 of the eigenvalues of �M�1
3 K are 1, and the remaining ones are the eigenvalues814

of815

H �
� �I S�1

1 BT

2S�1
2 S�1

1 �I


.816

We write the corresponding eigenvalue problem for H and obtain817

�y � S�1
1 BT z � λy,(A.3a)818

2S�1
2 By � z � λz.(A.3b)819820

If λ � �1, then821

S�1
1 BT z � 0,822

2S�1
2 By � 0.823824

Therefore, BT z � 0 and By � 0. Since B is full rank, z � 0 and y is the null space825

of B with dimension p2n2 � nq � n2 � n2 � n.826

If λ � �1, from (A.3a) we have y � p1� λq�1S�1
1 BT z. Therefore y, z � 0. From827

(A.3b), we have828

p1 � λqz � 2S�1
2 By � 2S�1

2 p1 � λq�1S�1
1 BT z � 2p1 � λq�1z,829

which gives p1 � λq2 � 2. Therefore λ � �?2 � 1. Since BT has full rank, the830

eigenvalues �?2 � 1 have multiplicity n2 each.831
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