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Abstract—In this article, we investigate the value of gaze-driven adaptive interventions to support the processing of textual documents

with embedded visualizations, i.e., Magazine Style Narrative Visualizations (MSNVs). These interventions are provided dynamically by

highlighting relevant data points in the visualization when the user reads related sentences in theMSNV text, as detected by an eye-tracker.

We conducted a user study duringwhich participants read a set ofMSNVswith our interventions, and compared their performance and

experience with participants who received no interventions. Our work extends previous findings by showing that dynamic, gaze-driven

interventions canbedelivered based on reading behaviors inMSNVs, awidespread formof documents that have never been considered for

gaze-driven adaptation so far. Next, we found that the interventions significantly improved the performance of users with low levels of

visualization literacy, i.e., those users who need help themost due to their lower ability to process and understand data visualizations.

However, high literacy users were not impacted by the interventions, providing initial evidence that gaze-driven interventions can be further

improved by personalizing them to the levels of visualization literacy of their users.

Index Terms—Narrative visualizations, gaze-driven adaptation, personalization, highlighting, eye-tracking, user characteristics

Ç

1 INTRODUCTION

VISUALIZATIONS are typically designed following a one-
size-fits-all approach, meaning that they do not take into

account individual differences in their users. There is, how-
ever, mounting evidence that user characteristics such as
cognitive abilities and personality traits, can significantly
influence user experience during information visualization
(InfoVis) tasks, even with well-designed, thoroughly evalu-
ated visualizations, e.g., [1], [2], [3], [4]. These findings have
prompted researchers to study user-adaptive information visu-
alizations, i.e., visualizations that can recognize the specific
needs and abilities of their users, and adapt various aspects
of the visualization accordingly.

The first examples of adaptive visualizations leveraged
user actions with an interactive visualization system to
detect evidence that the user is not working well with the
current visualization, and suggest a suitable alternative,
e.g., [5], [6]. More recently, researchers have been investigat-
ing eye-tracking data as a source of information to predict
user needs and drive adaptation. Eye-tracking is especially
suitable for delivering adaptation in visualization because it
can directly capture visual processes that are fundamental
for working with a visualization. Eye-tracking data has also
the advantage of being available in both interactive and
non-interactive visualizations.

Existing research has shown that eye-tracking data
can be used to predict in real-time several long-term user

characteristics and short-term states known to influence
visualization effectiveness, such as users’ perceptual abilities
[7], [8], [9], interest [10], confusion [11] and cognitive
load [12]. Whereas these predictions of user long-term char-
acteristics and short-term states have yet to be used for adap-
tation, there is initial evidence on the effectiveness of
adaptation simply based on detecting specific user gaze
behaviors, i.e., gaze-driven adaptation. Specifically, G€obel et al.
[13] and Bektas et al. [14] have shown that gaze-driven adap-
tation can facilitate the processing of maps.

We contribute to this body of research by investigating
gaze-driven adaptation as a means to support the process-
ing of visualizations embedded in narrative text, known as
Magazine-Style Narrative Visualization (MSNV for short) [15].
We focus on MSNVs featuring bar charts, one of the most
ubiquitous visualizations found in MSNV documents such
as newspapers, scientific articles, blogs, textbooks [16]. We
also investigate the potential value of long-term user charac-
teristics to further personalize the delivery of gaze-driven
adaptation in MSNVs.

As it is often the case for multimodal documents, proc-
essing MSNVs can be challenging due to the need to split
attention between two information sources, with a possible
increase in cognitive load and a negative impact on compre-
hension [17]. This challenge can be exacerbated in MSNVs
as there are often multiple sentences in the text, called refer-
ences, that solicit attention to different aspects of the accom-
panying visualization (see example in Fig. 1). In particular,
identifying which data points in the visualizations corre-
spond to each reference is a well-known difficulty in
MSNVs [18], [20], [21], [22], [23].

Based on these results, in this paper we design and eval-
uate a form of cuing (i.e., adding visual prompts that guide
user attention) that aims to facilitate MSNV processing
by highlighting the relevant data points in the visualization
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when a user reads a reference in the text, as detected by an
eye-tracking device. We also conducted an exploratory anal-
ysis to understand whether the effectiveness of this gaze-
driven adaptation depends on user characteristics previ-
ously shown by Toker et al. [21] to exacerbate difficulties in
processing bar-chart-based MSNV. We do so to ascertain if
the gaze-driven adaptation should be further personalized
to any of these user characteristics. Thus, the research ques-
tions we examine in this paper are as follows:

Does gaze-driven highlighting of relevant parts of an MSNV
graph improve user performance and subjective experience with
bar-chart-based MSNVs, compared to users who received no such
highlighting? Do the results depend on user characteristics that
were previously found to influence MSNV processing?

To answer these questions, we conducted a user study
during which participants read a set of 14 MSNV with our
proposed gaze-driven highlighting interventions, and we
compared their outcomeswith those of userswho underwent
the same task without interventions in the study described in
Toker et al. [21].

Our results show that the proposed highlighting inter-
ventions specifically helped users with low levels of visuali-
zation literacy (vis literacy for short), i.e., users with a lower
ability to process and understand data visualizations [22].
This finding is significant because it shows that the adaptive
interventions benefited those users who needed help the
most. Our results also show that users with high vis literacy
were not impacted by the interventions, but their perfor-
mance still had room for improvement. This suggests to fur-
ther examine adaptive interventions personalized to be
helpful for high vis literacy users.

Our work contributes to existing research in two ways.
First, it broadens the evidence on the value of eye-tracking
for adaptive visualizations. Prior to our work, gaze-driven
adaptation has only been used to support the processing of
map-based visualizations [13], [14]. Our results extend these
findings both by looking at a different visualization type
(bar charts) and by focusing on MSNV, a widespread con-
text of usage for visualizations that has not yet been investi-
gated for gaze-driven adaptation.

A second contribution is that our results are the first to
show that long-term user characteristics can influence the effec-
tiveness of gaze-driven adaptation in visualization, calling
for further research on how these interventions can be per-
sonalized to these long-term characteristics.

2 RELATED WORK

2.1 Need for Adaptation in InfoVis

Short-term states such as cognitive overload [23] and confusion
[24] can directly reveal when the user is struggling while
performing a task with a visualization, signalling that real-
time support addressing the specific user difficulties would
be beneficial.

There is extensive evidence that long-term user characteris-
tics (e.g., cognitive abilities, personality traits) significantly
influence visualization processing, in a way that warrants
providing support adapted to these user differences. For
instance, low levels of the cognitive abilities perceptual speed
and visual working memory (WM) have been linked to lower
performance in simple analytic tasks with bar-chart-based
visualizations [1], [25]. Low levels of spatial abilities have
been linked to worse performance in map reading tasks [26]
and probabilistic reasoning tasks performed with icon array
visualizations [27]. Low vis literacywas found to hinder user
experience during decision-making tasks supported by
maps and deviation charts [4], as well as during processing
network visualizations in science museums [28]. Users with
low levels of need for cognition, a personality trait, obtained
worse performance than their counterparts in low-level ana-
lytical taskswith colored boxes [29].

Several long-term user characteristics have also been
linked to user performance during static (i.e., non-adaptive)
MSNV processing. Toker et al. [21] tested the influence of
nine user characteristics on user performance when complet-
ing the task of reading and answering comprehension ques-
tions about static bar-chart-based MSNVs extracted from
real-world sources. Results showed that users with low levels
of reading proficiency and verbal WMwere significantly slower
in task completion than users with high levels of these abili-
ties. Users with low levels of vis literacy, need for cognition and
verbal IQ were significantly less accurate on comprehension
questions than their counterparts. Off-line analysis of users’
eye-tracking data showed that these worse performances
were due in part to difficulties in identifying referenced data
points in the MSNV visualizations. In this paper, we leverage
the same set of static MSNVs used in Toker et al. [21], but
embed them in a platform that delivers gaze-driven interven-
tions that dynamically highlight referenced data points. We
evaluate their effectiveness and if/how it is modulated by
the five user characteristics that were found to impact perfor-
mance in Toker et al. [21], with results linking the intervention
effectiveness to the user’s levels of vis literacy.

2.2 Eye-Tracking for User Adaptation

Existing research has investigated the potential of eye-track-
ing to support adaptation by detecting in real-time relevant
user gaze patterns, short-term states, and long-term user
characteristics.

Gaze-driven adaptation, which reacts to specific user
gaze patterns, has been investigated in several domains. For
instance, gaze-driven prompts were used to refocus student
attention back to the screen when they look away while
interacting with educational software, with positive results
on student learning [30]. Shirazi et al. [31] adapted online
advertisements based on what information users look at in
e-commerce webpages. In InfoVis, gaze-driven adaptation

Fig. 1. An example of MSNV document with multiple references, with the
first two underlined by us for easier identification. Arrows identify the dif-
ferent data points the underlined sentences refer to in the MSNV bar
graph. Source: The Economist - Dec 22, 2012.
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has been studied to support map reading [13], [14]. G€obel
et al. [13] dynamically placed the legend of a map next to
where the user was looking and highlighted in the legend
the symbols that lied in the area of gaze location, with posi-
tive results for processing time and user satisfaction. Bektas
et al. [14] deemphasized the parts of a map that were outside
the user’s focus of attention, but this adaptation did not ben-
efit users in simple visual search tasks.

Research has shown that eye-tracking can reveal more
about the users than where they look. In particular, eye-
tracking data has been used to predict user short-term states
such as boredom [32] and mind wandering [33] in educa-
tional settings, as well as interest [10], confusion [11] and
cognitive load [12] during visualization tasks. In the context
of visualization processing, there has been results on leverag-
ing eye-tracking to predict long-term cognitive abilities rele-
vant for adaptation, such as perceptual speed, verbal WM,
visualWM, visual scanning [7], [8], [9]. These results showed
that eye-tracking can reveal rich information about users.
However, thus far only thework byD’Mello et al. [33] on pre-
dicting mind wandering while studying educational text has
been used to drive adaptation, in this case prompting the
user to refocus their attention.

2.3 Cuing for InfoVis and Multimodal Documents

There has been a recent interest in studying cuing, i.e., add-
ing visual prompts that guide user attention, to support
visual analytics tasks, see Collins et al. [34] for an overview.
So far these cues have been typically predefined and pro-
vided upfront to everyone, e.g., [35], [36], [37], which may
not suit the needs of all users. Other research showed that
cuing can facilitate the processing of multimodal instruc-
tional material consisting of text and diagrams or pictures
(but not visualizations), see Van Gog [19] for an overview. In
particular, color coding to match parts of the text and
graphics was found to increase comprehension [38], [39].
This color coding was provided either upfront [38] or at the
user’s request when clicking on a specific paragraph [39].

Other work [18], [40], [41], [42], [43], [44] investigated
cuing for supporting the processing of MSNV documents.
Specifically, Steinberger et al. [18] studied colored lines that
were drawn upfront over the document to link words in the
text to the corresponding information in the visualization.
The cues were evaluated in a task requiring users to seek spe-
cific information (targets) inMSNVs. The targets were prede-
fined so that the linking could be provided upfront, and the
number of targets was limited to avoid clutter. Results
showed that this form of cuing reduced search time. How-
ever, providing all cues upfront is hard to scale to MSNVs
with a large number of references, as it is often the case in
real-world documents (e.g., Pew Research documents on
public policy can include up to 30 references [20]), because
many cues can visually clutter the document and create over-
laps, thus diminishing the effectiveness and readability of the
visualization. Zhi et al. [40] offered visual cues at the user’s
initiative, by highlighting relevant data points in the visuali-
zation when selecting a reference in the text, and vice versa.
Results showed that the highlighting improved user-
perceived satisfaction and amount of interaction with an
MSNV, but not their performance on comprehension and
recall tasks compared to not receiving the highlighting.

Metoyer et al. [43] proposed a similar approach to Zhi et al.
[40] for sports narratives with visualizations, albeit with no
evaluation. Latif et al. [42] proposed an approach to ease the
implementation of visual cues in MSNVs triggered by hover-
ing the mouse over references, whereas we show how to
design and implement cues triggered by gaze. Adar et al. [44]
proposed a system to personalize visualizations and texts
based on a user’s location andmouse clicks, with no end-user
evaluation. Badam et al. [41] investigated interactive MSNVs
in which specified visualizations were displayed at the user’s
demand when the user clicked on a reference in the text.
They found that this approach improved user performance
compared to documents with no visualization at all. We
extend [18], [40], [41], [42], [43], [44] in two ways: first, we use
eye-tracking to trigger the interventions, thus offering an
effortless way to trigger the visual cues. Second, we investi-
gate the influence of user characteristics on the effectiveness
of the interventions, as it is possible that the tested visual
cues do not suit all users depending on their needs and
preferences.

The form of gaze-driven cuing we adopt in this paper was
originally proposed at a workshop [45], albeit without imple-
mentation nor evaluation, and is further inspired by a study
that compared different ways of highlighting relevant bars in
stand-alone bar charts, i.e., not embedded inMSNVs [46]. We
rely on this work because it explicitly investigated cuing dis-
played during the task as opposed to provided upfront, as
done in [18], [35], [36], [37], or upon specific user requests, as
done in [40], [41]. The study tested various forms of highlight-
ing interventions, including thickening the border of the rele-
vant bars and deemphasizing non-relevant bars. These
interventions were tested in a series of fictitious, low-level
analytical tasks. For each task, the user would see a bar graph
and a question asking to retrieve and compare specific data
points, with the bars corresponding to these data points being
highlighted all at once after a predefined time delay. This
delay was added to mimic the effects of receiving cuing
dynamically during bat chart processing and ascertain if it
could be annoying or distracting. Results showed that users
performed significantly better when receiving the interven-
tions, compared to receiving none, providing preliminary evi-
dence on the potential of cuing for bar chart processing. We
extend this work by studying amore realistic and challenging
usage context of bar charts, namely MSNVs, and by using
eye-tracking to trigger the interventions in a timely manner
based on reading behaviors. We also link interventions effec-
tiveness to the levels of visualization literacy of the user, thus
highlighting the need for personalization inMSNVs.

3 ADAPTIVE MSNV

In this section, we first describe the MSNVs that we leverage
to evaluate our proposed gaze-driven highlighting interven-
tions. Then, we describe the design of these interventions
and their implementation for the target MSNVs.

3.1 MSNV Dataset

We used a set of 14 static bar-chart-based MSNVs that Toker
et al. [21] derived from an existing dataset of MSNVs
extracted from real-world sources, e.g., Pew Research, The
Guardian, The Economist [20]. To keep the study complexity
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manageable, theseMSNVs feature only bar charts, one of the
most commonly used visualizations in real-world docu-
ments [16]. The references in this dataset had been previ-
ously identified via a rigorous coding process, indicating
which data points in each visualization correspond to each
sentence(s), as detailed in Kong et al. [20]. EachMSNV in this
dataset consisted of “snippets” of larger source documents
whereby each snippet included a self-contained excerpt
from the original text and one accompanying bar chart. We
use this format in order to more easily control for different
factors of complexity of the MSNVs that might impact their
processing. In particular, the 14 MSNVs were selected to
include a balanced variety of bar chart types (4 simple, 6
stacked, 4 grouped), length (measured in terms of the num-
ber of words and references) and the number of referenced
data points. Fig. 2 shows two MSNVs with different com-
plexity, whereas Table 1 shows summary statistics on the
composition of the 14 MSNVs. The selection process is fully
described in Toker et al. [21].

3.2 Design of the Gaze-Driven Highlighting

Our proposed gaze-driven interventions dynamically highlight
those bars in anMSNV chart corresponding to the reference the
user is reading, as detected by eye-tracking.1 The rationale for
this form of guidance is to drive users’ attention to the appro-
priate data in the charts when it is most relevant, i.e., when the
user is attending to that piece of information in the text.

Designing these highlighting interventions entails sev-
eral challenges related to determining the main properties
of the interventions, namely: (i) what type of highlighting to
use; (ii) when exactly to trigger the intervention during the
reading of a reference; (iii) whether interventions should be
incrementally added to the bar chart as references are read,
or whether previous interventions should be removed so
that only one is active at any given time.

Testing values for all these properties in a formal study is
not feasible as it would generate too many study conditions.
Instead, we conducted dedicated pilot studies to identify a
suitable value for each of these three properties, based on the
feedback provided by the pilot participants. In these pilots,
the participants read the same set of 14 MSNVs and com-
pleted the same task as in the main study (described in
Section 4.2), with various versions of the adaptive interven-
tions based on the property values we wanted to test.

Participants were then interviewed to elicit their preferences
and feedback.

Highlighting Type. For this property, we chose to pilot test
the two types of highlighting found to be most effective at
supporting bar chart processing [46] (see related work):
thickening the border of the relevant bars, and desaturating
non-relevant bars (see Fig. 3 for examples).

Five out of 6 pilot users reported that desaturating bars
was too disruptive because it removes context by making it
difficult to see the desaturated bars even if they wanted to.
Based on this feedback we retained thickening of the border
of the bars for the study. The borders are always thickened in
black so as to use a neutral color that has no other visual
encoding in the bar charts of theMSNVs, as done in Carenini
et al. [46]. To ensure that the black outlines are noticeable for
all the bars in the dataset, we adjusted the brightness and sat-
uration of all bar colors so that their contrast ratio with the
black outline is consistent across MSNVs. We ensured that
the colors remainwell visible and distinguishable.

Intervention Timing. Because we want to trigger interven-
tions when a user is reading references in the text, we use
an eye-tracker to track the user’s fixations (gaze maintained
at one point of the screen) over these references. An inter-
vention for a reference is then triggered whenever a suffi-
cient number of fixations on the related sentences have been
detected. An open question, however, is when exactly to
trigger the intervention during the reading of a reference,
e.g., at the start of the sentence, when the sentence has been
fully read, somewhere in between.

For this study, we chose to test the option of triggering
the interventions when the user has read more than half
of the sentence, so that they have sufficient context to

Fig. 2. Two MSNVs with different levels of complexity: (i) the one on the left with one reference (dashed underlines, added to this figure for clarity) and
a simple bar chart, (ii) one on the right with three references and a stacked bar charts showing many more data points.

TABLE 1
Summary Statistics for the Properties of the MSNVs

MSNV Property Min Max Mdn Mean SD

Total number of words in
narrative text

43 228 75 90.8 49.7

Total number of sentences
in narrative text

2 14 4 4.9 3.0

Total number of references
in narrative text

1 7 3 2.8 1.8

Total number of data points
in visualization

4 63 14 22.1 19.7

Total number of referenced
data points

2 24 6 10.1 7.8
1. A video of the interventions is available in the documentation

folder at http://github.com/ATUAV/ATUAV_Experimenter_Platform.
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process the relevant bars in the chart. The opposite
approach is to trigger the intervention as soon as the user
starts reading the sentence, but we deemed this to be poten-
tially too distracting, and prone to error as the interventions
might be triggered by a few spurious or slightly inaccurate
fixations. The challenge here is that the number of fixations
needed to process a reference can depend on its length, dif-
ficulty or phrasing, as well as on the reading speed of each
user. We leveraged the eye-tracking data collected in Toker
et al. [21], which used the same dataset as we use here, to
compute the average number of fixations users spent on
each reference in our target MSNVs. This average ranges
from 8 for the shortest reference to 45 for the longest one
(overallmean ¼ 24; st: dev: ¼ 10).

Next, we needed to define which percentage of this aver-
age number of fixations per reference should be considered
as sufficient for having processed the reference and for trig-
gering the intervention. A high percentage is risky because
it is prone to triggering interventions too late, such as when
the user has finished reading the reference and has moved
to subsequent text. This is especially true for fast readers or
readers who skim through the text, as they would generate
fewer than average fixations on a sentence.

We chose to first pilot a trigger threshold of 60 percent,
i.e., for each reference, the corresponding intervention is trig-
gered when 60 percent of the average fixations required to
read it are detected. Five out of 6 pilot users reported that the
interventions seemed to appear too late (e.g., “It feels like there
is a delay”). We also noticed that 3 of these users each trig-
gered less than 70 percent of the interventions, either because
they were reading fast and thus did not generate enough fix-
ations over the reference, or because our 60 percent threshold
was generally too conservative. Based on this feedback we
lowered the trigger threshold to 40 percent, to better ensure
that the interventions would be triggered, even by faster
readers. Although for some users this threshold might trig-
ger interventions when they are just partway through read-
ing a sentence, for our purposes, it is important to make sure
that as many interventions as possible are delivered, given
the objective to investigate the effectiveness of these inter-
ventions compared to not receiving them. We tested this
40 percent threshold with two additional pilot users, who
triggered most interventions and found their timing to be
suitable, and thuswe retained this threshold for the study.

Intervention Removal. Because most MSNVs contain multi-
ple references, we had to determine whether previously trig-
gered interventions should be left active or removed upon the
delivery of a new one. Leaving all interventions active is
shown in Fig. 4A, in which four references (underlined) were
read, of which the current one is at the bottom, and all the cor-
responding bars are all highlighted. This approach facilitates

going back to the previous references, which can be useful if
the user forgot some information, or wants to compare data
points across references. A possible drawback is that having
too many highlighted bars might become overwhelming, and
might make it difficult to discern the bars related to the cur-
rent reference read (e.g., the ‘Catholics’ bars in Fig. 4 A, corre-
sponding to the reference at the end of the text), especially in
documentswithmany references.

An alternative strategy is to remove all previous inter-
ventions, as shown in Fig. 4B, where only the ‘Catholics’
bars (i.e., the latest intervention) are left highlighted. With
this approach, the user can easily focus on the most current
intervention but cannot refer to previous ones anymore.

Pilot testing both strategies with 6 users revealed mixed
feelings, with no clear winner. Four users reported that
removing the previous highlighting was unhelpful because
they could not remember what bars they already processed.
Two of them said they often had to go back and re-read the
text due to that. Three pilot users liked having all the inter-
ventions after reading the entire text because it provides “a
good visual summary of the salient information described in the
MSNV”.However, five out of 6 users reported difficulties in
distinguishing between the previously highlighted bars and
the recent ones with this strategy.

To account for this feedback we implemented a third strat-
egy designed to leverage the pros of the previous two without
the drawbacks. This strategy involves keeping previous high-
lights but desaturating the thickening so that the black outline
becomes gray (see Fig. 4C), thus distinguishing themost recent
highlighting from the previous ones. We pilot tested this strat-
egy with two additional users, who provided very positive
feedback. Thus, we retained it for themain study.

3.3 Platform to Test Adaptive MSNV

The gaze-driven interventions evaluated in this paper are
generated by a platform (briefly described in this section)
we have developed to deliver and evaluate interventions in
user-adaptive visualizations. The platform,2 described in
Lall�e et al. [47], consists of the following components.

A back end component processes eye-tracking data in real-
time by establishing a connection with the eye-tracker, fetch-
ing the raw data at the eye-tracker’s sampling rate, and
processing it to extract fixations and other higher-level infor-
mation that can be used to trigger adaptation. Fixations are
detected by a real-time implementation of the popular ID-T
algorithm [48], which identifies fixations as groups of conse-
cutive gaze samples with low dispersion and sufficient dura-
tion. We set the maximum dispersion to 35 pixels and the
minimum duration to 100ms, as we found that these values
approximate the fixations detected offline by Tobii’s proprie-
tary algorithm on the gaze data collected in Toker et al. [21].
Fixations are captured both over the entire screen andwithin
pre-specified Areas of Interest (AOIs). For this study, the
AOIs are the individual reference sentences in each MSNV
in our dataset, and the platform tracks user fixations over
these AOIs.3

Fig. 3. Sample highlighting of the top two bars, via thickening of their bor-
ders (left), and desaturating the other bars (right).

2. Link to code and documentation: http://github.com/ATUAV/
ATUAV_Experimenter_Platform/tree/master/

3. We used a JS script (included in the platform on Github) to auto-
matically extract the AOIs coordinates from the documents.
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A middle end component manages the delivery of adapta-
tion by evaluating a set of adaptation rules over the live-
stream of eye-tracking features generated by the back end.
For this MSNV study, there is one general rule that initiates
an intervention when the number of detected fixations over
a given reference exceeds its triggering threshold (see
Section 3.2). The middle end also provides functionalities to
evaluate the adaptation via user studies, e.g., data logging,
task randomization, and the display of questionnaires and
tests as needed.

A client side component displays the target visualization
(in our case the MSNVs) and the adaptive interventions
upon notification from themiddle end. Interventions are dis-
played in the visualizations via JavaScript callbacks, using
the D3 andAngular JavaScript libraries.

4 USER STUDY

To evaluate the gaze-driven adaptive highlighting for
MSNVs described in the previous section, we used a between-
subject design,where we compare the performance of a group
of users who readMSNVwith the highlighting interventions
(adaptive group) and a control group that reads the same
MSNV with no highlighting. The data for the control group
comes from the study reported in Toker et al. [21], referred to
as control study from now on. The data for the adaptive group
comes from the study we describe in the rest of this section
(adaptive study from now on). The two studies use the exact
same task and procedure, fully described in [21] and summa-
rized in Section 4.2.

4.1 Participants

A total of 119 subjects were recruited in the studies via
advertising at our campus and on Craigslist and were paid
$35 for participating. The control study [21] included 56
subjects (32 female), with age from 19 to 69 (M ¼ 28; SD ¼
11). For the adaptive study, we recruited 63 participants (34
female), with age from 18 to 59 (M ¼ 25; SD ¼ 8). In both
studies, about 60 percent of the participants were uni-
versity students, and the others were from a variety of
backgrounds (e.g., retail manager, restaurant server, artist,
nurse, retired).

4.2 Study Procedure

The study procedure involves a single session lasting at most
90 minutes. The session starts with the participant undergo-
ing calibration with the eye-tracker, a Tobii T-120 camera-
based remote eye-tracker embedded in a display of 1280 x
1024 pixels, with a sampling rate of 120 Hertz. Next, partici-
pants are given the task of reading an MSNV document on
the computer screen, and signal when they are done by click-
ing ‘next’. At this point, they see a screen with a set of ques-
tions that elicit their opinion of the document and test their
comprehension (see Section 4.4). Participants perform this
same task for the 14 MSNVs described in Section 3.1, taking
on average 20 minutes. The ordering of the 14MSNVs is ran-
domized for each participant. Participants are not given a
time limit to read the MSNVs, nor training on the interven-
tions, to mimic how they might be used in realistic settings.
To ensure that participants dedicated adequate effort to the
task, a $50 bonus was promised for the three participants
with the best performance, evaluated in terms of both speed
and accuracy. In the adaptive study, participants also filled
out a postquestionnaire to rate the usefulness and ease of use
of the adaptation (Section 4.4). They were also briefly inter-
viewed to discuss their ratings.

Standard tests from psychology were used to assess, for
each participant, a battery of user characteristics (described
in the next section) that might influence how MSNVs are
processed and how participants react to adaptive interven-
tions. To reduce fatigue, some of these tests, which are com-
puter-based and do not require an invigilator, were given to
participants to do at home prior to the experiment. The rest,
which was either paper-based or required specialized soft-
ware not available remotely, were administered during the
study session. See Toker et al. [21] for more details on the test
administration procedure, which was kept identical in the
adaptive study.

4.3 User Characteristics

Nine user characteristics were measured in both the control
and the adaptive study, to keep the same study procedure.
As we discussed in the related work, only five out of these
nine were found to influence user performance when proc-
essing MSNVs in Toker et al. [21], i.e., low levels of these

Fig. 4. Example removal strategies. The 4 references underlined in the text have been read, with the one at the bottom being the current one active.
(A) keep all highlighting; (B) remove previous highlighting; (C) desaturate previous highlighting in grey.
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characteristics were linked to worse performance. Because
of their link to performance, we focus on these five for our
analysis of how user characteristics might influence the
effectiveness of adaptive interventions for MSNV.

These five user characteristics are defined in Table 2,
along with the standard tests from psychology we used to
measure them, and the mean scores collected over partici-
pants. The first characteristic (vis literacy) relates to how
well users can process visualization; the next three (verbal
WM, reading proficiency, and verbal IQ) relate to the ability
to process textual elements; lastly, need for cognition is a
personality trait defining how much users like effortful cog-
nitive activities. A Kendall rank correlation test shows that
these five measures are not correlated (t < :30).

4.4 Dependent Measures

Two sets of dependent measures used in the adaptive study
were the same as those collected in Toker et al. [21] and
relate to task performance and user experience. In addition, in
the adaptive study we collected measures related to the
user perception of the interventions.

i) Task performance. This set comprises of time on task
and accuracy in processing each MSNV. Time on task
is the time elapsed between when a participant is
shown an MSNV, and when they signal that they are
done reading it by hitting “next”. Accuracy is the
ratio of correct answers to the comprehension ques-
tions that appear after pressing “next“. These were
adapted from Dyson et al. [49] and include two recog-
nition questions asking to recall specific information
from the MSNV, and a title question asking to select a
suitable alternative title for theMSNV as a way to test
overall comprehension.

ii) User experience. This set comprises two subjective
measures about the perceived ease-of-understanding
and interest of the document, assessed on a 5-point
Likert scale.

iii) Perception of the interventions. This set comprises 10
measures related to user-perceived usefulness, ease-
of-use, and satisfaction with the interventions. These
measures were collected via a web questionnaire dis-
played after a participant read all 14MSNVs, inwhich
the participant rated the 10 statements listed in Table 3
on a 7-point Likert scale ranging from “Strongly dis-
agree” to “Strongly agree”. Statements 1-5 ask about
the perceived usefulness of the interventions, includ-
ing possible negative aspects, namely if theywere dis-
tracting or confusing. Statements 6-8 ask about
aspects related to the ease-of-use of the interventions.
The last statements (9-10) gauge satisfaction with the
interventions. This questionnaire was derived from
the Usefulness, Satisfaction, and Ease of use (USE)
questionnaire [50], a popular instrument to evaluate
the usability of user interface features.

5 ANALYSIS OF THE TRIGGERING MECHANISM

To make sure that the intervention triggering mechanism
discussed in Section 3.2 generated enough interventions to
answer our research question, we examined the percentage
of interventions each participant triggered, given the maxi-
mum number of 35 available. Fig. 5 reports these percen-
tages. It should be noted that we discarded 5 users because

TABLE 2
Set of User Characteristics and Tests, and Summary Statistics for the Scores of the Participants

User Char. Definition Instrument Score range Mean score (SD)

VIS LITERACY

Ability to use a visualization to translate questions
specified in the data domain into visual queries in
the visual domain, and to interpret visual patterns
in the visual domain as properties in the data
domain [24].

Visualization Literacy
101 – Bar Chart Test [24]

�2 ; 2 .35 (�.6)

VERBAL WM
Quantity of verbal information (e.g., words) that
can be temporarily maintained and manipulated in
working memory [43].

OSPAN (Operation-word span) [44] 0 ; 6 4.9 (�.9)

READING PROFICIENCY
Vocabulary size and reading comprehension
ability in English [45].

X_Lex Vocabulary Test [45] 0 ; 100 85 (�10)

VERBAL IQ
Overall verbal intellectual abilities that measures
acquired knowledge, verbal reasoning, and
attention to verbal materials [46].

North American Adult
Reading Test [46]

75 ; 125 102 (�9)

NEED FOR COGNITION
Extent to which individuals are inclined towards
effortful cognitive activities [47].

Need for Cognition Scale [47] �36 ; 36 6.5 (�10)

TABLE 3
Questionnaire on the Perception of the Interventions

Component Statements

USEFULNESS

1. I found the interventions useful.
2. I found the interventions useful to
understand the document.
3. I found the interventions useful to
focus on the relevant information.
4. I found the interventions distracted.
5. I found the interventions confusing.

EASE OF USE

6. I found that the timing of the intervention
was right.
7. I found the interventions easy to notice.
8. I found the intervention well-integrated
into the document.

SATISFACTION

9. I was satisfied with the intervention.
10. I would use the interventions in my
daily life.
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of too many invalid gaze samples (as reported by the eye-
tracker), leaving 58 users for this and subsequent analyses.

On average, these 58 participants triggered 81 percent
of the interventions (SD ¼ 19%), and Fig. 5 shows that a
large majority triggered most of the interventions. Specifi-
cally, 46 users (about 79 percent) triggered more than
75 percent of the interventions. The fact that not all inter-
ventions were triggered is to be expected, as it is a normal
reading behavior to skim or even skip some sentences at
times, for example when a text is not of interest to the
participant.

For the 13 participants who triggered less than 75 percent
of the interventions, we investigated whether this was due
to problems with eye-tracking, or to them being fast/skim
readers. To do so, we looked at the attention map for each
of these users, as the attention maps can reveal tracking
issues if they are misaligned with the sentences in the text
and the bar chart. We also checked the proportion of gaze
samples marked as invalid by the Tobii eye-tracker.

The attention map of 8 of these 13 participants showed a
misalignment (see example on Fig. 6) and a high rate of
invalid gaze samples. This technical issue likely interfered
with the intervention delivery mechanism, because accurate
tracking of which reference sentence the user is reading is
necessary to trigger the right intervention at the right time
(see Section 3.3). Therefore, we discarded these users from
further analysis.

There was no obvious issue with the attention maps and
invalid gaze samples for the 5 remaining participants who
triggered less than 75 percent of interventions, and their low
trigger percentage is likely due to a high reading speed or a
tendency to skim the text. Thus, we retained these users,
remaining with 50 participants who, on average, triggered
89 percent of the interventions (st: dev: ¼ 14%). We consider
the proportion of interventions triggered by these 50 users to
be adequate to proceed with our analysis. However, because
there is some variance in their trigger percentage, we will
discuss if/how it affects outcomes for the adaptive group in
the results section.

6 ANALYSIS AND RESULTS

Section 6.1 presents the analysis and results related to our
research questions, namely whether the gaze-driven inter-
ventions improve user performance and experience with
MSNVs, depending on the tested user characteristics. The
next sections present further results within the adaptive
group, namely on how participants perceived the interven-
tions (Section 6.2) and were influenced by the number of
interventions received (Section 6.3).

6.1 Comparison of Control and Adaptive Groups

We compare the performance and experience of the partici-
pants in the control and adaptive groups while accounting
for the possible influence of the 5 user characteristics pre-
sented in Section 4.3 (UC from now on). Recall that we mea-
sure performance in terms of accuracy and time on task, and
user experience in terms of perceived ease-of-understanding
and interest of the MSNV (see Section 4.4). Statistics for these
dependent measures are shown in Table 4.

We ran four mixed models, one per dependent mea-
sure, with group (adaptive, control) and the five UC as the
independent variables. Participant ID and MSNV ID were
added as random effects in the mixed models, to account
for variability across the participants and the documents,
respectively. Each mixed model was fitted with a bidirec-
tional stepwise algorithm for model selection based on
AIC, using the lmerTest package in R. To account for fam-
ily-wise error, resulting p-values from all four mixed mod-
els are adjusted using the Benjamin–Hochberg procedure
to control for the false discovery rate (FDR) [51]. We report
statistical significance at the .05 level, as well as effect
sizes as high for r > :5, medium for r > :3, and low
otherwise.

Results. Because we are interested in the impact of having
or not having adaptive interventions, we focus on results
pertaining to effects involving groups. We found no signifi-
cant main effect of group on the dependent variables, indi-
cating that these interventions are not helpful for all users,
as it is also suggested by the high variance in performance
among participants (see st. dev. in Table 4).

There is a significant interaction effect of vis literacy with
group on accuracy (F1;97 ¼ 12:71; p ¼ :0006; r ¼ 0:34), indi-
cating that the effectiveness of the interventions depends on
the user’s levels of this ability. To interpret this interaction
effect, we divide all participants into three bins that include
an equal number of participants, based on a 3-way split of
their vis literacy scores (Low, Medium, High). As a result, the
High bin includes participantswith a vis literacy score of 1 and
above, the Low bin participants with a score of �0.43 and
under, and the Medium bin everyone else. This approach is

Fig. 5. Percentage of triggered interventions per participants.

Fig. 6. Attention map aligned with the text (left) vs misaligned (right).

TABLE 4
Summary Statistics of Dependent Measures

Measure Control Adaptive

ACCURACY (%) 71.9 (�30) 74.4 (�31)
TIME-ON-TASK (SECS) 56.3 (�32) 60.1 (�33)
INTEREST 3.37 (�1) 3.31 (�1)
EASE-OF-UNDERSTANDING 4.00 (�1.2) 4.05 (�1.2)
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used because the distribution of the vis literacy scores is asym-
metricalwith not established breakpoints to form the groups.4

Fig. 7 shows the interaction effect between vis literacy with
group on accuracy using this three-way split. Post-hoc FDR
adjusted pairwise comparisons show two significant effects
in this interaction:

i) Users with low levels of vis literacy were more accurate
in the adaptive group than in the control group (p ¼
:0009; r ¼ :33), with a substantial boost in accuracy
of nearly 11 percent on average (see Fig. 7, left). It
should be noted that the mixed models revealed no
significant interaction effect of vis literacy and group
on time on task (p ¼ :19; r ¼ :15), indicating that the
increased accuracy of the low vis literacy users with
the adaptive interventions did not come at the
expense of longer time on task.

ii) In the adaptive condition, low vis literacy users were
significantly (p ¼ :006; r ¼ :28)more accurate than high
vis literacy users (see the plain orange line in Fig. 7),
with an improvement in accuracy of about 9 percent.
As for these high vis literacy users, there is no signifi-
cant difference in their accuracy (p ¼ 0:567; r ¼ 0:08)
and time on task (p ¼ 0:954; r ¼ 0:04) among the
control and adaptive group.

6.2 Perception of the Adaptive Interventions

We analyze the perception of the interventions in the adap-
tive group via the ratings that these users provided for the 10
statements related to usefulness, ease-of-use, and satisfac-
tion, described in Section 4.3. Because the ratings for some of
these statements were highly correlated, we selected only
the four most distinct measures, namely those related to per-
ceiving the interventions as useful, delivered timely, confusing
and distracting. Table 5 provides summary statistics for these
measures. Overall, the participants’ ratings were positive for
useful, timing and confusion, with modes of respectively 5
(“somewhat useful”), 6 (“right timing”,) and 2.5 (between
“not confusing” and “somewhat not confusing”). However,
the interventions were found to be “somewhat distracting”
(mode of 5).

6.3 Impact of Percentage of Interventions Received

As discussed in Section 5, there were differences in the per-
centage of interventions triggered by each participant in the
adaptive group (mean ¼ 89%; st: dev: ¼ 14%; min ¼ 31%;
max ¼ 100%). We investigate whether these differences
influence user performance, experience, and perception of the
interventions. To facilitate the analysis, we discretized the
number of received interventions into two bins (High and
Low) via a median split. Users in the Low bin received
77 percent of the interventions on average (st: dev: ¼ 17%;
min ¼ 31%; max ¼ 88%), and users in theHigh bin 97 percent
on average (st: dev: ¼ 2%; min ¼ 91%; max ¼ 100%).

For each of the four measures of performance and experi-
ence (Table 4), we run a mixed model with the percentage of
interventions triggered (Low or High) as the factor, and par-
ticipant ID and MSNV ID as random effects. For each of the
four measures of intervention perception in Table 5, we run
a Kruskal-Wallis test with the percentage of interventions
triggered as the independent. All results are adjusted using
the Benjamin–Hochberg procedure.

We found significant main effects of percentage of inter-
ventions triggered on: (i) time-on-task (F1;171 ¼ 74:97; p <
:0001; r ¼ :55); (ii) distraction (x2

ð1Þ ¼ 6:77; p < :009; r ¼
:35); (iii) confusion (x2

ð1Þ ¼ 5:53; p < :019; r ¼ :38). The
directionality of these effects indicates that participants who
triggered fewer interventions had shorter task times, but
reported more confusion and more distraction.

7 DISCUSSION

We discuss our results in more details and provide insights
for designing and evaluating gaze-driven cues meant to
guide the user’s attention in narrative visualizations.

7.1 Value of Gaze-Driven Adaptation

Our results show that the gaze-driven interventions can
improve comprehension of MSNVs, depending on the user’s
levels of vis literacy. This is noteworthy because so far, previ-
ous work only studied gaze-driven adaptation in maps with
no narrative text [13], thus we broaden the evidence on the
value of eye-tracking for adaptive visualizations. Further-
more, our findings are important because MSNVs constitute
a widespread context of usage of information visualizations,
in fact, they are the most common form of narrative visual-
izations found in real-world media (e.g., press, blogs, scien-
tific reports) [15]. However, MSNVs are known to be
challenging due to the need to integrate the two modalities.
While there has been an interest in alleviating this difficulty
with cues that guide understanding of the narrative, e.g.,
[15], [34], so far such cues have been provided upfront all at
once [18], which does not scale to longer documents with

Fig. 7. Interaction effect of vis literacy with group on accuracy. Error bars
show 95 percent confidence intervals.

TABLE 5
Statistics on Perception of the Interventions

Measure Mean Mode Sd Min Max

USEFUL 4.51 5 1.54 1 7
TIMELY DELIVERY 4.78 6 1.57 1 7
CONFUSING 3.07 2.5 1.66 1 7
DISTRACTING 4.25 5 1.83 1 7

4. An alternative is to create groups with an equal range of vis liter-
acy scores (e.g., -2 to -.67 is Low, .67 to 2 is high, in-between is medium),
which in our dataset yields less balanced groups, but does not change
the statistical results of the post-hoc analysis (effect sizes are even
slightly larger).
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multiple, possibly overlapping references. Cueswere also dis-
played at the user initiative [40], however without improving
comprehension, possibly because not everybody can effec-
tively use and process on-demand cues. We contribute to this
previous work by showing that gaze-driven adaptive cues
can effectively supportMSNVprocessing.

7.2 Role of User Characteristics

Our results are the first to show that long-term user charac-
teristics (in our case vis literacy) can influence the value of
adaptive visualizations. So far, previous studies have linked
user characteristics to user performance in visualizations,
e.g., [21], [25], [26], [27], [28], [29], [52], but not to the effec-
tiveness of adaptive interventions as we do. Thus, our results
provide strong rationales for leveraging user characteristics
for the evaluation of other adaptive visualizations and call
for studying personalization of the interventions.

The fact that userswith low levels of vis literacy benefitted
from the interventions is especially noteworthy because pre-
vious works have confirmed that having low vis literacy cre-
ates a disadvantage when working with visualizations, e.g.,
[4], [21], [28], [53]. Our finding provides promising initial evi-
dence that gaze-driven interventions can help alleviate such
disadvantage in the context ofMSNV processing, somuch so
that low vis literary users outperformed (in terms of accu-
racy) the high vis literacy users in the presence of the inter-
ventions, without taking longer time on task. While high vis
literacy users in our study were neither helped nor harmed
by the interventions, they did not achieve a ceiling effect in
accuracy, as shown by the fact that they were outperformed
by low vis literacy users in the adaptive group. Based on
these findings, it is worthwhile to explore other forms of
guidance that suit better the specific needs of these users,
starting with experimenting with other forms of highlights
proposed for multimodal documents, such as visual
links [18].

7.3 Perception of the Interventions

Participants overall found the interventions to be useful,
delivered at the right timing, and not confusing, suggesting
that the highlights generated a feeling of support to the task,
which matches the finding that some users benefitted from
the interventions. The low levels of confusion are especially
noteworthy because participants received no training with
the interventions prior to the study tasks, thus they could
have misunderstood their meaning or the reasons for their
appearance. Our results suggest that this was not amajor fac-
tor and that the interventions were intuitive enough for most
participants. It is possible, however, that introducing the
users to the interventions beforehand might further improve
the user experience.

Participants also found the interventions to be somewhat
distracting, which is to be expected given that the interven-
tions are provided dynamically during reading. Nonethe-
less, the levels of distraction remain moderate on average,
and participants still reported that they found the interven-
tions to be useful despite this distraction. Furthermore, the
distraction did not escalate into confusion. Still, moving for-
ward it will be important to study the specific reasons for
distraction and ways to mitigate them.

7.4 Design Implications

Our study indicates that cumulatively adding thick borders to
the relevant bars as users read the corresponding references in
the text is suitable to support MSNV processing. Pilot tests
revealed, however, that deemphasizing non-relevant bars
was found to be too intrusive, which contradicts Carenini
et al. [46] who found no difference in terms of user experience
among border thickening and deemphasizing in low-level
analytic tasks with stand-alone bar charts. This suggests that
the effectiveness of different highlighting strategies depends
in part on the target task and visualization, with deemphasiz-
ing or transparency being not suitable forMSNVs.

Our results indicate that the delivery timing of the interven-
tionswas suitable, since participants reported the timing of the
interventions to be right, andwere able to trigger about 90 per-
cent of them on average. This also suggests that there were not
many instances of interventions wrongly triggered because of
spurious fixations detected on a reference, although a detailed
analysis of the eye-tracking logs is needed to ascertain this.

Our results show that the amount of triggered interven-
tions influences the user experience. Specifically, a high
number of triggered interventions correlates with higher
times on task, suggesting that receiving interventions slow
users down. However, as discussed in Section 6.1, we found
no difference in time on task between the adaptive group
and the control group (p ¼ :19; r ¼ :15), which contradicts
this hypothesis. Another possible explanation is that users
who have a shorter time on task were fast readers who,
because of their faster reading speed, happened to trigger
fewer interventions. Additionally, users who received fewer
interventions were significantly more distracted and more
confused. The higher distractionmight be due to the fact that
interventions were triggered more erratically. The higher
confusion might be due to the fact users expected some
important information to be highlighted in the bar charts,
whereas it was not always the case since they received less
highlighting overall. This suggests that improving the con-
sistency of the delivery mechanism could further increase
the effectiveness of the adaptation.

8 CONCLUSION AND FUTURE WORK

This paper proposes and evaluates a novel mechanism that
provides gaze-driven highlighting interventions to help
users process MSNVs, i.e., visualizations embedded in nar-
rative text. Specifically, we leverage eye-tracking to detect in
real time when the user is reading a sentence describing
specified data points in the visualization, so as to dynami-
cally highlight these data points in the visualization. We
compared the performance and subjective experience of par-
ticipants who received the gaze-driven highlighting against
a control group who received none, and we also examined
if users’ performance and experience were influenced by
long-term user characteristics known to play a significant
role during MSNV processing. Our results show that the
interventions were overall well perceived by the users and
they benefitted specifically to users with low levels of vis lit-
eracy, who have lower ability in processing and under-
standing data visualizations. Overall, our work provides
new insights on the value of gaze-driven adaptive guidance
in visualization tasks, a topic that is receiving increasing
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interest in InfoVis [34]. This research is a first step towards
designing personalized gaze-driven support for MSNV
processing. As such, it provides a proof of concept for the
potential of this guidance but also has limitations to be
addressed in future work, as we discuss next.

The documents used in the study were excerpts from
real-world MSNVs, usually quite shorter than the original
documents, and we do not know how our results would
generalize to these. We argue that the type of gaze-driven
guidance we investigate should be even more helpful in lon-
ger, more challenging documents. However, it is possible
that some of our findings on which intervention properties
worked well (e.g., for the type of highlighting, removal
strategies) might have to be adjusted. We plan to address
this point by running a new study focusing on testing the
proposed interventions with full-length MSNV. We also
plan to investigate whether and how properties of the
MSNVs (e.g., length, type of bar chart) influence user per-
formance and the effectiveness of the interventions.

Although users overall appreciated the interventions,
they found them to be somewhat distracting (although this
distraction did not appear to hinder performance or user
experience). We plan to examine how to reduce distraction
and further improve the other scores of user perception,
starting with the analysis of the study post-interviews to
identify specific feedback that we can use to improve the
intervention’s design and delivery.

Although participants were able to trigger most interven-
tions, our mechanism is quite sensitive to reading speed, but
currently is not calibrated to it, causing some users to not
trigger all the available interventions. We plan to investigate
how to include this calibration in a way that is realistic for
real-world settings so that the timing of the interventions
can be personalized to users’ reading speed.

There are several other steps of future work on our
agenda, which will be facilitated by the software platformwe
have devised to support the implementation and the evalua-
tion of gaze-based adaptive visualizations. For instance, we
will experiment with adding cuing that guides the user’s
attention from the visualization back to the relevant reference
in the text (i.e., the relevant references). We will examine
ways to support high vis literacy users with alternative forms
of adaptation that better suit their needs. We will compare
our highlighting interventions with other types of dynamic
cuing, i.e., a gaze-driven version of the static links presented
in Steinberger et al. [18]. We also plan to investigate gaze-
driven adaptation in MSNVs with different visualizations
than bar charts. Altogether, thanks to this platform, we aim to
better understand the value of gaze-driven adaptation across
visualizations and tasks.
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