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Abstract

In this paper, we study the problem of sum-
marizing email conversations. We first build
a sentence quotation graph that captures the
conversation structure among emails. We
adopt three cohesion measures: clue words,
semantic similarity and cosine similarity as
the weight of the edges. Second, we use
two graph-based summarization approaches,
Generalized ClueWordSummarizer and Page-
Rank, to extract sentences as summaries.
Third, we propose a summarization approach
based on subjective opinions and integrate it
with the graph-based ones. The empirical
evaluation shows that the basic clue words
have the highest accuracy among the three co-
hesion measures. Moreover, subjective words
can significantly improve accuracy.

Introduction

reading each individual email one by one, it would
be preferable to read a concise summary of the pre-
vious discussion with the major information summa-
rized. Email summarization is also helpful for mo-
bile email users on a small screen.

Summarizing email conversations is challenging
due to the characteristics of emails, especially the
conversational nature. Most of the existing meth-
ods dealing with email conversations use the email
thread to represent the email conversation struc-
ture, which is not accurate in many cases (Yeh and
Harnly, 2006). Meanwhile, most existing emalil
summarization approaches use quantitative features
to describe the conversation structure, e.g., number
of recipients and responses, and apply some general
multi-document summarization methods to extract
some sentences as the summary (Rambow et al.,
2004) (Wan and McKeown, 2004). Although such
methods consider the conversation structure some-
how, they simplify the conversation structure into

With the ever increasing popularity of emailS, it isseveral Teat.ures and dO not fu”y Utilize |t into the
very common nowadays that people discuss sp&Ummarization process.

cific issues, events or tasks among a group of peo- In contrast, in this paper, we propose hew summa-
ple by emails(Fisher and Moody, 2002). Those disrization approaches by sentence extraction, which
cussions can be viewed as conversations via emailly on a fine-grain representation of the conversa-
and are valuable for the user as a personal infotion structure. We first build aentence quotation
mation repository(Ducheneaut and Bellotti, 2001)graphby content analysis. This graph not only cap-
In this paper, we study the problem séimmariz- tures the conversation structure more accurately, es-
ing email conversationsSolutions to this problem pecially for selective quotations, but it also repre-
can help users access the information embeddedsents the conversation structure at the finer granular-
emails more effectively. For instance, 10 minute#ty of sentences. As a second contribution of this pa-
before a meeting, a user may want to quickly gger, we study several ways to measure the cohesion
through a previous discussion via emails that is gdetween parent and child sentences in the quotation
ing to be discussed soon. In that case, rather thamaph:clue words(re-occurring words in the reply)



(Carenini et al., 2007)semantic similarityandco- thread could greatly improve the accuracy. Simi-
sine similarity Hence, we can directly evaluate thelar results were obtained by Corston-Oliver et al.
importance of each sentence in terms of its cohesidrhey studied how to identify “action” sentences
with related ones in the graph. The extractive sunin email messages and use those sentences as a
marization problem can be viewed as a node rankirgummary(Corston-Oliver et al., 2004). All these ap-
problem. We apply two summarization algorithmsproaches used the email thread as a coarse represen-
Generalized ClueWordSummarizer and Page-Ranétion of the underlying conversation structure.
to rank nodes in the sentence quotation graph andIn our recent study (Carenini et al., 2007), we
to select the corresponding most highly ranked seffiilt a fragment quotation graph to represent an
tences as the summary. email conversation and developed a ClueWordSum-
Subjective opinions are often critical in many conmarizer (CWS) based on the concept of clue words.
versations. As a third contribution of this paper, wéOur experiments showed that CWS had a higher
study how to make use of the subjective opiniongccuracy than the email summarization approach
expressed in emails to support the summarizatidn (Rambow et al., 2004) and the generic multi-
task. We integrate our best cohesion measure tdocument summarization approach MEAD (Radev
gether with the subjective opinions. Our empiricakt al., 2004). Though effective, the CWS method
evaluations show that subjective words and phrasétll suffers from the following four substantial limi-
can significantly improve email summarization.  tations. First, we used a fragment quotation graph to
To summarize, this paper is organized as followg€epresent the conversation, which has a coarser gran-
In Section 2, we discuss related work. After buildingJlarity than the sentence level. For email summa-
a sentence quotation graph to represent the convéigation by sentence extraction, the fragment granu-
sation structure in Section 3, we apply two summadarity may be inadequate. Second, we only adopted
rization methods in Section 4. In Section 5, we stud@ne cohesion measure (clue words that are based on
summarization approaches with subjective opinion§temming), and did not consider more sophisticated
Section 6 presents the empirical evaluation of oupnes such as semantically similar words. Third, we
methods. We conclude this paper and propose fd.ld not consider subjective opinions. FinaIIy, we did

ture work in Section 7. not compared CWS to other possible graph-based
approaches as we propose in this paper.
2 Rdated Work Other than for email summarization, other docu-

ment summarization methods have adopted graph-
Rambow et al. proposed a sentence extraction sumanking algorithms for summarization, e.g., (Wan et
marization approach for email threads (Rambow efl., 2007), (Mihalcea and Tarau, 2004) and (Erkan
al., 2004). They described each sentence in an emaid Radev, 2004). Those methods built a complete
conversations by a set of features and used machigeaph for all sentences in one or multiple documents
learning to classify whether or not a sentence shoulthd measure the similarity between every pair of
be included into the summary. Their experimentsentences. Graph-ranking algorithms, e.g., Page-
showed that features about emails and the emaank (Brin and Page, 1998), are then applied to rank
thread could significantly improve the accuracy ofhose sentences. Our method is different from them.
summarization. First, instead of using the complete graph, we build
Wan et al. proposed a summarization approadhe graph based on the conversation structure. Sec-
for decision-making email discussions (Wan an@nd, we try various ways to compute the similarity
McKeown, 2004). They extracted the issue and reemong sentences and the ranking of the sentences.
sponse sentences from an email thread as a sum-Several studies in the NLP literature have ex-
mary. Similar to the issue-response relationshimlored the reoccurrence of similar words within one
Shrestha et al.(Shrestha and McKeown, 2004) pralocument due to text cohesion. The idea has been
posed methods to identify the question-answer paifermalized in the construct déxical chains(Barzi-
from an email thread. Once again, their resulttay and Elhadad, 1997). While our approach and
showed that including features about the emalkxical chains both rely on lexical cohesion, they are



quite different with respect to the kind of linkagesgeneral, it is difficult to determine whether one frag-
considered. Lexical chain is only based on similarment is actually replying to another fragment. We
ities between lexical items in contiguous sentenceassume thaany new fragment is a potential reply to
In contrast, in our approach, the linkage is based ameighboring quotations — quoted fragments immedi-
the existing conversation structure. In our approaclately preceding or following itLet us consideg
the “chain” is not only “lexical” but also “conversa- in Figure 1(a). there are two edges from nade g
tional”, and typically spans over several emails.  andh, while there is only a single edge frojrto h.
For E5, there are the edgés, b) and(c, a). Because

3 Extracting Conversationsfrom Multiple  of the edge(b, a), the edge(c, a) is not included in

Emails Figure 1(b). Figure 1(b) shows the fragment quota-
tion graph of the conversation shown in Figure 1(a)

In this section, we first review how to build a frag- h all th qund q |
ment quotation graph through an example. Then Ith all the redundant edges removed. In contrast,
if threading is done at the coarse granularity of en-

extend this structure into a sentence quotation graph, i q q gi he thread
which can allow us to capture the conversational r ire emails, as adopted in many studies, the thread-
ing would be a simple chain frormig to E5, E5 to

lationship at the level of sentences.
E4 and so on. Fragmerjtreflects a special and im-

3.1 Building the Fragment Quotation Graph portant phenomenon, where the original email of a
guotation does not exist in the user’s folder. We call
El E2 E3 E4 ES E6 this as thenidden emaiproblem. This problem and
U Ea zb ‘e‘ ﬁ 79 its influence on email summarization were studied
>>a || 2%, || 279 >J.h in (Carenini et al., 2005) and (Carenini et al., 2007).
>>>a >>e

3.2 Building the Sentence Quotation Graph

A fragment quotation graph can only represent the
/ \ conversation in the fragment granularity. We no-
@@@ ®\ \ tice that some sentences in a fragment are more rel-
\ / evant to the conversation than the remaining ones.
(b) Fragment Quotatlon Graph The frqgmer_lt ql_Jotation graph is nqt capable of_ rep-
_ resenting this difference. Hence, in the following,
Figure 1: A Real Example we describe how to build a sentence quotation graph
Figure 1(a) shows a real example of a conversdrom the fragment quotation graph and introduce
tion from a benchmark data set involving 6 emailsseveral ways to give weight to the edges.
For the ease of representation, we do not show theIn a sentence quotation grapts, each node rep-
original content but abbreviate them as a sequencesents a distinct sentence in the email conversation,
of fragments. In the first step, all new and quote@nd each edgéu,v) represents the replying rela-
fragments are identified. For instance, entailis tionship between node andwv. The algorithm to
decomposed into 3 fragments: new fragmemaind create the sentence quotation graph contains the fol-
guoted fragment$, which in turn quoteds. E; lowing 3 steps: create nodes, create edges and assign
is decomposed intde, ¢, b anda. Then, in the weight to edges. In the following, we first illustrate
second step, to identify distinct fragments (nodeshow to create nodes and edges. In Section 3.3, we
fragments are compared with each other and ovediscuss different ways to assign weight to edges.
laps are identified. Fragments are split if necessary Given a fragment quotation graghf’, we first
(e.g., fragmengh in F; is split intog andh when  split each fragment into a set of sentences. For each
matched withEy), and duplicates are removed. Atsentence, we create a node in the sentence quotation
the end, 10 distinct fragments.. .., j give rise to graphGS. In this way, each sentence in the email
10 nodes in the graph shown in Figure 1(b). conversation is represented by a distinct nod@ th
As the third step, we create edges, which repre- As the second step, we create the edge&h
sent the replying relationship among fragments. Iithe edges inGS are based on the edges W

(a) Conversation involving 6 Emails



and (3) cosine similarity that is based on the word
TFIDF vector. In the following, we discuss these
three methods separately in detail.

3.3.1 ClueWords

Clue words were originally defined as re-
occurring words with the same stem between two
adjacent fragments in the fragment quotation graph.
In this section, we re-define clue words based on the
sentence quotation graph as followsclue word in
a sentences is a non-stop word that also appears
(modulo stemming) in a parent or a child node (sen-
tence) ofS in the sentence quotation graph.

The frequency of clue words in the two sentences
measures their cohesion as described in Equation 1.

;;;;; weight(sy, sy) = Z freq(w;, sy) Q)

(b) Sentence Quotation Graph W; €Sy

Figure 2: Create the Sentence Quotation Graph from tt}gaB 2 Semantic Similarity Based on WordNet
Fragment Quotation Graph o
Other than stems, when people reply to previous

because the edges @F already reflect the reply- messages they may also choose some semantically
ing relationship among fragments. For each edg@lated words, such as synonyms and antonyms, e.g.,
(u,v) € GF, we create edges from each sentencaalk” vs. “discuss”. Based on this observation, we
of u to each sentence ofin the sentence quotation Propose to use semantic similarity to measure the
graphGS. This is illustrated in Figure 2. cohesion between two sentences. We use the well-
Note that when each distinct sentence in an emaflown lexical database WordNet to get the seman-
conversation is represented as one node in the sdi¢-Similarity of two words. Specifically, we use the
tence quotation graph, the extractive email sunackage by (Pedersen et al., 2004), which includes
marization problem is transformed into a standargeveral methods to compute the semantic similarity.
node ranking problem within the sentence quotatiofmong those methods, we choose “lesk” and “jcn”,
graph. Hence, general node ranking algorithms, e_dy,hich are considered two of the best methods in (Ju-

Page-Rank, can be used for email summarization &&fSky and Martin, 2008). Similar to the clue words,
well. we measure the semantic similarity of two sentences

by the total semantic similarity of the words in both
3.3 Measuring the Cohesion Between sentences. This is described in the following equa-

Sentences tion.

After creating the nodes and edges in the sentence weight(sy, s,) = Z Z o (w;, wj), 2)
guotation graph, a key technical question is how to Wi Esy W, ESy
measure the degree that two sentences are related to
each other, e.g., a sentenggis replying to or be-
ing replied bys,. In this paper, we use text cohe-
sion between two sentences ands, to make this
assessment and assign this as the weight of the ¢
responding edgés,, s,). We explore three types
of cohesion measures: (1) clue words that are basH o
. . 1 u v
on stems, (2) semantic distance based on WordNet ands, is then computed NI

3.3.3 Cosine Similarity

Cosine similarity is a popular metric to compute
g?_e similarity of two text units. To do so, each sen-
tence is represented as a word vector of TFIDF val-
gs. Hence, the cosine similarity of two sentences



4 Summarization Based on the Sentence need to consider both incoming and outgoing edges
Quotation Graph and the corresponding sentences.
. . . .. ... Given the sentence quotation gra@h, the Page-
Having built the sentence quotation graph with OIIf'Rank-based algorithm is described in Equation 4.

ferent measures of cohesion, in this section, we d%R(s) is the Page-Rank score of a node (sentence)
velop tv_vo gummarlzatlon approa_ches: One is .théa‘. d is the dumping factor, which is initialized to
generalization of the CWS algorithm in (Carenlmo_85 as suggested in the Page-Rank algorithm. In

et al, 200_7) and one is -the well-known Pagefhis way, the rank of a sentence is evaluated globally
Rank algorithm. Both algorithms compute a scor

®ased on the graph.
SentScore(s), for each sentence (node)which is grap
used to select the tojo sentences as the summarys g mmarization with Subjective

4.1 Generalized ClueWordSummarizer Opinions

Given the sentence quotation graph, since the weigther than the conversation structure, the measures
of an edgé s, t) represents the extent thais related 0Of cohesion and the graph-based summarization
to ¢, a natural assumption is that the more relevant@ethods we have proposed, the importance of a sen-
sentence (node) is to its parents and children, thetence in emails can be captured from other aspects.
more importants is. Based on this assumption, weln many applications, it has been shown that sen-
compute the weight of a nodeby summing up the tences with subjective meanings are paid more at-
weight of all the outgoing and incoming edgessof tention than factual ones(Pang and Lee, 2004)(Esuli
This is described in the following equation. and Sebastiani, 2006). We evaluate whether this is
SentScore(s) = Z weight(s.1) + Z weight(p.s) alsg thg case in emqlls, espe_:mall){ vyhen thg conver-
(sit)eGS voces sation is about decision making, giving advice, pro-
@) viding feedbacks, etc.
A large amount of work has been done on deter-

three metrics described in the previous section. Pam'mlng ZtQSSIeVTI Or:.SUbJeCt'V'ty ?f”t ext (Shanahan
ticularly, when the weight of the edge is based oﬁt al, ). Int IS paper we foflow a very sim-
clue words as in Equation 1, this method is equivat[-)Ie approach that, if succesgful, CQUId be extended
lent to Algorithm CWS in (Carenini et al., 2007). In n futurr]e \évork. M?re ks)_pec_lfl_call);, in order o as-
the rest of this paper, let CWS denote the Genera‘cl’-essttthe fegree ° suf Jec“(;/'ty Od ahsentem,m/i
ized ClueWordSummarizer when the edge weight jgount the frequency of words and phrases iha
based on clue words, and BWS-CosinandCWs- '€ likely to bear subjective opinions. The assump-

Semanticdenote the summarizer when the eolggon is that the more subjective wordgontains, the

weight is cosine similarity and semantic similaritymore likely thats is an important sentence for the

respectivelySemantican be either “lesk” or “jcn’. purpose of email summarlzathn. L@ubj_Sco_re(s)
denote the number of words with a subjective mean-

4.2 Page-Rank-based Summarization ing. Equation 5 illustrates how SubjScore(s) is com-

The Generalized ClueWordSummarizer only conPuted. SubjList is a list of words and phrases that

siders the weight of the edges without considerin'gndlc"’Ite subjective opinions.

the. |mportaqce (weight) of the nodes. This might SubjScore(s) = Z fregw:)  (5)
be incorrect in some cases. For example, a sentence —

. . w; €SubjList,w;Es
replied by an important sentence should get some of
its importance. This intuition is similar to the one The SubjScore(s) alone can be used to evaluate
inspiring the well-known Page-Rank algorithm. Thehe importance of a sentence. In addition, we can
traditional Page-Rank algorithm only considers theombine SubjScore with any of the sentence scores
outgoing edges. In email conversations, what wbhased on the sentence quotation graph. In this paper,
want to measure is the cohesion between sentencgs use a simple approach by adding them up as the
no matter which one is being replied to. Hence, wéinal sentence score.

The weight of an edgés, ¢) can be any of the



Z weight(s, s;) * PR(s;) + Z weight(s;, s) * PR(s;)

PR(S) _ (1 . d) n d % siEchild(s) - sjEparent(s) - (4)
Z weight(s, s;) + Z weight(sj, s)
s;Echild(s) s;jEparent(s)

As to the subjective words and phrases, ware useful to help readers understand the email con-
consider the following two lists generated by reversation if the given summary length permits. By
searchers in this area. classifying essential and optional sentences, we can

distinguish the core information from the support-

e OpFind: The list of subjective words in (Wil- ing ones and find the most convincing sentences that

son et al., 2005). The major source of this list isnost human summarizers agree on.

from (Riloff and Wiebe, 2003) with additional  As essential sentences are more important than

words from other sources. This list containghe optional ones, we give more weight to the es-

8,220 words or phrases in total. sential selections. We computes'V alue for each
sentence to evaluate its importance according to the
human summarizers’ selections. The score is de-
signed as follows: for each sentengeone essen-
tial selection has a score of 3, one optional selec-
tion has a score of 1. Thus, the GSValue of a sen-
tence ranges from 0 to 15 (5 human summarizers x
6.1 Dataset Setup 3). The GSValue of 8 corresponds to 2 essential and

. . 2 ional selections. If ntence h Val
There are no publicly available annotated corpora to optional selections. If a sentence has a GSvalue

| o hni So. the fi r;[o less than 8, we take it as amerall essentiasen-
test emall summarization techniques. o, the Ir?ence. In the 39 conversations, we have about 12%

step in our evaluation was to develop our own cor- )
. .. _overall essential sentences.
pus. We use the Enron email dataset, which is the
largest public email dataset. In the 10 largest . .
bogfoldgrs in the Enron dataset, there are 236 emaelsr2 Evaluation Metrics
conversations. Since we are studying summarizingvaluation of summarization is believed to be a dif-
email conversations, we required that each selectéidult problem in general. In this paper, we use two
conversation contained at least 4 emails. In total, 3®etrics to measure the accuracy of a system gener-
conversations satisfied this requirement. We use tladed summary. One sentence pyramid precisipn
MEAD package to segment the text into 1,394 serand the other iIROUGE recall As to the statistical
tences (Radev et al., 2004). significance, we use the 2-tail pairwise student t-test
We recruited 50 human summarizers to revievin all the experiments to compare two specific meth-
those 39 selected email conversations. Each emaills. We also use ANOVA to compare three or more
conversation was reviewed by 5 different humampproaches together.
summarizers. For each given email conversation, The sentence pyramid precision is a relative pre-
human summarizers were asked to generate a suoision based on the GSValue. Since this idea is
mary by directly selecting important sentences frorborrowed from the pyramid metric by Nenkova et
the original emails in that conversation. We askedl.(Nenkova et al., 2007), we call it theentence
the human summarizers to select 30% of the totglyramid precision In this paper, we simplify it as
sentences in their summaries. thepyramid precision As we have discussed above,
Moreover, human summarizers were asked taith the reviewers’ selections, we get a GSValue for
classify each selected sentence as eittgsential each sentence, which ranges from 0 to 15. With
or optional The essential sentences are crucial tthis GSValue, we rank all sentences in a descendant
the email conversation and have to be extracted mrder. We also group all sentences with the same
any case. The optional sentences are not critical bGSValue together as one ti€r, wherei is the corre-

e OpBear: The list of opinion bearing words
in (Kim and Hovy, 2005). This list contains
27,193 words or phrases in total.

6 Empirical Evaluation



sponding GSValue;is called thdevelof the tierT;. Table 1 shows the aggregated pyramid preci-
In this way, we organize all sentences into a pyrasion over all five summary lengths of CWS, CWS-
mid: a sequence of tiers with a descendant order @fosine, two semantic similarities, i.e., CWS-lesk
levels. With the pyramid of sentences, the accuraagnd CWS-jcn. We first use ANOVA to compare the
of a summary is evaluated over the best summary weur methods. For the pyramid precision, theatio
can achieve under the same summary length. Tl&50, and the p-value is 2.1E-29. This shows that the
best summary of sentences are the témsentences four methods are significantly different in the aver-
in terms of GSValue. age accuracy. In Table 1, by comparing CWS with
Other than the sentence pyramid precision, wihe other methods, we can see that CWS obtains the
also adopt the ROUGE recall to evaluate the gertighest precision (0.60). The widely used cosine
erated summary with a finer granularity than sensimilarity does not perform well. Its precision (0.39)
tences, e.g., n-gram and longest common subss-about half of the precision of CWS with a p-value
guence. Unlike the pyramid method which givedess than 0.0001. This clearly shows that CWS is
more weight to sentences with a higher GSValuesignificantly better than CWS-Cosine. Meanwhile,
ROUGE is not sensitive to the difference betweeboth semantic similarities have lower accuracy than
essential and optional selections (it considers all se@WS, and the differences are also statistically sig-
tences in one summary equally). Directly applyinguificant even with the conservative Bonferroni ad-
ROUGE may not be accurate in our experimentgustment (i.e., the p-values in Table 1 are multiplied
Hence, we use the overall essential sentences as thethree).
gold standard summary for each conversation, i.e., The above experiments show that the widely used
sentences in tiers no lower th&f. In this way, cosine similarity and the more sophisticated seman-
the ROUGE metric measures the similarity of a systic similarity in WordNet are less accurate than the
tem generated summary to a gold standard summapgasic CWS in the summarization framework. This is
that is considered important by most human sunman interesting result and can be viewed at least from
marizers. Specifically, we choose ROUGE-2 anthe following two aspects. First, clue words, though
ROUGE-L as the evaluation metric. straight forward, are good at capturing the impor-
] ) tant sentences within an email conversation. The
6.3 Evaluating the Weight of Edges higher accuracy of CWS may suggest that people
In Section 3.3, we developed three ways to contend to use the same words to communicate in email
pute the weight of an edge in the sentence quotati@onversations. Some related words in the previous
graph, i.e., clue words, semantic similarity based oamails are adopted exactly or in another similar for-
WordNet and cosine similarity. In this section, wemat (modulo stemming). This is different from other
compare them together to see which one is the beslocuments such as newspaper articles and formal re-
Itis well-known that the accuracy of the summarizaports. In those cases, the authors are usually profes-
tion method is affected by the length of the sumsional in writing and choose their words carefully,
mary. In the following experiments, we choose th&ven intentionally avoid repeating the same words
summary length as 10%, 12%, 15%, 20% and 30% gain some diversity. However, for email conver-
of the total sentences and use the aggregated averagéon summarization, this does not appear to be the
accuracy to evaluate different algorithms. case.
Moreover, in the previous discussion we only con-
] \ CWS \ CWS-Cosine\ CWS-Iesk\ CWS-J’CH\ sidered the accuracy in precision without consider-

Pyramid | 0.60 0.39 0.57 0.57 | ing the runtime issue. In order to have an idea of
p-value <0.0001 0.02 0.005 | the runtime of the two methods, we did the follow-

ROUGE-2 | 0.46 0.31 0.39 0.35 | ing comparison. We randomly picked 1000 pairs of
p-value <0.0001 | <0.001 | <0.001 | words from the 20 conversations and compute their
ROUGE.L | 054 0.43 0.49 0.45 | Semantic distance in “jcn”. It takes about 0.056 sec-
p-value ~0.0001 | <0.001 | <0.001 onds to get the semantic similarity for one pair on the

average. In contrast, when the weight of edges are

Table 1: Generalized CWS with Different Edge Weights



computed based on clue words, the average runtire | CWS | PR-Clue | PR-Cosine| PR-lesk | PR-cn |
. Pyramid | 0.60 | 0.51 0.37 0.54 0.50

to computg the SentScore for all sgnte_nces in a coR—, e —5ooor T =000 T =o000r T =0 .0008

versation is only 0.05 seconds, which is even a littlerouGE2 | 0.46 04 026 0.36 0.39

less than the time to compute the semantic similar-_p-value 0.05 [ <0.0001 | 0.001 0.02

: - ROUGE-L | 054 | 0.49 0.36 0.44 0.48

ity of one pair of words. In other words, when CW S value 0,06 =0.0001 T 0.0005 0.0

has generated the summary of one conversation, we
can only get the semantic distance between one pair ~ Table 2: Compare Page-Rank with CWS

of words. Note that for each edge in the sentenge [ CWS [ OpFind | OpBear || cws+OpFind | cws+OpBear |
guotation graph, we need to compute the distancePyramid | 0.60 | 0.52 0.59 0.65 0.64
for every pair of words in each sentence. Hence, the2-Yaue 00003 | 08 | <00001 | 00007
o ROUGE-2 | 046 | 0.37 0.44 050 0.49
empirical results do not support the use of semantic;a1e 00004 085 0.004 0.06
similarity. In addition, we do not discuss the runtime ROUGE-L | 054 | 0.48 0.56 0.60 0.59
performance of CWS-cosine here because of its ex- P-value 0.01 0.6 0.0002 0.002

tremely low accuracy. Table 3: Accuracy of Using Subjective Opinions

6.4 Comparing Page-Rank and CWS list of OpFind, the overlapped words are about 8%

Table 2 compares Page-Rank and CWS under diffe?! clué words and 4% of OpFind that appear in the

ent edge weights. We compare Page-Rank only wiggPnversations. This result clearly shows that clue

CWS because CWS is better than the other Gendpords and subjective words capture the importance
alized CWS methods as shown in the previous seff sentences from different angles and can be used
tion. This table shows that Page-Rank has a lowdpgether to gain a better accuracy.

accuracy than that of CWS and the difference is sigz  Conclusions

nificant in all four cases. Moreover, when we com; . . .
. We study how to summarize email conversations
pare Table 1 and 2 together, we can find that, fqr . .
. . ased on the conversational cohesion and the sub-
each kind of edge weight, Page-Rank has a lower . - .
ctive opinions. We first create a sentence quota-

accuracy than the corresponding Generalized CW3. )
ign graph to represent the conversation structure on

Er?fllt?hz[ Egggiﬁgke%ozs?;ﬁ: nrzdis I:\agl;nt;?asg]e sentence level. We adopt three cohesion metrics,
9 grapn. ctIUe words, semantic similarity and cosine similar-

el 0 MESe e welgh o he eds. Th G
9 ' P alized ClueWordSummarizer and Page-Rank are ap-

for email conversation, the local similarity based on . ) .
. . ; rrP“ed to this graph to produce summaries. Moreover,
clue words is more consistent with the human suni- : L S

. , . we study how to include subjective opinions to help
marizers’ selections.

identify important sentences for summarization.
6.5 Evaluating Subjective Opinions The empirical evaluation shows the following two

. L .. discoveries: (1) The basic CWS (based on clue
Table 3 shows the result of using subjective opinions . .
words) obtains a higher accuracy and a better run-

g:zs;rr':ed rlgrii((ajcmr):c?s.ig:ipEts\t/\lgsczlr:j(;nl?:irl1n tg'ﬁst?fime performance than the other cohesion measures.
of sub'e?t/ive worpds and phrases alone Wegcan S tealso has a significant higher accuracy than the
ject as andp ' . E’age-Rank algorithm. (2) By integrating clue words
that by ugng_sub;ec_twe words alone, the precision Oe];nd subjective words (phrases), the accuracy of
each SUbJeCtlve.“St is lower than that Of.CWS' HOW'CWS is improved significantly. This reveals an in-
ever, when we mteg_rate CWS gnq subjective WoroFeresting phenomenon and will be further studied.
together, as shown in the remaining 2 columns, the
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