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Lecture Overview
« Recap: Planning Representation and
Forward algorithm

* Heuristics
« CSP Planning
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Modules we'll cover in this course: R&Rsys

Environment
__Deterministic—_ Stochastic
Problem (" Arc Consistency )’ (o €5F
_ 7
Constraint W\Search
Stafi Satistact Consz‘ra/hz‘s) ‘
2] ~— |Belief Nets
Query Logics a&pi(eve"‘"c Var. Elimination
Search "%
Sequential STRIPS = <SP Decision Nefts
Planning Y o N»P\W Var. Elimination
— Searcht” ¢t Markov Processes
Representation Value lteration
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Standard Search vs. Specific R&R systems

Constraint Satisfaction (Problems):

State: assignments of values to a subset of the variables

* Successor function: assign values to a “free” variable

* (Goal test: set of constraints

* Solution: possible world that satisfies the constraints

. Hc?uristic function: none (all solutions at the same distance from start) ibC | I C ke r
Planning :

e State? A. Full assignment B. Partial assignment

* Successor function?

* Goal test? A, Full assignment  B. Partial assignment

e Solution?

* Heuristic function....
Inference

e State

* Successor function

* Goal test

* Solution

Heuristic function CPSC 322, Lecture 11 Slide 4



Lecture Overview

» Recap: Planning Representation and
Forward algorithm

 Heuristics for forward planning <—
« CSP Planning
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Heuristics for Forward Planning
Heuristic function: estimate of the distance form a

state to the goal_
In planning this is the. FF. 24 o s

Two simplifications in the representation:

* All features are binary: T/ F
* Goals and preconditions can only be assignmentsto T

And a Def. a subgoal is a particular assignment in the
goal e.qg., if the goal isEA=T, B=T, C=T> then....
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Heuristics for Forward Planning:

Any ideas?

sTyTe A state 2 692‘ AT
A _ ’T\\ \ A:I > = o
B=F &:: o= 1
C = F’ " C= |

N=T D:T

.-' R
s

A. N/umber of satisfied sub-goals

B. Number of unsatisfied sub-goals

C. None of the above
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Heuristics for Forward Planning:

Any ideas?
sTyTe E state 2

692‘ A :T
A 1 0L\ \DWPQ‘“\ g =
T
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Heuri%ics for Forward PIaQQng (cont’)

—

- \ AT 1’\ (S/J'B =/

A =T
B =F \‘\><_
[T

What kind of simplifications of the actions would

justify our proposal for h? er

. JERY STRING
M removed all .m@:’h".@e‘?@ws —~

E2BYWe have removed all 'V\egb/l"\l‘ﬁm 6{7‘&&*{]

INARDMISS) ALE
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Heuristics for Forward Planning:

. empty-delete-list
So
* We only relax the problem according to (..b...)

l.e., we remove all the effects that make a variable F

Action a effects (B=F, C=7)

/
 But then how do we compute the heuristic? =
.......... selve. . pm nLl%&AVOIY‘M«t “1 d@rolo-

This is often fast enough to be worthwhile

. (e/mﬁt_tdelete-list hmwth forward planning

IS currently considered a very successful strategy
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Empty-delete in practice

St stae
T ,’\ (5 4_3
R )

1o COW‘P‘)"'C "‘(iiv , Cown +orw2{\ré~ P\awww
wth 5,; as shxrt shd*c,/ with He spune &036 S
+Hae OrtYiV\al Jano'ole/w\

[001— with U e scofons vuﬁh'\ e MCWVC 5%€0¢5
(&W\o\/‘d - 2+0r afg’“’(’/"‘ sts'le

%o +o CD\"“PW-‘? |/) we \/\eﬁo‘~ +O SO'VC o P\a’l/\\,\lkg

P\ro‘olm (b"\‘l' 3 P'&r "V‘C)> VZ

Vou oy weeo To do s MANY h‘we\SL/
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Final Comment

* You should view (informed) Forward Planning as one of
the basic planning techniques

« By itself, it cannot go far, but it can work very well in
combination with other techniques, for specific domains

* See, for instance, descriptions of competing planners in
the presentation of results for the 2008 planning
competition (posted in the class schedule)



Lecture Overview

* Recap: Planning Representation and
-orward algorithm

» Heuristics for forward planning
« CSP Planning
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Planning as a CSP

« An alternative approach to planning is to set up a
planning problem as a CSP!

*  We simply reformulate a STRIPS model as a set
of variables and constraints

J

* Once this is done we can even express
additional aspects of our problem (as additional
constraints)

e.g., see Practice Exercise UBC Commutin%/\/

“careAboutEnvironment’ constraint
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Planning as a CSP: Variables
 We need to “unroll the plan” for a fixed number of

steps: this is called the horizon
* To do this with a_horizon of k: AB C
* construct @@for ea@@
@ﬁat each time step from 0 to
* construct a boolean CSP variable for each
o @Il@at each time step from O to k - 1.

>V
Ao - A4 N B
19 14 R 2117
Bo ’3\ E>4_ }lﬁ 2 }'LL
G 0 £ CQ CZ
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CSP Planning: Robot Example

[ G | i
= <R = -
RHC)y : L ! : _
SWC,) - SWC, : @
T =Rn =g
! N g __

— N g)/t o
k /1\ﬂ /\ ] 1 /I\ L .2
Sta{teﬂ AEHA!)HU St:-!ttﬁ Action Stateq

Variables for actions .... " Wmﬂ‘

action (non) occurring at that step
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CSP Planning: Initial and Goal Constraints

D)
n
o
V\
“I

variables at time 0

RHC,

3

g

A\ A
gﬁ

N .E

Move

PUC

* |nitial state constraints constrain the state

* goal constraints constrain the state variables at
time k&

DelCy

PUM

Delhd, \

Aclic-n{]

f (55 g) (&

=)
- K]
= T Co— {7
= _w

State 1
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CSP Planning: Prec. Constraints

As usual, we have to express the preconditions and effects of
actions:

* precondition constraints

* hold between state variables at time fand action

. . | .
variables at time £ Q239" o 3o W2

00
* specify when actions may be taken ZU’ ) o™

RLoc, |RHC, |PUC,

s | (D

CS 1

F
cS F
mr *

lab *

il 'ﬂ(i—l) \'n

off *
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CSP Planning: Effect Constraints

» effect constraints

* pbetween state variables at time £ action variables at
time t and state variables at time 7+ 1

* explain how a state variable at time ¢+ 1 is affected by
the action(s) taken at time fand by its own value at
time ¢

RHC, |DelC. |PUC, |RHC,,
T T T (D
T T F F
T F

T)| T
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CSP Planning: Constraints Contd.

Other constraints we may want are action

constraints:

* specify which actions cannot occur simultaneously

* these are sometimes called mutual exclusion

(mutex) constraints [T

How can we specify that De/lM and
DelC cannot occur simultaneously ?

DelM.

DelC,

7?7

S

PUMp

Mave 0

A. DelM. | DelC,
T T DelM. | DelC.
T F T T
F T F F
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CSP Planning: Constraints Contd.

Other constraints we may want are action

constraints:

* specify which actions cannot occur simultaneously

* these are sometimes called mutual exclusion

(mutex) constraints

E.g., in the Robot domain

nan occur in any

sequence (or simultaneously)
But we could change that...

Mave 0

DelM, | DelC,

T | &

E F S
Actiong
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CSP Planning: Constraints Contd.

Other constraints we may want are state constraints
* hold between variables at the same time step

 they can capture physical constraints of the system
(robot cannot hold coffee and mail)

\ » they can encode maintenance goals
\V)

RHC.
—

F_
S}Z—
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CSP Planning: Solving the problem

Map STRIPS Representation for horizon 1, 2, 3, ..., until
solution found

Run arc consistency and search!

A

D —Gmd > k=0

(> G ~ Is State, a goal?

1~ @~ Z Ifyes, DONE!
D Ifno,

\

Stateﬂ,

23



CSP Planning: Solving the problem

Map STRIPS Representation for horizon k =1
Run arc consistency and search!

oyl
T G = o k=1
e, — e ls State, a goal
=~ If yes, DONE!
S NG D= o
<Da — i
State Actiong State Wy. " arce

24



CSP Planning: Solving the problem

Map STRIPS Representation for horizon k = 2
Run arc consistency, search!

| i@j E\ QE

£

'ono State1 Act 1 Stateg

k = 2: Is State, a goal
If yes, DONE!
If no....continue

25



CSP Planning: Solving the problem

Map STRIPS Representation for horizon: O | 2. ... -
Run arc consistency and search,

Plan: all actions with assignment T

In order to find a plan, we expand our constraint
network one layerat the time, unti tion is

0 CPSC 322, Lecture 18 2 Slide 26



Solve P'SQTPQ as CSP: pseudo code

l’)or't'*tov\ = 0

WL\\'IQ ot <olved
/ﬁBP STRUpPs To LSP w hm%oi
rSol\Ic C SP } = solution

g i solv Ton Jound thew

solvedl = +rae

else
— \th'}om = L\orﬁi‘co"\ + A

e

cetven  soludion
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State of the art planner

A similar process is implemented (more efficiently) in

the| Graphplan)planner

CPSC 322, Lecture 18 Slide 28



@space  gRiPs 10 CSP applet

Allows you:
» to specify a planning problem in STRIPS &
* to map it into a CSP for a given horizon &

« the CSP translation is automatically loaded
into the CSP applet where it can be solved

Practice exercise using STRIPS fo CSP /s
available on Alspace
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Learning Goals for today’s class

You can:

» Construct and justify a heuristic function for
forward planning.

* Translate a planning problem represented in
STRIPS into a corresponding CSP problem
(and vice versa)

* Solve a planning problem with CPS by
expanding the horizon (new one)
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322 Feedback © or ®

* Lectures « Textbook

» Slides » Course Topics /

. Practice Objectives
Exercises e TAS

» Assignments + Learning Goals

« Alspace .

* Clickers
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What is coming next ?

Textbook Chpt 5. 1- :
51.1-52 /Environment]
( Deterministic) Stochastic
Problem (/Arc Consistency (o €5P
Constraint |ygrs + | >carch
Soat Satisfaction Constraints |
1 P ——4(sP,  |Belief Nets
Inference <)Log/cs \«2&9;6"”(( Var. Elimination
ﬂ} Search | %*

Sequential STRIPS (&P Decision Nefts
Planning o 0% | Var. Elimination

\
— Search” ¢ 0| Markov Processes
Representation Value lteration
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Logics
Mostly only propositional.... This is the starting

point for more complex ones ....

Natural to express knowledge about the world
* What is true (boolean variables)
* How it works (logical formulas)

Well understood formal properties
Boolean nature can be exploited for efficiency
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Thxs for the honest Feedback:
Most mentioned issues

« Confusion about what is the right answer to
questions (including card ones) — see inked
slides for unambiguous answer. Typically one
slides has the question the next one has the
answer. Please let me know if any is missing

* Flash cards vs. iClickers (private)

« Samples for midterm
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