Planning: Representation and
Forward Search
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(Textbook Chpt 8.1 (Skip 8.1.71-2)- 8.2)
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Lecture Overview

« Clarifications

* Planning

* Example
* STRIPS: a Feature-Based Representation
* Forward Planning
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Simulated Annealing: algorithm
Here's how it works (for maximizing):

°* You are in nodﬁ Pick a vari t random and a
new value at random. You generate

* Ifitis an improvement i.e., h(v')>h() | adoptit.

* |fitisn't an improvement, adopt it probabilistically
depending on the difference and a temperature

parameter, 7. 1/\ (VQ S L\[V\ >/>l/\(t4> L,(v\>< O

+

* We move to n’ with probability e(”(”)-h('w@
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* |fitisn't an improvement, adopt it probabilistically
depending on the difference and a temperature

parameter, 7. hW(n)> \ (0)= b\(\/\')“ﬂ(‘ﬂ <O y
« we move To 777 with probability) e(h(n)-hin)y 1
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Sampling a discrete probability

distribution |
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Lecture Overview

* Where are we”?

* Planning

* Example
* STRIPS: a Feature-Based Representation
* Forward Planning
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Modules we'll cover in this course: R&Rsys

/ Environment]
ZD\e’(GImm Stochastic

Problem (rﬂrc Consistency [, ¢sP
1

' %
Constraint [|/ars + Search

Satisfaction Constraints /l

Static| \_ —~3(sP,  |Belief Nets

7 \— C .. ]
Inference | |Log/cs £ cev$C | Var. Elimination

————————

Sequential STRIPS (¢ Decision Nels
Planning ko(m!d%‘ Var. Elimination

< Search” ¢ 0| Markov Processes

Representation Value lteration
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Standard Search vs. Specific R&R systems

Constraint Satisfaction (Problems):
e State: assignments of values to a subset of the variables
* Successor function: assign values to a “free” variable
* Goal test: set of constraints
* Solution: possible world that satisfies the constraints
* Heuristic function: none (all solutions at the same distance from start)

Planning :
e State V

e Successor function V

 Goal test V

e Solution V

e Heuristic function &M——

Inference

State

Successor function
Goal test

Solution CPSC 322, Lecture 11 Slide 8
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Lecture Overview

* Planning

* Example
* STRIPS representation and assumption
* Forward Planning
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Planning as Search: State and Goal

How to select and organize a sequence of actions to
achieve a given goal...

State: Agent is in a possible world (full assignments

to a set of variables/features) AT )
A8 C  dernlfrae hlsd(TF) ) goF
- <<L O\ C =)

Goal: Agent wants to be in a possible world were
some variables are given specific values
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Planning as Search: Successor function
and Solution

Actions : take the agent from one state to another

A:_E g A_::F.
2 =F —)|B=F
C=F cC =T

Solution: sequence of actions that when performe
willtake the agent from the current state tc
stafe (/-7 ~Ad - TS &th ‘W

5MQ L_/L él} Sou/luor\l/P AN
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Lecture Overview

* Planning

* Example
* STRIPS representation and assumption
* Forward Planning
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Delivery Robot Example (textbook)

Consider a delivery robot named Rob. who must navigate
the following environment, can deliver coffee and mail
to Sam

—_—

Mail
Room

Another example will be available as a Practice Exercise:
“Commuting to UBC”

CPSC 322, Lecture 17 Slide 13




Delivery Robot Example: States

The state is defined by the following variables/features:
RLoc - Rob's location

ﬁ domain: coffee shop (CS), Samsofflce(oﬁ‘ mail room (mr)

or laboratory (/ab) RHC=T
RHC - Rob has coffee True/FaIse rhC
SWC - Sam wants coffee 7,/ RH C qRuC

MW - Mail is waiting 1/ > ltecmdiive
RHM - Rob has mail T /"= N oty dpus
L

Example state: <C5 WL\C Swc ""‘WI rl’“’”>
Number of states: ZL‘ L,( -‘“éér
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Delivery Robot Example:
Actions

The robot’s actions are: Room Lab
Move - Rob's move action
« move clockwise (/mc), move anti-clockwise (mac)

not moveA7mrT) |
PUC - Rob picks up coffee Lo 6(42’"0%5

* must be at the_coffee shop ?"C
DelC - Rob delivers coffee
* must be at the office, and must have coffee
PUM - Rob picks up mall
* must be in the mail room, and mail must be waiting
De/M - Rob delivers mail
« must be at the office and have malil
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Lecture Overview

* Planning

* STRIPS representation and assumption (STanford
Research Institute Problem Solver )

* Forward Planning
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STRIPS action representation

The key to sophisticated planning is modeling actions

In STRIPS, an action has two parts:
1. Preconditions: a set of assignments to features that must be
satisfied in order for the action to be legal
2. Effects: a set of assignments to features that are caused by
the action
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STRIPS actions: ExampleS

STRIPS representation of the action pick up coffee, PUC
* preconditions Loc= csand RHC=F
* effects RHC=T

STRIPS representation of the action deliver coffee, De/C
* preconditions Lgc=0ﬂ— and RHC= <ch :T>
» effects RHC = I~ and SWC = —

Note in this domain Sam doesn't have to want coffee for
Rob to deliver it; one way or another, Sam doesn't want
coffee after delivery.
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STRIPS Actions (cont’)

 The STRIPS assumption:

 all variables not explicitly changed by an action stay
unchanged

* So if the feature/variable \V has value'V after the action
a has been performed, what can we conclude about a
and/or the state of the world immediately preceding the

execution of a? Sa_a S A
en | SN FVdO/j
V=3 e thleds(a —
oC V=0 ™ g/;_i ’\
oV \‘O@b"\ ¥
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Lecture Overview

* Planning

* Example

* STRIPS representation and assumption (STanford
Research Institute Problem Solver)

* Forward Planning
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Forward Planning

To find a plan, a solution: search in the state-
space graph.
: =
* The states are the possible worlds — -
y

* The arcs correspond to the actions: The arcs
from a state srepresent all of the actions that are
legal in state s. (What actions are legal?)

sa(@{s%t‘ Fhe Precomdahions

* A planis a path from the state representing the
initial state to a state that satisfies the goal.
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Exarpple state-space graph:
>

ped first level

Actions

me.: move clockwise
mac: move anticlockwise

. no move

puc: pick up coffee

dc: deliver coffee (mc,nnwm> ,ch,mw,m) @%,mc,mw,m)

pum: pick up mail | %
dm: deliver mail m

C,on Sw C
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Example state- ,oce \evels
space graph g

T
C———

® 3 -
Actions /@/
mc: move clockyise

mac: move anticloc z (CSJ' C,SWc,mw,r Fﬁi} nm
nm: no move puc

) mac
puc: pick up coffee me

dc: deliver coffee

(cs,rh - ,mw,ﬁ} (o_,fjﬁ%,swc,mw,m) (mr,%,mc,mw,?ﬁ)

pum: pick up mail

dm: deliver mail m

(lab,rhc, swe,mw,rhim)
{cs,rhc,swe,mw,rhm)

Locations:
cs: coffee shop

Feature values

: office rhc: robot has coffee
lab: laboratory

swe: Sam wants coffee

mr:mailroom 00 waiting

rhm: robot has mail
Gnr,rhc,mc,nnv,%}' 23




Learning Goals for today’s class

You can:

* Represent a planning problem with the
STRIPS representation

» Explain the STRIPS assumption_
» Solve a planning problem by search (forwarcé

planning). Specity states, successor function,
goal test and solution.
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Next class

Finish Planning (Chp 8)
* Heuristics for planning (p\o/t\clrlle@\ggkﬁ/
* Mapping planning problem into a CSP (8.4)
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