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Abstract portant facts and present them in a sensible or-
dering while avoiding repetition. Previous work
has shown that this can be effectively achieved by
carefully extracting and ordering the most infor-

mative sentences from the original documents in

We present and compare two approaches
to the task of summarizing evaluative ar-
guments. The firstis a sentence extraction-

based approach while the second is a lan-
guage generation-based approach. We
evaluate these approaches in a user study
and find that they quantitatively perform
equally well. Qualitatively, however, we
find that they perform well for different but
complementary reasons. We conclude that
an effective method for summarizing eval-
uative arguments must effectively synthe-
size the two approaches.

a domain-independent way. Notice however that
when the source documents are assumed to con-
tain inconsistent information (e.g., conflicting re-
ports of a natural disaster (White et al., 2002)),
a different approach is needed. The summarizer
needs first to extract the information from the doc-
uments, then process such information to identify
overlaps and inconsistencies between the different
sources and finally produce a summary that points
out and explain those inconsistencies.

A corpus of evaluative text typically contains a
large number of possibly inconsistent ‘facts’ (i.e.

Many organizations are faced with the challengedpinions), as opinions on the same entity feature
of summarizing large corpora of text data. One im-may be uniform or varied. Thus, summarizing a
portant application is evaluative text, i.e. any doc-corpus of evaluative text is much more similar to
ument expressing an evaluation of an entity as eisummarizing conflicting reports than a consistent
ther positive or negative. For example, many webset of factual documents. When there are diverse
sites collect large quantities of online customer reOpinions on the same issue, the different perspec-
views of consumer electronics. Summaries of thigives need to be included in the summary.
literature could be of great strategic value to prod- Based on this observation, we argue that any
uct designers, planners and manufacturers. Thesfrategy to effectively summarize evaluative text
are other equally important commercial applica-about a single entity should rely on a preliminary
tions, such as the summarization of travel logs, anghase of information extraction from the target
non-commercial applications, such as the summasorpus. In particular, the summarizer should at
rization of candidate reviews. least know for each document: what features of
The general problem we consider in this papethe entity were evaluated, the polarity of the eval-
is how to effectively summarize a large corpora ofuations and their strengths.
evaluative text about a single entity (e.g., a prod- In this paper, we explore this hypothesis by con-
uct). In contrast, most previous work on multi- sidering two alternative approaches. First, we de-
document summarization has focused on factualeloped a sentence-extraction based summarizer
text (e.g., news (McKeown et al., 2002), biogra-that uses the information extracted from the cor-
phies (Zhou et al., 2004)). For factual documentspus to select and rank sentences from the corpus.
the goal of a summarizer is to select the most imWe implemented this system, called MEAD*, by

1 Introduction



adapting MEAD (Radev et al., 2003), an open-conceptual organization of the extracted features.
source framework for multi-document summariza-

tion. Second, we developed a summarizer that | “ere e oo Type
produces summaries primarily by generating lan- e i
guage from the information extracted from the Ediing/Viewing Resolution
corpus. We implemented this system, called the Viewfinder pubsciediio:
Summarizer of Evaluative Arguments (SEA), by Flash -

adapting the Generator of Evaluative Arguments
(GEA) (Carenini and Moore, expected 2006) agjgyre 1: Partial view of/ DF taxonomies for a
framework for generating user tailored evaluativedigital camera.

arguments.

We have performed an empirical formative eval- Before continuing, we shall describe the ter-
uation of MEAD* and SEA in a user study. In minology we use when discussing the extracted
this evaluation, we also tested the effectiveness dfnowledge. The features evaluated in a corpus of
human generated summaries (HGS) as a toplingviews and extracted by following Hu and Liu’s
and of summaries generated by MEAD WithOUtapproach are called Crude Features.
access to the extracted information as a baseline. CF = {cf;} j = 1.n
The results indicate that SEA and MEAD* quan-
titatively perform equally well above MEAD and ~ For example, crude features for a digital cam-
below HGS. Qualitatively, we find that they per- €@ might include “picture quality”, “viewfinder”,
form well for different but complementary rea- and “lens”. Each sentencg in the corpus con-
sons. While SEA appears to provide a more gentains a set of evaluations (of crude features) called
eral overview of the source text, MEAD* seems toeval(si). Each evaluation contains both a polar-
provide a more varied language and detail abouty and a strength represented as an integer in the

customer Opinions_ range[—?), -2, *1, +1,+2, +3] where+3 is the
most positive possible evaluation ardé is the
2 Information Extraction from most negative possible evaluation.
Evaluative Text There is also a hierarchical set of possibly more
_ abstract user-defined features
2.1 FeatureExtraction UDF = {udf;} i = L..m

Knowledge extraction from evaluative text aboutS Fi 15 EDF. Th
a single entity is typically decomposed into three ee rigure L for a samp ) € process

distinct phases: the determination of features of’f hierarchically or_ganizing the extracted features
the entity evaluated in the text, the strength oiprodu%es a .m'aplomlg fzrgtrgF fto glz FI fea:/l:/res I
each evaluation, and the polarity of each evaluagﬁee ( arfnm'; af., ) for egu S). h €ca
tion. For instance, the information extracted from! € set of crude features mapped to the user-
the sentenc&The menus are very easy to navi- A€fined featureuds; map(udf;). For example, the

gate but the user preference dialog is somewha‘fruoIe features “unresponsiveness’, “delay’, and
difficult to locate” should be that the “menus”

“lag time” would all be mapped to thedf “delay
and the “user preference dialog” features are eva

Il_)etween shots”.
uated, and that the “menus” receive a very posi-

For eachcf;, there is a set of polarity and
tive evaluation while the “user preference dialog®St'€ngth evaluationgs(cf;) corresponding to
is evaluated rather negatively.

each evaluation off; in the corpus. We call the
For these tasks, we adopt the approach deSiEt of polarity/strength evaluations directly associ-

scribed in detail in (Carenini et al., 2005). This ap-2ted Withud/i
proach relies on the work of (Hu and Liu, 2004a) PS; = U ps(cf;)
for the tasks of strength and polarity determina- cfjemap(udf;)

tion. For the task of feature extraction, it en- The total set of polarity/strength evaluations as-

hances earlier work (Hu and Liu, 2004c) by map-sociated withudyf;, including its descendants, is
ing the extracted features into a hierarchy of fea————
ping y We call them here user-defined features for consistency

ture; which d_escr'bes the entity of interest. The_ r€ith (Carenini et al., 2005). In this paper, they are not as-
sulting mapping reduces redundancy and providesumed to be and are not in practice defined by the user.



eachC'F. However, many sentences may have the
TPS; = PS; U U PSk sameC'F _sum score (especially sentences which
udfedesc(udf;) contain an evaluation for only or@F’). In such
cases, we used the MEAD 39@entroid feature
as a ‘tie-breaker’. The centroid is a common fea-
ture in multidocument summarization (cf. (Radev
et al., 2003), (Saggion and Gaizauskas, 2004)).
Most modern summarization systems use sen- At the reranking stage, we adopted a different
tences extracted from the source text as the balgorithm than the default in MEAD. We placed
sis for summarization (see (Nat, 2005b) for a rep-each sentence which contained an evaluation of a
resentative sample). Extraction-based approachegven C'F' into a ‘bucket’ for thatC'F'. Because
have the advantage of avoiding the difficult taska sentence could contain more than d@ié, a
of natural language generation, thus maintainingentence could be placed in multiple buckets. We
domain-independence because the system nedten selected the top-ranked sentence from each
not be aware of specialized vocabulary for its tarbucket, starting with the bucket containing the
get domain. The main disadvantage of extractionmost sentences (largegk(cf;)|), never selecting
based approaches is the poor linguistic coherendbe same sentence twice. Once one sentence had
of the extracted summaries. been selected from each bucket, the process was
Because of the widespread and well-developedepeatedl This selection algorithm accomplishes
use of sentence extractors in summarization, wéwo important tasks: firstly, it avoids redundancy
chose to develop our own sentence extractor agy only selecting one sentence to represent each
a first attempt at summarizing evaluative argu-C'F’ (unless all othet’ F's have already been rep-
ments. To do this, we adapted MEAD (Radev etresented), and secondly, it gives priority @F's
al., 2003), an open-source framework for multi-which are mentioned more frequently in the text.
document summarization, to suit our purposes. The sentence selection algorithm permits us to
We refer to our adapted version of MEAD as select an arbitrary number of sentences to fit a de-
MEAD*. The MEAD framework decomposes sired word length. We then ordered the sentences
sentence extraction into three steps: R@ature according to a primitive discourse planning strat-
Calculation Some numerical feature(s) are cal-egy in which the most generdlF (i.e. theCF
culated for each sentence, for example, a scormapped to the topmost node in theD F) is dis-
based on document position and a score based @ussed first. The remaining sentences were then
the TF*IDF of a sentence. (itlassification The ordered according to a depth-first traversal of the
features calculated during step (i) are combined/ DF hierarchy. In this way, general features are
into a single numerical score for each sentencefollowed immediately by their more specific chil-
(iif) Reranking The numerical score for each sen-dren in the hierarchy.
tence is adjusted relative to other sentences. This
allows the system to avoid redundancy in the fina# SEA: Natural Language Generation
set of sentences by lowering the score of sentenc
which are similar to already selected sentences.
We found from early experimentation that the

wheredesc(udf;) refers to all descendants odf;.

3 MEAD*: Sentence Extraction

eIshe extraction-based approach described in the
previous section has several disadvantages. We al-

: ) ready discussed problems with the linguistic co-
most informative sentences could be accuratel)(]erence of the summary, but more specific prob-
determined by examining the extractedr's. lems arise in our particular task of summarizing a

Thus, we created our own sentence-level feature . .
orpus of evaluative text. Firstly, sentence extrac-

based on the number, strength, and polarity Oﬁon does not give the reader any explicit informa-
CF's extracted for each sentence. g y exp

CF B 4 tion about of the distribution of evaluations, for ex-
sum(sg) = ) psil ample, how many users mentioned a given feature

psie eval(sg)
) ) 2The centroid calculation requires an IDF database. We
During system development, we found thisconstructed an IDF database from several corpora of reviews

measure to be effective because it was sensitivad a set of stop words.

to th b OF ti di . %In practice the process would only be repeated in sum-
0 the number o s mentioneda In a given Sen- ,44eg long enough to contain sentences for €ghwhich

tence as well as to the strength of the evaluation fois very rare.



and whether user opinions were uniform or var-
ied. It allso does not give an aggregate view of user dir moi(udf;) ch(udf,) = 0
evaluations because typically it only presents one|

evaluation for eacld' F'. It may be that a very pos- o dir_moi(udf;) +

itive evaluation for oneC'F was selected for ex- | (1 —a) 3,41, cchn(uar;) Moi(udfy)]  otherwise
traction, even though most evaluations were only ) )
somewhat positive and some were even negative. wherech(udf;) refers to the children oddf; in

he hi h [ I in th
We thus also developed a system, SEA, tha% € hierarchy an@ IS some rea pz_arameter In the
rangef0.5, 1]. In this measure, the importance of a

resent h information in generated natural lan- ; o o .
presents such information in generated natural la ode is a combination of its direct importance and

guage. T.hl.s system calculates several |mportan3f the importance of its children. The parameter

characteristics of the source corpus by aggregat- . . .

. . .. . a may be adjusted to vary the relative weight of

ing the extracted information including tli¢F' to .

. i ) the parent and children. We usad= 0.9 for our

U DF mapping. We first describe these character- . . . . .

- : . o eltxperlments. This setting resulted in more infor-

istics and then discuss their presentation in natural__. : :

mative summaries during system development.

language. . : .
In order to perform feature selection using this

metric, we must also define a selection procedure.

The most obvious is a simple greedy selection —

In order to provide an aggregate view of the eval-sort the nodes in th&’ DF by the measure of im-
uation expressed in a corpus of evaluative text #ortance and select the most important node until
summarizer should at least determine: (i) whicha desired number of features is included. How-
features of the evaluated entity were most ‘impor-€Ver, because a node derives part of its ‘impor-
tant’ to the users (||) some aggregate of the usetance’ from its children, it is possible for a node’s
opinions for the important features (iii) the distri- importance to be dominated by one or more of its
bution of those Opinions and (IV) the reasons bechildren. Including both the child and parent node
hind each user opinion. We now discuss each ofvould be redundant because most of the informa-

4.1 Aggregation of Extracted I nformation

these aspects in detail. tion is contained in the child. We thus choose a
dynamic greedy selection algorithm in which we
4.1.1 Feature Selection recalculate the importance of each node after each

. . round of selection, with all previously selected
We approach the task of selecting the most ‘im- P y

k - . . nodes removed from the tree. In this way, if a
portar?t features by defining a ‘measure of 'MPOT™ 1 1 de that dominates its parent’s importance is se-
tan_ce for e:a (.:h fea_lture of the ,evaluated entl_ty. VV(?ected, its parent’s importance will be reduced dur-
define the ‘direct importance’ of a feature in theing later rounds of selection. This approach mim-
UDF as ics the behaviour of several sentence extraction-
based summarizers (e.g. (Schiffman et al., 2002;
Saggion and Gaizauskas, 2004)) which define a
metric for sentence importance and then greed-
where by ‘direct we mean the importance de-lY Select the sentence which minimizes similarity
rived only from that feature and not from its chil- With already selected sentences and maximizes in-

dir_moi(udf;) = Z Ips|?
psgePS;

dren. This metric produces high scores for feaformativeness.

tures which either occur frequently in th_e COTPUS4.1.2  Opinion Aggregation
or have strong evaluations (or both). This ‘direct’
meahsure ?flr?pogaqcihg%vvFevifr, |st_|n(;omplete, om the source text in a similar fashion to de-
€ach non-leaf node In eliectively serves termining the measure of importance. We cal-

a dual purpose. It is both a feature upon Wh'Chculate an ‘orientation’ for each/ DF by aggre-

a ”?te ' ng?t (E[omme#] and a cattleg?cry f((j)r gl;]oup:- ating the polarity/strength evaluations of all re-
INg ItS sub-Teatlres. 1nus, a hon-ieal node SNOUIR, 4 - s into a single value. We define the ‘di-

:)he |mpc(13rt$nt I': _elt_her 't‘:’ CTldreS ?tr]e lr?pf[)r:_tant (()jr rect orientation’ of &/ DF' as the average of the
€ node 1seft s importan (or both). o thisen 'strength/polarity evaluations of all relatétF's
we have defined the total measure of importance . .

dir_ori(udf;) = avg psg

moi (udfl) as psiePS;

We approach the task of aggregating opinions



As with our measure of importance, we must(e.g., supporting vs. opposing evidence) between
also include the orientation of a feature’s childrenthe resulting groups; (ii) microplanning, which
in its orientation. Because a feature in i F  involves lexical selection and sentence planning;
conceptually groups its children, the orientation ofand (iii) sentence realization, which produces En-
a feature should include some information abouglish text from the output of the microplanner. For
the orientation of its children. We thus define themost of these tasks, we have adapted the Genera-

total orientatiorori(udf;) as tor of Evaluative Arguments (GEA) (Carenini and
_ » Moore, expected 2006), a framework for generat-
dir_ori(udf;) ch(udf;) = thg user tailored evaluative arguments.

[ dir_ori(udf;) +

(1-a) avgudfkech(udfi)Ori(Udfk)] otherwise 4.2.1 Content Structuring

GEA tailors evaluative arguments about a given
This metric produces a real number betweeh  entity to a quantitative model of the user prefer-
and-+3 which serves as an aggregate of user opinences that is very similar to tHe D F, as it is also

ions for a feature. We use the same valuev@s  describes the entity as a hierarchy of features. Our
in moi(udf;). adaptation relies on this key similarity. In essence,
413 Distribution of Opinions GEA structures the selected content as j[ext by ap-
Communicating user opinions to the reader isplylng g_strategy based on argumentation thegry
not simply a matter of classifying each feature(Carenlnl and Moore, expgcted 2006) that congld-
ers the strength and polarity of the user evaluation

as being evaluated negatively or positively — theof each feature represented in the user model. SEA
reader may also want to know if all users evalu-

) o ) ) applies the same strategy to organize and realize
ated a feature in a similar way or if evaluations PP 9y g

were varied. We thus also need a method of det_he selected content. However, instead of using the

. . . strength and polarity of a user evaluation of each
termining the modality of the distribution of user gt P y .
. " feature, it uses the measure of importance, total
opinions. We calculate the sum of positive polar-

ity/strength evaluations (or negativepifi(udf;) is gr;ig':)ar;uznland opinion distribution described in

negative) for a node and its children as a fraction . .
. . The output of the argumentation strategy is a
of all polarity/strength evaluations . . -
clpayeT P S |sigrm{pss Jmsignum{ori(udfo)} |vg] text plan which specifies what propositions the
vicpsrel P, gZ Dok _| ?| : summary should convey, the discourse relations
vieTPS; |V among these propositions and a partial order be-
If this fraction is very close to 0.5, this indicates tween them. Each proposition is about a different
an almost perfect split of user opinions on thatfeature and expresses an aggregate opinion about
features. So we classify the feature as ‘bimodalthat feature.
and we report this fact to the user. Otherwise, the

feature is classified as ‘unimodal’, i.e. we need4'2'2_ Mlcroplannlng and B@|zat|on ' _
only to communicate one aggregate opinion to the Microplanning and realization are simpler in

reader. SEA than in GEA. The reason was that, for the
time being, we wanted to keep SEA as domain in-

4.2 Generating Language: Adapting the dependent as possible. SEA follows GEA closely
Generator of Evaluative Arguments for the microplanning subtask of discourse cue se-
(GEA) lection, while it applies a simpler template-based

The first task in generating a natural languageapproach to the other microplanning tasks and re-
summary from the information extracted from thealization.

corpus is content selection. This task is accom- As in GEA, discourse cues selection in SEA is
plished in SEA by the feature selection strategybased on the discourse relations specified in the
described in Section 4.1.1. After content selectiontext plan. Different discourse relations can be ex-
the automatic generation of a natural languag@ressed by different sets of cues. For instance, the
summary involves the following additional tasks contrasting evidence relation can be expressed by
(Reiter and Dale, 2000): (i) structuring the contenteither “although”, or “even though” or “despite the
by ordering and grouping the selected content elefact that”.

ments as well as by specifying discourse relations While GEA uses rather sophisticated lexical-



ization and realization techniques, in SEA theeach treatment three participants received reviews
lexicalization and realization of each propositionfrom a corpus of 46 reviews of the Canon G3 dig-
in the text plan is performed by applying tem-ital camera and four received them from a cor-
plates. Each proposition specifies (i) what featurgous of 101 reviews of the Apex 2600 Progressive
is evaluated (ii) the orientation of an aggregateScan DVD player, both obtained from Hu and Liu
evaluation for that feature along with its modality (2004b). The reviews from these corpora which
(i.e., unimodal vs bimodal) for (iii) either the serve as input to our systems have been manually
absolute and relative number of users whosannotated with crude features, strength, and polar-
opinions contributed to the aggregate evaluationity. We used this ‘gold standard’ for crude fea-
Depending on specific values for these slots arure, strength, and polarity extraction because we
appropriate template and corresponding fillers ar&vanted our experiments to focus on our summary
selected. For instance, the following proposition:and not be confounded by errors in the knowledge

[feature *“digital zoonm'; orientation: extraction phase.

-3 uninodal ; user: absol ute-count= 7, The participant was told to pretend that they
relative-count= .3] would be realized as: work for the manufacturer of the product (either
“Several customers hated the digital z6om Canon or Apex). They were told that they would

SEA also performs some basic aggregation durhave to provide a 100 word summary of the re-
ing realization that can be loosely classified as/iews to the quality assurance department. The
conjunction via shared participants (Reiter andourpose of these instructions was to prime the user
Dale, 2000). to the task of looking for information worthy of

summarization. They were then given 20 minutes
4.3 Sample Sentences to explore the set of reviews.
Because our information extraction approach After 20 minutes, the participant was asked to
identifies features at the sentence level, we castop. The participant was then given a set of in-
maintain a mapping for each feature in i F  structions which explained that the company was
back to all sentences which evaluated it. This entesting a computer-based system for automatically
ables us to link evaluations of features in the sumgenerating a summary of the reviews s/he has
mary to relevant data from the source text. Be-been reading. S/he was then shown a 100 word
cause we want our summary to convey the reasorsummary of the 20 reviews generated either by
for user evaluations to the reader, this mappindEAD, MEAD*, SEA, or written by a humart.
is important. We thus decided to provide ‘sam-Figure 2 shows four summaries of the same 20 re-
ple sentences’ for each aggregate evaluation in théews, one of each type.

summary. These sentences serve the dual purposein order to facilitate their analysis, summaries
of confirming the aggregate evaluations presentegere displayed in a web browser. The upper por-
in the summary and presenting the reader with adtion of the browser contained the text of the sum-
ditional information about user evaluations. Sam-mary with ‘footnotes’ linking to reviews on which
ple sentences are selected using techniques similgde summary was based. For MEAD and MEAD*,

to the ones developed for MEAD*. for each sentence the footnote pointed to the re-
. view from which the sentence had been extracted.
5 Evaluation For SEA and human-generated summaries, for

We evaluated our two summarizers by performingtach aggregate evaluation the footnote pointed to
a user study in which four treatments were consid:[he review qontalnlng asample sentence_on Wh'Ch
ered: SEA. MEAD* human-written summaries that evaluation was based. In all summaries, click-

as a topline and summaries generated by MEALNY 0N one of the footnotes caused the correspond-
(with all options set to default) as a baseline. N9 review to be displayed in which the appropri-
ate sentence was highlighted.

5.1 TheExperiment Once finished, the participant was asked to fill

Twenty-eight undergraduate students participate8Ut a o:ljfst|onr_1a|re alsstezstln% th?f stf[_mmary aITO}:] g
in our experiment, seven for each treatment. Eacfie/eraldimensions refatedlo s etiectiveness. the

participant was given a set of 20 customer reviews “For automatically generated summaries, we generated

randomly selected from a corpus of reviews. Inthe longest possible summary with less than 100 words.



participant could still access the summary whilegenerative text approach may be more effective
s/he worked on the questionnaire. than simply extracting sentences on this aspect of
Our questionnaire consisted of nine questionsgrammaticality. On the other hand, MEAD* out-
The first five questions were the SEE linguisticperforms SEA on non-redundancy, and structure
well-formedness questions used at the 2005 Docand coherence. SEA's disappointing performance
ument Understanding Conference (DUC) (Natoon structure and coherence was among the most
2005a). The next three questions were designed ®urprising finding. One possibility is that our
assess the content of the summary. We based oadaptation of GEA content structuring strategy
guestions on the Responsive evaluation at DU@vas suboptimal or even inappropriate. We plan to
2005; however, we were interested in a more spenvestigate possible causes in the future.
cific evaluation of the content that one overall On the content side, the average score suggests
rank. As such, we split the content into the fol-the ordering of:Human > SEA > MEADx >
lowing three separate questions: MEAD. As for the three individual content ques-
¢ (Recall) The summary contains all of the information tions, on the recall one, both SEA and MEAD*
you would have included from the source text. were dominated by the Human summarizer. This
e (Precision)The summary contains no information you indicates that both SEA and MEAD* omit some
would NOT have included from the source text. features considered important. We feel that if a
e (Accuracy)All information expressed in the summary longer summary was allowed, the gap between the
accurately reflects the information contained in the two and the Human summarizer would be nar-
source text. . . .
rower. The precision question is somewhat sur-
The final question in the questionnaire asked theyising in that SEA actually performs better than
participant to rank the overall quality of the sum-the Human summarizer. In general this indicates
mary holistically. that the feature selection strategy was quite suc-
cessful. Finally, for the accuracy question, SEA is

closer to the Human summarizer than MEAD?*. In
Table 1 consists of two parts. The first top half fo- sum, recall that for evaluative text, it is very pos-
cuses on linguistic questions while the second botgjpje that different reviews express different opin-
tom half focuses on content issues. We performeghns on the same question. Thus, for the summa-
a two-way ANOVA test with summary type as ization of evaluative text, when there is a differ-
rows and the question sets as columns. Overalpnce in opinions, it is desirable that the summary
it is easy to conclude that MEAD* and SEA per- gccurately covers both angles or conveys the dis-
formed at a roughly equal level, while the baseline;greement. On this count, according to the scores
MEAD performed significantly lower and the Hu- 4 the precision and accuracy questions, SEA ap-

man summarizer significantly highey < .001).  pears to outperform MEAD*.
When individual questions/categories are consid-

ered, there are few question_s that differentiate be5_3 Qualitative Results
tween MEAD* and SEA with a p-value below
0.05. The primary reason is our small sample sizdMEAD*:  The most interesting aspect of the
Nonetheless, if we relax the p-value threshold, weeomments made by participants who evaluated
can make the following observations/hypotheseSVMEAD*-based summaries was that they rarely
To validate some of these hypotheses, we woulgriticized the summary for being nothing more
conduct a larger user study in future work. than a set of extracted sentences. For example,
On the linguistic side, the average scoreone user claimed that the summary hadsart
suggests the ordering of: Human >  ple sentence first, then ideas are fleshed out, and
{MEADx,SEA} > MEAD. Both MEAD* ends with a fun impact statemérind also liked
and SEA are also on par with the median DUCthe “fun quotes like ‘two thumbs up!”. Other
score (Nat, 2005b). On the focus question, inusers, while noticing that the summary was solely
fact, SEAs score is tied with the Human's score,quotation, still felt the summary was adequate
which may be a beneficial effect of tig DF  (“Shouldn't just copy consumers . . . However,
guiding content structuring in a top-down fashion.it summarized various aspects of the consumer’s
It is also interesting to see that SEA outperformsopinions. . . ).
MEAD* on grammaticality, showing that the  With regard to content, two main complaints by

5.2 Quantitative Results



MEAD*: Bottom line , well made camera , easy to use , very flexible and powerful featuneslude the ability to use external flash and lense / filters
choices . 1It has a beautiful design , lots of features , very easy to use , very conigamdibtustomizable , and the battery duration is amazing ! Great
colors, pictures and white balance. The camera is a dream to operate in automodsg givealtremendous flexibility in aperture priority , shutter priorjty

, and manual modes . | 'd highly recommend this camera for anyone who is lofakiegcellent quality pictures and a combination of ease of use and the
flexibility to get advanced with many options to adjust if you like.
SEA: Almost all users loved the Canon G3 possibly because some users thioaightysical appearance was very good. Furthermore, several users|found
the manual features and the special features to be very good. Also, some userlik@a/#mience because some users thought the battery was excellent.
Finally, some users found the editing/viewing interface to be gooditgetsie fact that several customers really disliked the viewfinder . Howewene {
were some negative evaluations. Some customers thought the lens wasgothough some customers found the optical zoom capability to be excellen
Most customers thought the quality of the images was very good.
MEAD: | am a software engineer and am very keen into technical details of everything i bpgnd around 3 months before buying the digital camera ;
and i must say , g3 worth every single cent i spentonit. | do n't write mavigwes but i 'm compelled to do so with this camera . | spent a lot of time
comparing different cameras , and i realized that there is not such thing as the bestdigiéra . | bought my canon g3 about a month ago and i haye to
say i am very satisfied .
Human: The Canon G3 was received exceedingly well. Consumer reviews from novicegpphbers to semi-professional all listed an impressive number
of attributes, they claim makes this camera superior in the market. CustomersasedcWith the many features the camera offers, and state that the camera
is easy to use and universally accessible. Picture quality, long lasting biifgesize and style were all highlighted in glowing reviews. One flawhie
camera frequently mentioned was the lens which partially obsructs the view thiteeigiew finder, however most claimed it was only a minor annoygnce
since they used the LCD sceen.

Figure 2: Sample automatically generated summaries.

SEA MEAD* MEAD Human DUC
Question Avg. Dev. | Avg. Dev. | Avg. Dev. | Avg. Dev. | Med. Min. Max.
Grammaticality 343 113| 271 0.76| 314 0.90| 429 0.76| 3.86 2.60 4.34
Non-redundancy 314 157| 386 090| 357 0.98| 443 113| 4.44 396 4.74
Referential clarity 386 069| 400 115| 3.00 1.15| 471 049| 298 2.16 4.14
Focus 414 069| 371 160| 229 160| 414 069| 3.16 2.38 3.94
Structure and Coherence 2.29 0.95| 3.00 141| 1.86 0.90| 443 053] 210 1.60 3.24
Linguistic Average 3.37 1.19| 346 124 2.77 1.24 44 0.74| 331 2.54 4.08
Recall 233 1.03| 257 098] 157 053] 357 1.27 - - -
Precision 417 117| 350 1.38| 217 1.17| 3.86 1.07 - - -
Accuracy 400 082 357 1.13| 2.57 14| 429 0.76 - - -
Content Average 35 126 | 321 1.2 2.1 1.12 3.9 1.04 - — —
Overall 314 069| 314 121| 214 121 443 0.79 - — —
Macro Average 3.39 0.73| 3.34 0.51| 2.48 0.65| 4.24 0.34 - — —

Table 1: Quantative results of user responses to our questionnairscategrom 1 (Strongly Disagree)
to 5 (Strongly Agree).

participants were: (i) the summary did not reflectcomplaints. Firstly, participants wanted more “de-
overall opinions (e.g., included positive evalua-tails” in the summary, for instance, they wanted
tions of the DVD player even though most eval-examples of the “manual features” mentioned by
uations were negative), and (ii) the evaluationsSEA. Note that this is one complaint absent from
of some features were repeated. The first comthe MEAD* summaries. That is, where the

plaint is consistent with the relatively low score of MEAD* summaries lack structure but contain de-

MEAD* on the accuracy question. tail, SEA summaries provide a general, structured

We could address this complaint by only includ-0verview while lacking in specifics.
ing sentences whoggF' evaluations have polari-
ties matching the majority polarity for eachF .
The second complaint could be avoided by no
selecting sentences which contain evaluations
CF's already in the summary.

The other set of complaints related to the prob-
fem that participants disagreed with the choice of
eatures in the summary. We note that this is actu-

ally a problem common to MEAD* and even the
SEA Comments about the structure of the sSumyyyman summarizer. The best example to illus-

maries generated by SEA mentioned the “coherenfate this point is on the “physical appearance” of
but robotic” feel of the summaries, the repetitionihe digital camera. One reason participants may
of “users/customers” and lack of pronoun use, theyaye disagreed with the summarizer’s decision to
lack of flow between sentences, and the repeatggc|ude the physical appearance in the summary
use of generic terms such as “good”. These probys that some evaluations of the physical appear-
lems are largely a result of simplistic microplan- ance were quite subtle. For example, the sentence
ning and seems to contradict SEAs disappointing Thjs camera has a design flawas annotated in
performance on the structure and coherence quegy corpus as evaluating the physical appearance,
tion. although not all readers would agree with that an-
In terms of content, there were two main sets ofhotation.



6 Related work schema’ via semi-supervised pattern matching and
o _ _ produces a summary consisting of sentences gen-
Oplnlon extraction from evalugtlve text has re-grated by filling in sentence templates and sen-
ceived a good deal of attention recently (€.9-tences extracted from the source reports. The
OPINE (Popescu and Etzioni, 2005), (Wilson eteyent schema performs a similar task to the F
al., 2005)). However, we have only been abley SEA, and RIPTIDES's approach to reporting
to find two systems in the literature which pur- conflicting reports on factual information may also
port to summarize extrgcted opinions. Hu and '-'_Ube applicable to reporting on conflicting opin-
(2004a) summarize their extracted features by dispns. However, RIPTIDES's information extrac-

playing each feature along with two counts: thetion method is not well-suited for opinion extrac-
number of sentences evaluating the feature posjion pecause of its fact-oriented nature.

tively, and the number of sentences evaluating the
feature negatively. In each case, the user may alsp - conclusions and Ongoing Work
view all sentences which evaluate a feature posi-
tively or negatively. They display the features ac-We have presented and compared a sentence
cording to the number of evaluations they receivedextraction- and language generation based ap-
(most frequent first); sentences are displayed iproach to summarizing evaluative text. A forma-
no particular order. This summarization approachive user study of our MEAD* and SEA summa-
presents two key weaknesses with respect to SEAizers found that, quantitatively, they performed
Firstly, it does not group the evaluated features irequally well relative to each other, while signifi-
any way. For example, it may be that evaluationsantly outperforming a baseline standard approach
for “lens cap” and “lens” are displayed very far to multidocument summarization. Trends that we
from each other in the summary. Secondly, Huidentified in the results as well as qualitative com-
and Liu’'s approach does not attempt to commu:ments from participants in the user study indicate
nicate any relationship among the features. Thé¢hat the summarizers have different strengths and
user must ascertain for herself which evaluationsveaknesses. On the one hand, though providing
are general (e.g. “image”) and which are morevaried language and detail about customer opin-
specific (e.g. “resolution”), and furthermore, howions, MEAD* summaries lack in accuracy and
general evaluations related to specific ones (e.gurecision, failing to give and overview of the opin-
“users liked the images even though they dislikedons expressed in the evaluative text. On the other,
the resolution”). SEA summaries provide a general overview of the
A second system which attempts to summarizeource text, while sounding ‘robotic’, repetitive,
evaluative text (Beineke et al., 2004) aims to ex-and surprisingly rather incoherent.
tract a single ‘sentiment sentence’ for a single Some of these differences are, fortunately, quite
movie review. They treat the problem as a sencomplimentary. We plan in the future to investi-
tence classification problem. To solve the prob-gate how SEA and MEAD* can be integrated and
lem, they use naive Bayesian classifier trained oimproved. We are particularly interested in mak-
a large set of movie reviews with associated sening SEA fully domain independent like MEAD*.
timent sentences. This task differs from ours inFirst, we will need to acquire domain specific mi-
that (i) both SEA and MEAD* summarize multi- croplanning knowledge and strategies automati-
ple documents as opposed to a single review; (iixally from the corpus, which may require to extend
MEAD* system selects more than one sentenc®EAD* techniques beyond whole sentence ex-
for each review and (iii) their information extrac- traction to more intelligently select isolated words
tion is supervised. or phrases from the source text to express partic-
We have found no other work comparing sen-ular features and evaluations. Secondly, we will
tence extraction- and generation-based approachesed to automatically induce tiieD F's from the
for summarization. In fact, very few summa- C'F's combined with available lexical resources.
rization systems perform natural language gener- SEA's poor performance on structure and coher-
ation. One notable exception is RIPTIDES (Whiteence was quite surprising. One possibility is that
et al., 2002), a summarizer of multiple (possi-ouradaptation of GEA content structuring strategy
bly conflicting) reports on disasters (e.g., earthwas suboptimal or even inappropriate. This issue
guakes). It extracts information based on an ‘eventequires more investigation.



Finally, we intend to test the improved summa-T. Wilson, J. Wiebe, and P. Hoffmann. 2005. Recognizing

rizers in a much |arger user study that will allow contextual polarity in phrase-level sentiment analysis. In
. o Proceedings of the HLT/EMNLP

us to thoroughly test the trends we have identified
in our formative evaluation. In this study, we alsolL. Zhou, M. Ticrea, and E. Hovy. 2004. Multi-document
plan to investigate the impact of the accuracy of biography summarization. IRroceedings of EMNLP
the extraction phase on summarization, by not as-
suming the 'gold-standard’ for this phase.
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