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ABSTRACT
Many critical decisions for individuals and organizations are
often framed as preferential choices: the process of select-
ing the best option out of a set of alternatives. This paper
presents a task-based empirical evaluation of ValueCharts,
a set of interactive visualization techniques to support pref-
erential choice. The design of our study is grounded in a
comprehensive task model and we measure both task per-
formance and insights. In the experiment, we not only tested
the overall usefulness and effectiveness of ValueCharts, but
we also assessed the differences between two versions of Val-
ueCharts, a horizontal and a vertical one. The outcome of
our study is that ValueCharts seem very effective in sup-
porting preferential choice and the vertical version appears
to be more effective than the horizontal one.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation]: User
Interfaces—Graphical user interfaces (GUI); I.3.6 [Computer
Graphics]: Methodologies and Techniques—Interaction Tech-
niques; H.4.8 [Information Systems Applications]: Types
of Systems—Decision Support

General Terms
Design, Experimentation, Human Factors

Keywords
Visualization techniques, preferential choice, empirical eval-
uation, user studies

1. INTRODUCTION
Developing effective interactive visualization interfaces re-

quires a possibly long process of iterative design, in which
task analysis, analytical evaluation and user studies are suc-
cessively applied. We have followed this methodology in
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the development of an interactive visualization framework to
support preferential choice: the process of selecting the best
option out of a set of alternatives. Preferential choice has
been extensively studied in decision theory as many critical
decisions for individuals and organizations are often framed
as preferential choices. For instance, selecting a house to
rent or buy, deciding who to hire, selecting the location of a
new store or deciding where to spend your next vacation are
all examples of preferential choices. When people are faced
with such decisions, they look for an option that dominates
all the others on all aspects they care about (objectives in
decision theory). However, such an option often does not ex-
ist. For instance, when selecting a house within a specified
price range, you may find one that is situated at the ideal
location but does not have all the amenities you seek. In
this case you will have to consider the tradeoffs. People are
generally not very effective at considering tradeoffs among
objectives, and require support to make this process easier
[9].

According to prescriptive decision theory, effective pref-
erential choice should include the following three distinct
interwoven phases. First, in the model construction phase,
the decision maker (DM) builds her decision model based on
her objectives: what objectives are important to her, the de-
gree of importance of each objective, and her preferences for
each objective outcome. Secondly, in the inspection phase,
the DM analyzes her preference model as applied to a set of
alternatives. Finally, in sensitivity analysis, the DM has the
ability to answer “what if” questions, such as “if we make a
slight change in one or more aspects of the model, does it
effect the optimal decision?” [9].

In the development of interactive tools for preferential
choice, we argue that full support for - and fluid interac-
tion between - all three phases are essential in making good
decisions.

In [8] we presented ValueCharts (VC), a set of interac-
tive visualization techniques to support preferential choice.
VC in its original form was designed by mainly focusing on
supporting the model inspection phase. Furthermore, the
design of the interface relied on a rather simple task analy-
sis exclusively based on decision theory.

In [5], we described the second major iteration in the de-
velopment of VC. We presented the Preferential choice Vi-
sualization Integrated Task model (PVIT): a much more so-
phisticated compilation of domain-independent tasks that
considers all aspects of preferential choice, some new ideas
from decision theory, and more importantly, an integration
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Figure 2: Vertical ValueCharts - VC+V

of task frameworks from the area of Information Visualiza-
tion (InfoVis). For a detailed account of how tasks from
literature in InfoVis and Decision Theory were integrated
into our model, please see [5].

A new version of VC, called VC+, was developed to ef-
fectively support all the tasks included in PVIT (See [5] for
the rationale behind the redesign). We also used the PVIT
model to compare analytically VC+ with other existing tools
for preferential choice [3, 2, 6]. VC+ appears to clearly dom-
inate all its competitors (30% more effective). We developed
two alternative versions of VC+. In VC+H the information
is displayed horizontally, while in VC+V the information is
displayed vertically. The PVIT model suggests that VC+V
should be more effective than VC+H.

In this paper, we present our extensive empirical testing of
VC+. In our evaluation approach we follow [16]. In particu-
lar, as advocated by Plaisant, we give subjects real problems,
we ground the evaluation in a comprehensive task model and
we measure both task performance and insights.

Since the analytical evaluation indicated that the other
tools fare considerably worse than VC+ in supporting the
tasks of the PVIT model, we gave low priority to a com-
parison study. Instead, we performed a comprehensive user
study, grounded in the PVIT, to verify the usefulness and

effectiveness of VC+, as well as focused on the assessment
of the differences between the horizontal (VC+H) and the
vertical (VC+V) versions.

The key contribution of this paper is that we applied sev-
eral distinct approaches in order to achieve a more compre-
hensive assessment. First, we performed a quantitative, con-
trolled usability study to see how effectively users performed
the low-level tasks of the PVIT. Second, we qualitatively
observed subjects using the tool in a real decision-making
context of their choice (out of three possible ones). The sub-
jects then answered a number of questions regarding their
experience with VC+ in the decision-making process. In ad-
dition, we attempted to measure the users’ insights in the
decision problem. And finally, we used interaction logging
throughout the experiment for further study. By triangu-
lation of methods, we aimed to more fully understand the
DM’s experience in using VC+ (and VC+H versus VC+V)
to perform preferential choice.

As a preview of the paper, we first briefly summarize
VC+ and the PVIT model. We then describe our evaluation
methodology and experimental design. Next, we present the
controlled experiment on the PVIT low-level tasks. Finally,
we describe the exploratory study to assess the effectiveness
of VC+ in terms of user experience and insights.

2. VALUECHARTS+ AND THE PVIT MODEL

2.1 ValueCharts+ (VC+)
We developed two variations of VC+. In VC+H the infor-

mation is displayed horizontally (Figure 1), while in VC+V
the information is displayed vertically (Figure 2). We will
describe the general features of VC+ by referring to the
vertical version and then we will examine the differences be-
tween the two versions.

VC+ is a set of interactive visualization techniques for
preferential choice. It supports the DM in the construc-
tion, inspection and sensitivity analysis of a DM’s prefer-
ence model as an Additive Multiattribute Value Function
(AMVF) 1. In an AMVF the DM’s objectives are hierar-
chically organized. In VC+ this hierarchy is displayed as
an exploded stacked-bar, see Figure 2 left-bottom quadrant.
The vertical height of each row indicates the relative weight
assigned to each objective (e.g., size is much less important
than internet-access). Each column represents an alterna-
tive, thus each cell portrays an objective corresponding to an
alternative (bottom-right quadrant). The amount of filled
color relative to cell size depicts the alternative’s preference

1For a detailed description of AMVF and VC+, see also [8,
5]
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value of the particular objective (e.g., the rate for hotel4
is bad, hotel3 is worst). The values are then accumulated
and presented in a separate display in the form of vertical
stacked bars, displaying the resulting score of each alterna-
tive (top-right quadrant).

Several interactive techniques are available in VC+ to fur-
ther enable the inspection and sensitivity analysis of the
preference model. For instance, center-clicking on an al-
ternative label displays the corresponding domain values.
Double-clicking on the row heading ranks the alternatives
according to how valuable they are with respect to the cor-
responding objective. As an example of sensitivity analysis,
an objective weight can be changed by sliding the row head-
ings to the desired weight.

The two versions of VC+ we have developed are infor-
mationally equivalent. They differ only in how the same
information is displayed and in how it can be accessed. As
shown in Figure 2, besides the different orientation the main
difference between VC+V and VC+H is that VC+V allows
for persistent display of the AMVF’s component value func-
tions (Figure 2 center bottom-half). In an AMVF, there
is one component value function for each objective, and it
specifies how valuable different levels of the corresponding
objective are to the DM. For instance, the lower the sky-
train distance the better. As discussed in [5] including these
functions persistently in VC+H would be visually mislead-
ing and possibly confusing, so in VC+H component value
functions are only accessible on demand.

At first glance, it appears that offering a persistent view
on the component value function presents only advantages.
The DM should be able to more effectively inspect trade-
offs among objectives as the range of their levels is readily
visible and objective names are also more readable, because
the label width is now mainly affected by the depth of the
tree instead of by the number of objectives. Yet, since the
functions do take up some screen real estate, they can be-
come less readable and useful if the number of objectives
increases, and more importantly making them permanently
visible requires a vertical orientation that may negatively
affect some PVIT tasks.

An important goal of the user study presented in this pa-
per is to clarify whether the different orientation and persis-
tent component value functions affect the DM performance
in using VC+V versus VC+H.

2.2 The Preferential choice Visualization
Integrated Task model (PVIT)

The Preferential choice Visualization Integrated Task model
[5] is a framework for the design and evaluation of infor-
mation visualizations for preferential choice (See Figure 3).
The PVIT model starts top-down from the task that defines
preferential choice: to select the best alternative. The first
decomposition is into the three main phases of preferential
choice: construction, inspection, and sensitivity analysis of
the preference model applied to the set of alternatives.

The next level below incorporates two task taxonomies
from the area of Information Visualization. The first is a
classic: Ben Shneiderman’s task by data type taxonomy
(TTT) [18], which includes the tasks from his information-
seeking mantra of “overview first, zoom and filter, then de-
tails on demand”, as well as relate, history, and extract. In
more recent literature [1], Amar and Stasko recognize the
need for information visualizations to not only support rep-
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Figure 3: The PVIT model

resentation of data, as the TTT does well, but also facil-
itate higher-level analytical tasks such as decision-making
and learning. To bridge what they call “analytical gaps”
(the gaps between representation and analysis), we incor-
porated their high-level Knowledge Tasks (e.g., concretize
relationship) into our PVIT model by expanding the relate
task from the TTT (see center of Figure 3).

In further refining PVIT into primitive tasks (leaf nodes),
we go back to decision theory by first considering the original
set of basic decision tasks for preferential choice proposed by
Carenini and Lloyd [8]. Then, we augment this set so that
all the generic knowledge tasks are instantiated and also
by taking into account relatively recent ideas from decision
theory (i.e., Value Focused Thinking [9]).

3. EVALUATION METHODOLOGY
Our evaluation methodology relies on [16], in which sev-

eral guidelines for effective evaluation of interactive informa-
tion visualizations are proposed. First, it is crucial that the
empirical study matches tools with users, tasks, and real
problems. In our study, we give subjects real preferential
choices and we ensure the decision situation is of interest
to the subject by letting her choose among three possible
scenarios. Second, the evaluation should be grounded in a
comprehensive task model. We follow this guideline by re-
lying on the PVIT. Third, evaluation should not be limited
to task performance but should also try to measure discov-
ery and insights. Our evaluation comprises two parts. In
Part A, we took a quantitative approach by performing a
controlled usability study to see how users performed the
primitive tasks of the PVIT. In Part B, we followed a more
qualitative approach by observing subjects using the tool in
a real decision-making context. In this second part of the
study, we attempted to measure the users’ insight in the
decision problem.

Once the subjects had completed Part B, they filled out
a questionnaire regarding their experience with VC+ in the
decision-making process. Interaction logging were also col-
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lected throughout the experiment for further study.
Since we were comparing two versions of the same tool, we

decided on a between-subjects experimental design to avoid
the obvious learning effect that would come with a within-
subjects design. Each subject was assigned to either VC+V
or VC+H interface.

Subjects were recruited through the Reservax 2 online ex-
periment reservation system. Prior to beginning the exper-
iment, each subject read, signed and dated a consent form
and filled out a pre-study questionnaire. 20 subjects, all stu-
dents at UBC, of age ranging from late teens to 50+, agreed
to spend 60 minutes with our experiment and receive $10
in compensation. Of the sample, 8 were male. All sub-
jects were fairly computer proficient, ranging from 10 - 50+
hours per week. Each subject worked with only one VC+
interface: 10 subjects worked with VC+V and the other 10
worked with VC+H.

We found a good match in the grouping of the subjects
in each treatment. Both groups had the same breakdown in
sex and English proficiency, and the average computer use
was very close. There was a slight difference in average age
group: VC+V subjects were a younger group overall, half of
them being less than 20 years old, and in the VC+H group,
most subjects were in the 20-29 age group. All subjects had
no previous exposure to formal decision analysis methods.

4. PART A: CONTROLLED STUDY
In this first part of the evaluation, we tested the hypoth-

esis that the difference between the two orientations influ-
ences subject performance on a set of tasks form the PVIT
model. In addition to the total-time-to-complete and cor-
rectness of tasks, we looked at each task individually.

4.1 Tasks
For this controlled study, we used data sets accompanied

by scenarios: for training, we used the scenario of shopping
for a used television set, and for testing we put the user
in the situation of deciding on a hotel to stay at in Van-
couver. It was assumed that the construction phase had
already been completed (it is the same in both versions of
VC+), and participants performed inspection tasks inter-
spersed with sensitivity analysis tasks.

We considered the following four basic types of sensitivity
analysis tasks (instances of the formulate cause and effect in
the PVIT model): (i) What if [objx]’s weight is increased of
k, and consequently [obj y]’s weight decreased of the same
amount? (ii) What if [objx]’s weight is increased of k, and
[all other n objectives] decreased of k/n? (iii) What if a
component value function is changed in a numerical domain
(e.g. money)? (vi) What if it is changed in categorical
domain (e.g., neighborhood)?

We considered all nine primitive inspection tasks from the
PVIT model. However, since four of the inspection tasks
are implied by sensitivity analysis tasks (e.g. Inspection of
component value function is implied when the user is asked
to perform value function sensitivity analysis), we explicitly
tested only the remaining five (see Table 1 for an example
of these five tasks mapped to the house domain).

2http://www.reservax.com/hciatubc/index.php,
HCI@UBC Subject Sign-up System

What are the top 3 alterna-
tives according to total value?

List the 3 highest valued
houses

For a specified alternative,
which objective contributes
to its total value the most?

For HouseX, which is its
strongest factor according to
your preferences?

What is the domain value of
objective x for alternative y?

How many bathrooms are
there in House1?

What is the best alternative
when considering only objec-
tive x?

Which is the least expensive
house?

What is the best outcome for
a objective x?

What is the best bus-
distance?

Table 1: Sample inspection tasks mapped to the
House domain

4.2 Tutorial and Training
The PVIT construction tasks are assumed to help the user

bridge the Rationale gap [1], i.e., they help the DM learn
about the decision problem at hand, the model, and the
decision analysis technique in general. So, although con-
struction tasks were excluded from our evaluation, it was
important to include the construction interface in the train-
ing.

The training session was performed on the TV domain.
With the construction interface, the experimenter explained
the objective hierarchy, the given alternative data, speci-
fying value function, and objective weighting. After con-
structing the chart, the experimenter described the inspec-
tion interface in detail, covering all the types of tasks that
the subject was to complete. The subject was then given a
set of tasks to perform on the given model, which were task
examples of the testing phase.

4.3 Procedure
After the training phase, each participant had an oppor-

tunity to ask questions for clarification before the testing
phase began. Subjects were reminded that time and cor-
rectness were being measured, and that this time they did
not have the opportunity to ask questions.

Once again, the experimenter walked the subject through
the construction of the model (this time using the Hotel data
set), but the testing did not start until after the VC+ view
was in place. The subject was then given a set of tasks much
like what they saw in the tutorial. The set was organized
so that after each of the sensitivity analysis tasks, subjects
completed a round of inspection tasks. In total, there were
five rounds of inspection tasks (including one when the inter-
face is first presented). Each subject performed each task,
writing down the answer to applicable tasks that asked a
question about the data.

4.4 Results
All subjects completed the procedure successfully. In terms

of correctness of tasks performed, there was no significant
difference between the two interfaces. In fact, there were
very few mistakes made during testing and the average over-
all mean score for VC was 18.5, or 97.4% correct (partici-
pants scored 18.6 with VC+V and 18.4 with VC+H).

The high percentage of correctness does give us a good
indication that subjects did well. However, we could not
determine if the subjects performed well overall for time
to complete tasks, since there is no benchmark to compare
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against in this measure. Instead, we looked closely at these
results to find an indication of whether one version of VC+
was better than the other for performing the tasks.

Our analysis follows a two-step approach that has been al-
ready successfully applied in Computational Linguistics [11],
as well as in Human-Computer Interaction [14, 4], when two
systems are compared on a relatively large number of tasks.
First, you verify whether the performance of the two sys-
tems differ in a statistical significant way both across tasks
and when performance for all tasks is aggregated (using the
t-test). Then, you verify whether the two systems differ in
a statistical significant way in the number of tasks in which
one system is better than the other (using the Sign test [19]).

The mean time to complete all tasks was only slightly
better for VC+V than VC+H for the training phase (19%).
Although still non-significant, there was a more prominent
difference seen in the testing phase (30%), in which sub-
jects performed better with VC+V. When we broke down
the evaluation by task, there were similarly no significant
differences found.

Finally, in the second step of our analysis we determined,
for each task, what interface the subjects performed better.
VC+V performed better on all five inspection tasks and also
performed better on three out of the four sensitivity analysis
tasks. Then we applied a two-tailed Sign Test [19] to the
obtained data (VC+V better 8 out of 9). This test measures
the likelihood that the subjects performed better on one
version over the other on m or more out of n independent
measures under the null hypothesis that the two versions are
equal. This test is insensitive to the magnitude of differences
in each measure, noticing only which condition represents
a better result. The outcome of this test is that overall
subjects performed significantly better with VC+V in the
testing phase (p = 0.039).

According to our analysis we can conclude that even though
there are no significant differences in training time between
the two interfaces, subjects work more efficiently with the
vertical interface after the initial training.

In addition to these overall results, we looked closely at
individual task results and interaction logs and found some
interesting observations. For example, we were able to un-
derstand why there were no significant differences in time
to complete value function sensitivity analysis tasks. In the
VC+H subjects took extra time because they had to recall
what the value function was and how to access the hidden
display, whereas subjects did not experience this problem in
VC+V. They did, however, take longer to interact with the
smaller display, and some subjects ended up opening the on-
demand view. Although the persistent display did not affect
time to perform the task, we will see that it played a bigger
part in overall decision-making (See Part B below). We also
found problems in our design regardless of orientation. For
example, we found that subjects had trouble with the pump
function for sensitivity analysis of weights (see [5]) in both
VC+H and VC+V. These and several observations by task
will be taken into consideration with future design iterations
of ValueCharts.

5. PART B: EXPLORATORY STUDY
In Part A of our evaluation, we looked closely at how

subjects performed tasks that are important for effective
analysis in decision-making. Because these tasks still need
to be appropriately combined to lead to effective preferen-

tial choice, in Part B we attempt to more fully understand
the DM’s experience in using VC+ to perform preferential
choice. To achieve this goal we observed subjects using the
tool in a real decision-making context of their choice (out
of three possible ones). After interacting with the system,
subjects filled out a questionnaire regarding their experience
with VC+ in the decision-making process.

5.1 Insight Characteristics
A primary purpose of visualization is to generate insight

[7]. It has been argued that the generation of insights leads
to a better understanding of the domain and problem situ-
ation, thus favoring better decisions. An effective visualiza-
tion will aid the DM to see things that would otherwise go
unnoticed, as well as enable her to view information about
her preferences in a new light.

In our exploratory study we measure the amount of in-
sight each subject gains from using VC+ for a particular
decision-making scenario. We use the definition of insight
provided in [17]:an individual observation about the data by
the participant, a unit of discovery. In terms of our model,
we consider the DM’s preferences and weighting as part of
the data observed.

Saraiya and North in [17] propose an evaluation protocol
for insights based on a set of “characteristics of an insight”.
Although this set is assumed to work for other domains, it
is accepted that it may require some adaptation.

Notice that Saraiya and North’s study for evaluating in-
sight is in a very specific and technical domain (i.e., mi-
crobiological and microarray data). And the subjects had
extensive domain knowledge. In contrast, our study is less
specific (subjects worked in different domains they could
choose from), much less technical (e.g., house rental) and
the subjects were not experts.

Based on these observations, in our study we applied some
slight modifications and generalizations to Saraiya and North’s
original set “characteristics of an insight”.

The following is our characterization of insight as applied
to preferential choice:

• Fact: The actual finding about the data (e.g. “Sam-
sung [cell phones] are the smallest”)

• Value: How to measure each insight? We determined
and coded the value of each insight from 1 - 3, whereas
simple observations of domain value and top ranking
(e.g. “cheapest place is in East Van”) are fairly trivial,
and more global observations regarding relationships
and comparison (e.g. “more expensive phones have all
the features”) are more valuable.

• Category: Insights were grouped into several cate-
gories:

– Simple fact: an alternative rank or identification
of domain value e.g. “This phone is fairly light”,
“This phone is only [ranked] fourth for battery”

– Sensitivity: how a change affects the results e.g.
“This house again!”, “Now this phone is third”

– Realization of personal preferences: users often
stated that they made a realization about their
preferences e.g. “it makes sense, because I really
like hiking and nature”, “brand should be more
important [to me]”
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These categories were defined after the experiment,
and the grouping closely lends to the value coding.

5.2 Domain Data Sets
In order to ensure that the users had the capability to

determine insightful facts about the information presented
to them, it was important that they had a genuine interest
in the domain that was studied. The subjects were asked to
choose one out of three different decision problems. Each of
the decisions included a scenario in the following domains:

House Rental: data was taken loosely from current post-
ings on AMS Rentsline, where any missing information was
fabricated. General information, such as rent, location, type,
etc, were consistently available, but other more detailed in-
formation (bedroom size by sq-ft) was often fabricated. The
scenario is that the DM goes to school at UBC and would
like to move off campus. It is assumed that the DM is only
considering Point Grey, Kitsilano, Downtown, and EastEnd.
The House Rental decision problem contained 13 objectives
and 10 alternatives.

Cell Phone: data was taken from Rogers Video web-
site, and there were only a few cases of missing informa-
tion. The information was narrowed down to 17 primitive
objectives, and anything the participant was looking for (i.e.
text-messaging) was assumed to be a feature included in all
phones. The scenario is that the DM is looking for a phone
from Rogers Wireless based on a 3-year plan (as prices were
quoted). The Cell Phone decision problem contained 17 ob-
jectives and 12 alternatives.

Tourism: in this situation, the data was taken from
Tourism Vancouver Official Visitor’s Guide. The alterna-
tives were narrowed down to those listed as being Down-
town, East End, West End, and North Van. The scenario
is that the DM is looking to take a visiting friend to a local
tourist attraction. Alternatives were further categorized as
type (scenic, historic, etc.), and indoor/outdoor. Cost was
assumed as average/adult. The Tourism decision problem
contained 17 objectives and 12 alternatives.

We realize that one possible problem in this methodol-
ogy is that the number of alternatives and objectives differ
(which may affect the number of insights). We do, however,
believe that the advantages dominate this possible disadvan-
tage.

Each scenario was explained to the participants, and they
were asked to choose which one they would like to work with.

5.3 Procedure
At the onset of Part B of the study, subjects have already

undergone considerable training and practice from Part A.
However, since the construction interface was not tested in
the controlled study, experimenters worked with the sub-
jects to build the initial decision model. Objectives were
presented to them in a pre-existing hierarchy with all avail-
able factors, and were told to remove and rearrange as they
pleased (additions were not allowed since data set was fixed
and could not be extended).

To set their initial preference model, they were instructed
to go through the list of objectives and set the value func-
tion of each one to reflect their true preferences. Default
functions were provided, where typically linear continuous
functions were given (i.e. positive for battery talk time,
negative for price), and each discrete objective was set with
a best, worst, and 0.5 for others. Finally, the subjects

ranked the objectives with the SMARTER weighting tech-
nique [12]. Their resulting decision model was then pre-
sented with VC+. The subject was asked to use the inter-
face to analyze the decision model, perform any sensitivity
analysis changes as they see fit, and view any information
that they required. They were instructed to work with the
interface to make a decision about the data, where the de-
cision could be to select one or more preferred alternatives.

Subjects were asked to “think aloud” as they analyzed the
preference model, being sure to let the experimenter know
anything interesting that they saw. Notes were taken by the
experimenter, and interaction logging was turned on once
VC+ was created.

The subject was asked to take as little or as much time
as she needed in order to reach his decision. If she was
finished quickly, the experimenter would probe, but end the
session if she was satisfied with the decision. The time for
the experiment (total of both Part A and B) was 60 minutes,
and if subjects were approaching the 60 minute mark, they
were warned by the experimenter but welcomed to stay until
as long as the 75 minute mark.

At the end of the exercise the subject was asked what their
decision was, and to keep that in mind when answering the
post-experiment questionnaire.

5.4 Results
It appeared that every subject had a genuine interest in

the domain that they chose (10 cell phone, 6 tourism, and
4 house). Overall, subjects were able to use the tool and
conclude on a best decision.

Subjects went through the construction phase carefully.
The time spent inspecting the interface (minus construction)
ranged from 3-16 minutes. The number of insights ranged
from 0 to 10.

5.4.1 Comparison between the two interfaces in terms
of insights

Table 2 summarizes two measures of insight gained and
usage time, illustrating the two different interfaces. It shows
a) mean number of insights acquired, b) the mean sum of
value for all insight occurrences, and c) the average total
time each subject spent using the tool until they felt that
they reached a decision.

VC+V mean sd min max
Count of insights 4.7 5.0 0 10
Total insight value 8.8 2.9 0 15
Total time 9.93 2.8 3.14 16.45

VC+H mean sd min max
Count of insights 3.3 6.2 0 10
Total insight value 5.9 3.2 0 15
Total time 8.69 5.3 3.03 12.65

Table 2: Insight Results

Statistical analysis indicates that there are no significant
differences, despite the fact that there appeared to be a
great difference in the mean insights and value (49% and
34% more, respectively). Because of these noteworthy dif-
ferences we also measured effect sizes (the magnitude of the
differences) to determine the practical significance of the dif-
ferences. Cohen’s d [10] provides a standardized measure of
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the mean difference between two treatments. In this mea-
sure d > 0.8 is considered to be a large effect, 0.8 > d > 0.5
to be a medium effect, and d < 0.5 to be a small effect. We
found the effect sizes of the insight count and insight value
to be 0.40 and 0.51 respectively. So, although our results
are not statistically significant, according to Cohen’s crite-
ria, using VC+V has a medium effect on the value of insights
reported by our participants.

Since the evaluation method is more qualitative and sub-
jective than quantitative, general comparison of the tenden-
cies in the results is also appropriate. There were more in-
sights counted for the vertical interface, which also fared bet-
ter when value factor was considered. Looking more closely
at the interaction logs reveal that subjects tended to per-
form more sensitivity analysis on VC+V, which in turn led
to more insights on sensitivity. There were 89% more sen-
sitivity analysis of value function performed on the vertical
interface than the horizontal. We conclude that the reason
for this is that the persistent view a) acts as a reminder of
what the value function is and that it can be changed and
b) is more inviting for users to directly manipulate value
function. We hypothesize that there is a benefit from the
persistent view of the component value functions, but may
revisit the persistent sensitivity analysis technique in future
iterations.

More time was spent on the vertical interface. In contrast
to time measurement in Part A that we used to gauge per-
formance of lower-level tasks, more time spent performing
the overall task of making a decision can not be viewed as
negative. In fact, the general trend was that the more time
spent by the subject on the decision problem, more insights
were reported.

It should be noted that, regardless of the interface, the
results were very mixed. Some subjects did not have any
insights, and some had many. The standard deviation was
high overall (see Table 2). Individual differences were more
apparent in this part (versus Part A) because subjects’ per-
sonalities could affect the amount of insights reported (a
challenge of the think-aloud technique [13, 15]). In addi-
tion, the possible varying level of interest in each subject’s
selected domains may contribute to this variance. Nonethe-
less, we believe that providing the subject with a selection
of domains helped with degree of interest. A more extensive
study might specify a single domain and recruit participants
with a specific requirement (e.g. recruit participants who are
in the market for a new cell phone, and plan to purchase or
upgrade in the next month).

5.5 Post-study questionnaire
Following the exploratory study, we completed the ses-

sion by asking the subject a number of open questions and
having them fill out a post-experiment questionnaire. They
were asked to answer each question by selecting the degree
of agreement of the statement from 1 to 5 where 1 is strongly
disagree and 5 is strongly agree. Some questions were spe-
cific to the exercise they performed in Part B, while oth-
ers were about the overall experience of using VC+. This
questionnaire provides information not only on differences
between VC+V and VC+H, but also on the subjects’ expe-
rience and satisfaction with VC+ in general.

All subjects were generally satisfied with the decision that
they made (µ = 4.25, σ = 0.55), although their level of con-
fidence was slightly lower overall (µ = 3.95, σ = 0.76). A

closer look shows that 4 of 6 subjects who gave this a 3 or
“neutral” rating had 3 or less insights. Subjects felt that
VC+ was a good tool for learning about their preferences
in the selected domain (µ = 3.95, σ = 0.69). This was tied
closely to insights as well, as we found a significant positive
correlation between the rating of this question and insight.
This analysis further supports the assumptions made in Part
B that more (insights, time, interaction) is better.

Our subjects, who did not have any previous exposure to
decision analysis methods, felt that they learned much about
how to analyze their decision model (µ = 4.20, σ = 0.62).
We attribute this much to the construction interface that
they were exposed to in training for Part A and working
with building their decision model in Part B, since it repre-
sents tasks that support the higher-level analytical task of
learning.

Overall VC+ was very well-received. All subjects thought
that VC+ is useful, intuitive, easy to use and quick to learn.
In particular, subjects rated the usefulness very high (µ =
4.40, σ = 0.50), and strongly agreed that visualizing their
preferences helps in their understanding of the decision (µ =
4.45, σ = 0.51).

Details on the answers to the most informative questions
in the post-study questionnaire are shown in Table 3.

strongly disagree neutral agree strongly
disagree (1) (2) (3) (4) agree (5)

I am satisfied with the decision I made
VC+V 0 0 1 5 4
VC+H 0 0 0 8 2

I am confident about the decision I made
VC+V 0 0 4 2 4
VC+H 0 0 2 7 1

I learned a great deal about my preferences in [selected domain]
VC+V 0 1 1 6 2
VC+H 0 0 1 8 1

This is a useful tool for making decisions
VC+V 0 0 0 5 5
VC+H 0 0 0 7 3

Visualizing my decision model helps me understand it more clearly
VC+V 0 0 0 7 3
VC+H 0 0 0 4 6

I learned a great deal about how to analyze my decision model
VC+V 0 0 0 6 4
VC+H 0 0 2 6 2

Table 3: Results of post-study questionnaire

6. CONCLUSIONS AND FUTURE WORK
We addressed some challenges of information visualization

evaluation [16] in several manners. First and foremost, we
developed and applied a taxonomy of tasks that represents
a benchmark framework for design and evaluation of visu-
alization techniques for preferential choice. In addition to a
controlled experiment, we used a triangulation of methods
that includes an exploratory study in which we matched
users with real data in realistic scenarios and included a
measure of insight.

We looked at ValueCharts in several angles with this eval-
uation focusing on comparing two versions with different
orientations. First, we assessed how the subjects performed
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on the low-level tasks. On average the subjects performed
well in correctness, varying to some degree in length of time
spent to complete the tasks. In turn, when asked to perform
the high-level task of making a decision with our tool, the
subjects reported that they were quite satisfied with their
decision. These results corroborate our claim that if an in-
terface supports the lower level tasks of PVIT well, then the
interface also will enable the higher level tasks of the model.
We pruned our task model to focus more on the basic tasks
of inspection and sensitivity analysis, which more directly
support the higher level task of decision-making. Since sub-
jects were generally satisfied with the construction phase
as well, it added to the success of ValueCharts as tools for
preferential choice.

Some of the evidence that we have collected suggest that
the vertical and horizontal ValueCharts designs are not equiv-
alent interfaces since a) the Sign test indicates that subjects
perform better on the VC+V than VC+H on low level tasks,
and b) VC+V has a medium effect on insight value as we
explored how subjects performed the higher level task of de-
cision making. However, the lack of statistical significance
for the difference in insights (count and value) indicates the
need for a larger experiment.

Nonetheless, our overall evaluation of ValueCharts Plus is
very promising. Subjects rated our tool very high in useful-
ness, learning, and understanding.

In future iterations of the ValueCharts design, we would
like to address some of the issues and observations that we
discovered in these studies. We also plan to conduct a more
extensive experiment using a larger pool of subjects and fo-
cusing on a single domain with participants screened for spe-
cific requirements (i.e. who are in the market of that par-
ticular domain). We will also consider some changes in our
experimental procedure such as using other HCI experts to
conduct the analytical evaluation. Additionally, we intend
to conduct further studies of the construction interface.
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