Bayesian optimization

**Setting**: Find \( x^* \in \arg\max_{x \in X} f(x) \) by sequentially
- selecting inputs \( x_t \) and
- observing a random output \( y_t \)

Given observations \( D_t = \{ (x_1, y_1), \ldots, (x_t, y_t) \} \) we can construct a Bayesian posterior over the unknown function \( f \). This posterior is then used to select \( x_{t+1} \) by maximizing a so-called acquisition function. Finally we make a recommendation \( \hat{x}_t \).

The **acquisition function** \( \alpha \) is a function that is derived from the posterior at each time step. It is designed to trade-off exploration and exploitation.

**Problem**: No one acquisition function outperforms all others in all instances and it is difficult to know a priori which one to use.

### Visualization of the problem

**Expected improvement** [3]:
\[
\alpha_t(x) = E[(f(x) - f(x^*))^+] \quad \text{where } x^* \text{ is the current best observed input.}
\]

**Probability of improvement** [3]:
\[
\alpha_t(x) = P[f(x) - f(x^*) > 0]
\]

**Thompson sampling** [4] optimizes a sample from the GP posterior. We use a random set of features to fix a sample \( f \) to optimize [2]:
\[
\alpha_t(x) = f(x) = \Phi(x) \mathbf{w}
\]
where \( \mathbf{w} \) are random weights and \( \Phi(x) \) consists of random Fourier features evaluated at \( x \).

The three acquisition functions behave differently; it is unclear which will produce the best final recommendation.

### Portfolio Bayesian optimization

We address this issue by considering a portfolio of acquisition functions and select between them using a information-based meta-criterion.

1. for \( t = 1, \ldots, T \) do
2. collect candidates \( \{ x^*_k = \arg\max_{x \in X} \alpha_k(x) \}_{k=1}^K \) \( \text{consider a candidate from each acquisition function} \)
3. select point \( x_t := \arg\max_{x^*_k \in \mathcal{X}} \alpha_k(x) \) \( \text{pick candidate with highest meta-criterion} \)
4. observe \( y_t := f(x_t) \) \( \text{observe data then update the model} \)
5. update model posterior \( p(f | D_{t-1}) \)
6. end for
7. return \( \hat{x}_T \)

**Note**: The \( t-1 \) subscript on \( \alpha \) and \( u \) indicate an implicit dependence on the current posterior. We write \( x_t := x^*_t \) when the time index is superfluous.

### Performance of ESP: median over 20 runs

**Entropy Search Portfolio**

Let \( x^* \) be a random variable whose distribution (induced by the GP posterior) represents our belief on the location of the maximizer. We propose to use the expected information gained about \( x^* \) as a meta-policy [5, 1]:
\[
u(x_t | D) = E_{\hat{V}(D, x_t)} [ \mathcal{H}[x^* | D \cup \{ x_t, y_t \}] ]
\]

**Entropy estimation**

**Strategy**: First discretize the distribution and compute the discrete Shannon entropy.

We sample the discretization \( z^{(i)} \sim p(x^* | D) \) approximately, using Thompson sampling [2].
- For each candidate \( x_t \), exactly simulate \( y^{(i)}(x_t) \).
- For each simulation \( y^{(i)}(x_t) \), condition and sample the resulting GP at the points \( z^{(1:G)} \)
- For all the samples \( f^{(i)}(x_t) \) we collect the maxima \( \hat{y}^{(i)} \) to produce a discrete distribution \( \hat{p}(z^{(1:G)}) \).
- Compute the meta-criterion for candidate \( x_t \)
\[
u(x_t | D) = -\sum_{i=1}^G \hat{p}(z^{(i)}) \log \hat{p}(z^{(i)})
\]

**Experiments**

We evaluated ESP on 6 experiments. We compare ESP to the baseline random portfolio (RP), which selects among the candidates uniformly at random, and GP Hedge, which uses past performance to establish the quality of acquisition functions.

The dashed lines represent portfolios with 9 additional random selectors—acquisition functions that select points in the space uniformly at random. By polluting the portfolio with random candidates, we compare the robustness of the portfolios to poor acquisition functions.

We point out that:
- no acquisition function was best in all experiments;
- even RP performs well in practice;
- ESP often outperforms both other portfolios and its own constituent acquisition functions;
- ESP is more robust to the addition of poor acquisition functions.
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