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Outline

• Using multiple disks
• Why have multiple disks?
• problem and approaches 

• RAID levels and performance
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RAID Taxonomy 

• Redundant Array of Inexpensive Independent Disks
• Constructed by UC-Berkeley researchers in late 80s (Garth) 

• RAID 0 – Coarse-grained Striping with no redundancy 
• RAID 1 – Mirroring of independent disks 
• RAID 2 – Fine-grained data striping plus Hamming code disks 

• Uses Hamming codes to detect and correct multiple errors 
• Originally implemented when drives didn’t always detect errors 
• Not used in real systems 

• RAID 3 – Fine-grained data striping plus parity disk 
• RAID 4 – Coarse-grained data striping plus parity disk 
• RAID 5 – Coarse-grained data striping plus striped parity 
• RAID 6 – Coarse-grained data striping plus 2 striped codes 
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RAID-0: Striping

• Stripe blocks across disks in a �chunk� size
• How to pick a reasonable chunk size?
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RAID-0: Striping

• Evaluate for D disks

• Performance: How much faster than 1 disk?          
(best case)

• Reliability: More or less reliable than 1 disk?
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RAID-1: Mirroring

• Motivation: Handle disk failures
• Put copy (mirror or replica) of each chunk on another disk
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RAID-4: Parity

• Motivation: Improve capacity
• Idea: Allocate parity block to encode info about blocks

• Parity checks all other blocks in stripe across other disks
• Parity block = XOR over others (gives �even� parity)

• Example: 0 1 0 à Parity value?
• How do you recover from a failed disk?

• Example: x 0 0 and parity of 1
• What is the failed value?
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RAID-4: Parity

• Capacity:
• Reliability:
• Performance:

• Reads
• Writes: How to update parity block?

• Two ways:
• Use parity disk
• Re-compute parity from non-parity disks

• (Parity disk is the bottleneck)
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Updating and using the parity 
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Updating and using the parity 
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RAID-5: Rotated/Striped Parity

• Capacity:
• Reliability:
• Performance:

• Reads:
• Writes: 
• Still requires 4 I/Os per write, but not always to same parity disk
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Comparison
REDUNDANT ARRAYS OF INEXPENSIVE DISKS (RAIDS) 15

RAID-0 RAID-1 RAID-4 RAID-5
Capacity N N/2 N − 1 N − 1
Reliability 0 1 (for sure) 1 1

N
2

(if lucky)
Throughput

Sequential Read N · S (N/2) · S (N − 1) · S (N − 1) · S
Sequential Write N · S (N/2) · S (N − 1) · S (N − 1) · S
Random Read N · R N · R (N − 1) · R N · R
Random Write N · R (N/2) · R 1

2
· R N

4
R

Latency
Read D D D D
Write D D 2D 2D

Table 38.7: RAID Capacity, Reliability, and Performance

Because RAID-5 is basically identical to RAID-4 except in the few cases
where it is better, it has almost completely replaced RAID-4 in the market-
place. The only place where it has not is in systems that know they will
never perform anything other than a large write, thus avoiding the small-
write problem altogether [HLM94]; in those cases, RAID-4 is sometimes
used as it is slightly simpler to build.

38.8 RAID Comparison: A Summary

We now summarize our simplified comparison of RAID levels in Ta-
ble 38.7. Note that we have omitted a number of details to simplify our
analysis. For example, when writing in a mirrored system, the average
seek time is a little higher than when writing to just a single disk, because
the seek time is the max of two seeks (one on each disk). Thus, random
write performance to two disks will generally be a little less than random
write performance of a single disk. Also, when updating the parity disk
in RAID-4/5, the first read of the old parity will likely cause a full seek
and rotation, but the second write of the parity will only result in rotation.

However, our comparison does capture the essential differences, and
is useful for understanding tradeoffs across RAID levels. We present a
summary in the table below; for the latency analysis, we simply use D to
represent the time that a request to a single disk would take.

To conclude, if you strictly want performance and do not care about
reliability, striping is obviously best. If, however, you want random I/O
performance and reliability, mirroring is the best; the cost you pay is in
lost capacity. If capacity and reliability are your main goals, then RAID-
5 is the winner; the cost you pay is in small-write performance. Finally,
if you are always doing sequential I/O and want to maximize capacity,
RAID-5 also makes the most sense.

c⃝ 2014, ARPACI-DUSSEAU
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PIECES
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N: number of disks
S: throughput of 1 disk sequential read/write
R: throughput of 1 disk random read/write
D: delay to read/write from 1 disk



Comparison
REDUNDANT ARRAYS OF INEXPENSIVE DISKS (RAIDS) 15
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Capacity N N/2 N − 1 N − 1
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· R N

4
R
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Table 38.7: RAID Capacity, Reliability, and Performance

Because RAID-5 is basically identical to RAID-4 except in the few cases
where it is better, it has almost completely replaced RAID-4 in the market-
place. The only place where it has not is in systems that know they will
never perform anything other than a large write, thus avoiding the small-
write problem altogether [HLM94]; in those cases, RAID-4 is sometimes
used as it is slightly simpler to build.

38.8 RAID Comparison: A Summary

We now summarize our simplified comparison of RAID levels in Ta-
ble 38.7. Note that we have omitted a number of details to simplify our
analysis. For example, when writing in a mirrored system, the average
seek time is a little higher than when writing to just a single disk, because
the seek time is the max of two seeks (one on each disk). Thus, random
write performance to two disks will generally be a little less than random
write performance of a single disk. Also, when updating the parity disk
in RAID-4/5, the first read of the old parity will likely cause a full seek
and rotation, but the second write of the parity will only result in rotation.

However, our comparison does capture the essential differences, and
is useful for understanding tradeoffs across RAID levels. We present a
summary in the table below; for the latency analysis, we simply use D to
represent the time that a request to a single disk would take.

To conclude, if you strictly want performance and do not care about
reliability, striping is obviously best. If, however, you want random I/O
performance and reliability, mirroring is the best; the cost you pay is in
lost capacity. If capacity and reliability are your main goals, then RAID-
5 is the winner; the cost you pay is in small-write performance. Finally,
if you are always doing sequential I/O and want to maximize capacity,
RAID-5 also makes the most sense.
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N: number of disks
S: throughput of 1 disk sequential read/write
R: throughput of 1 disk random read/write
D: delay to read/write from 1 disk
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Table 38.7: RAID Capacity, Reliability, and Performance

Because RAID-5 is basically identical to RAID-4 except in the few cases
where it is better, it has almost completely replaced RAID-4 in the market-
place. The only place where it has not is in systems that know they will
never perform anything other than a large write, thus avoiding the small-
write problem altogether [HLM94]; in those cases, RAID-4 is sometimes
used as it is slightly simpler to build.

38.8 RAID Comparison: A Summary

We now summarize our simplified comparison of RAID levels in Ta-
ble 38.7. Note that we have omitted a number of details to simplify our
analysis. For example, when writing in a mirrored system, the average
seek time is a little higher than when writing to just a single disk, because
the seek time is the max of two seeks (one on each disk). Thus, random
write performance to two disks will generally be a little less than random
write performance of a single disk. Also, when updating the parity disk
in RAID-4/5, the first read of the old parity will likely cause a full seek
and rotation, but the second write of the parity will only result in rotation.

However, our comparison does capture the essential differences, and
is useful for understanding tradeoffs across RAID levels. We present a
summary in the table below; for the latency analysis, we simply use D to
represent the time that a request to a single disk would take.

To conclude, if you strictly want performance and do not care about
reliability, striping is obviously best. If, however, you want random I/O
performance and reliability, mirroring is the best; the cost you pay is in
lost capacity. If capacity and reliability are your main goals, then RAID-
5 is the winner; the cost you pay is in small-write performance. Finally,
if you are always doing sequential I/O and want to maximize capacity,
RAID-5 also makes the most sense.
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N: number of disks
S: throughput of 1 disk sequential read/write
R: throughput of 1 disk random read/write
D: delay to read/write from 1 disk
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Because RAID-5 is basically identical to RAID-4 except in the few cases
where it is better, it has almost completely replaced RAID-4 in the market-
place. The only place where it has not is in systems that know they will
never perform anything other than a large write, thus avoiding the small-
write problem altogether [HLM94]; in those cases, RAID-4 is sometimes
used as it is slightly simpler to build.
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We now summarize our simplified comparison of RAID levels in Ta-
ble 38.7. Note that we have omitted a number of details to simplify our
analysis. For example, when writing in a mirrored system, the average
seek time is a little higher than when writing to just a single disk, because
the seek time is the max of two seeks (one on each disk). Thus, random
write performance to two disks will generally be a little less than random
write performance of a single disk. Also, when updating the parity disk
in RAID-4/5, the first read of the old parity will likely cause a full seek
and rotation, but the second write of the parity will only result in rotation.

However, our comparison does capture the essential differences, and
is useful for understanding tradeoffs across RAID levels. We present a
summary in the table below; for the latency analysis, we simply use D to
represent the time that a request to a single disk would take.

To conclude, if you strictly want performance and do not care about
reliability, striping is obviously best. If, however, you want random I/O
performance and reliability, mirroring is the best; the cost you pay is in
lost capacity. If capacity and reliability are your main goals, then RAID-
5 is the winner; the cost you pay is in small-write performance. Finally,
if you are always doing sequential I/O and want to maximize capacity,
RAID-5 also makes the most sense.
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N: number of disks
S: throughput of 1 disk sequential read/write
R: throughput of 1 disk random read/write
D: delay to read/write from 1 disk
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in RAID-4/5, the first read of the old parity will likely cause a full seek
and rotation, but the second write of the parity will only result in rotation.

However, our comparison does capture the essential differences, and
is useful for understanding tradeoffs across RAID levels. We present a
summary in the table below; for the latency analysis, we simply use D to
represent the time that a request to a single disk would take.

To conclude, if you strictly want performance and do not care about
reliability, striping is obviously best. If, however, you want random I/O
performance and reliability, mirroring is the best; the cost you pay is in
lost capacity. If capacity and reliability are your main goals, then RAID-
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N: number of disks
S: throughput of 1 disk sequential read/write
R: throughput of 1 disk random read/write
D: delay to read/write from 1 disk



Advanced Issues

• What happens if more than one fault?
• Example: One disk fails plus �latent sector error� on another
• RAID-5 cannot handle two faults
• Solution: RAID-6: add multiple parity blocks

• Why is NVRAM useful?
• Example: What if update 2, don�t update P0 before power failure 

(or crash), and then disk 1 fails?
• NVRAM solution: Use to store blocks updated in same stripe

• If power failure, can replay all writes in NVRAM
• Software RAID solution: Perform parity scrub over entire disk

0 3

6 9

1 4

7 10

2� 5

8 11

P0 P1

P2 P3



Conclusions

• RAID turns multiple disks into a larger, faster, more 
reliable disk

• RAID-0: Striping
Good when performance and capacity really matter, 
but reliability doesn�t

• RAID-1: Mirroring
Good when reliability and write performance matter, 
but capacity (cost) doesn�t 

• RAID-4: Parity disk
• RAID-5: Rotating parity

Good when capacity and cost matter or workload is 
read-mostly
• Good compromise choice


