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Question

Do $\Delta f$ and $\Delta p$ identify the same set as guilty changes?

Not always
double getSurfaceArea(double r, double h) {
    double baseCir = 2 * Math.PI * r;
    double baseArea = Math.PI * r * r; // Bug: buggy pow(int,int)
    double lateralArea = 2 * Math.PI * r * h; // Bug: + should be *
    return 2 * baseArea + lateralArea;
}

@Test
assert (getSurfaceArea(2, 4) == 24 * Math.PI);

But, after fixing this line, the test still fails.
As bug indicator

double getSurfaceArea(double r, double h) {
    double baseCir = 2 * Math.PI * r;
    double baseArea = Math.PI * r * r;          // Bug: buggy pow(int,int)
    double lateralArea = 2 * Math.PI * r * h;   // Bug: + should be *
    return 2 * baseArea + lateralArea;
}

@Test
assert (getSurfaceArea(2, 4) == 24 * Math.PI);

After fixing these 2 lines, the test passes.
\( \Delta p \) and \( \Delta f \) relationships

Total of 9 possible relationships
Case study: compare $\Delta p$ and $\Delta f$

- Voldemort: distributed key-value storage system
- 130K LOC
- Of 305 revisions, found 45 regression failures
- Computed and compared $\Delta p$ and $\Delta f$
\[\Delta p \, \text{and} \, \Delta f \, \text{relationships}\]
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There might be multiple bugs. $\Delta p$ is likely to catch more.
\[ \Delta f = \Delta \bar{p} \]

No difference between inspecting \( \Delta \bar{p} \) and \( \Delta f \).
Failure cause is *interaction* between changes in $\Delta p$ and $\overline{\Delta p}$.
\[ \Delta p \text{ and } \Delta f \text{ relationships} \]

- 87% $\Delta p \neq \Delta f$
- 78% $\Delta p$ contains changes not in $\Delta f$
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Related work

- Determine which changes should be examined:
  - most cross-cutting concerns [Eaddy TSE’08]
  - modules with highest churn [Nagappan ICSE’05]
  - modules with most dependencies [Zimmermann ESEM’09]
- Delta debugging [Zeller TSE’02]
- Safe-Commit analysis [Wloka ICSE’09]
- Change impact analysis [Ren TSE’06, Zhang PASTE’08]
Future work

- Study how often defects are in $\Delta p$ and not in $\Delta f$.
- Develop a technique that leverages $\Delta p$ and $\Delta f$ to help developers debug.
Contributions

- $\Delta p$: changes we need to undo to regain correct behavior
- 9 possible relationships b/w $\Delta p$ and $\Delta f$
  - 87%: $\Delta p \neq \Delta f$
  - 78%: $\Delta p$ contains changes not in $\Delta f$

Recommendation: Considering $\Delta p$ in addition to $\Delta f$ may benefit debugging.