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Thetecnology above and within the Internetcontinues
to advance and has reaced a point whele the potential
benefitsof very large scale finely distributed applications
are more appaentthan ever Opportunitiesare emeging
to developlarge systemghat cater to highly dynamicand
mobilesetsof participants,whodesie to interact with each
otherandstoresof onlinecontentin arobustmanner These
opportunitieswill inevitably dictate a substantialbody of
reseach in the years to follow. Althoughapplicationsin-
tendedto functionat this scalehaverecentlybegunto ap-
peat there remaina broad setof openproblemsthat must
be facedbefore this emeging class of distributed system
canbecomeareality.

1 Introduction

Distributedsystemgesearchashistorically avoidedmary
hard problemsthroughthe carefully calculateduse of op-
eratingconstraints.Scalableresourceclustersareassumed
to be tucked away in protectedfacilities and connectedy
reliableinfrastructure[12]. Large systemsare assumedo
have cooperatinguucleiof administratve organizationghat
do notfail [10]. In peerernvironments participantsareas-
sumedo behavefairly insteadof leachingresource$3]. As
thespecification®f thesesystemgrow to requireoperation
at a massve scalewith highly distributed administration,
theseassumptionsvill be strongly challengedasa means
of providing useful systems.In short, distributed systems
researclis quickly approaching pointatwhich mary hard
problemscannotbe avoidedary longer

Prior to embarkingon the constructionof a large-scale
distributedoperatingsystemwe felt thatit would be useful
to surwey thelandscap®f problemghatwill befacedin the
constructionof this classof system. This paperis a sum-
mary of urgent problemsthat mustbe addressedn order
for successfusystemsf this caliberto berealized.

Our approachto identifying openproblemsis twofold.
First, we have designeda taxonomyto describehedomain
of existing andfuture distributed systems.This modelis a
two-dimensionalkpacewhoseaxes define (1) the concur
reng/ and conflict of resourceaccessand (2) the degree
of distributionandmobility of resourcesvithin the system.
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Fromthis model,we draw four phylaof application:point-
to-point, multiplexed, fragmented,and peerto peer This
lastphylumdefinesourtargetdomainandwe applylessons
learnedfrom the otherthreegroupsto it. Throughour tax-
onomy, we describea setof architecturabystemgproblems
thatmustbeaddressed.

The secondaspectof our examinationhasbeento step
backandexaminetheimplicationsinvolvedwith the adop-
tion of large-scaledistributed operatingervironments. In
this section,we are lessconcernedwith classicalsystems
issuegperformancerobustnessandscale)and morecon-
cernedwith pragmaticfactorsinvolvedin building a good
system. We presenta broadsetof pertinentproblemsthat
will needto beaddresseébr thesesystemgo be successful
outsideof theresearchaboratory

2 A Taxonomy of Distributed Sys-
tems

This sectionpresentsa taxonomy describingfour phyla of
distributed systemsn a continuousspacealongtwo axes.
The axes, accessconcurreng and resourcedistribution,
stemfrom an examinationof the evolution of distributed
applications.Accessconcurreng considerghe numberof
simultaneousiccesse aresourceandthe degreeof con-
flict betweerntheseaccessesAccessconcurrenyg problems
emepgedasresearcherbeganto move towardstime shar
ing on mainframes. Resourcedistribution representshow
broadlya systemis spreadacrossa network infrastructure.

Individually, eachof theseaxesrepresents steadilyin-
creasinggradientof compleity within systemarchitecture.
It is in thecasesvherebothaxeshave high degreethatsys-
tem compleity explodes. Indeed,distributed applications
seemo all residevery closeto theaxesin ourmodels.This
obsenation suggestshat theremustbe somelimiting fac-
torsthat exist, inhibiting the developmentof complex sys-
tems.We now considerthetwo axesandfour phylaof sys-
temsindividually.



2.1 AccessConcurrency

Accessconcurreng originated with the desireto allow
usersto sharethe resourcesof original mainframecom-
puters. Concurreng mechanismallow clientsto sharea
resourcenhile preservingthe stateof that resourceduring
simultaneousiccessedt is worth nothingthatwithoutare-
guirementto avoid conflict, concurreng mechanismsieed
only act as statelesgequestmultiplexers. Although there
arecompleity issuedn simplemultiplexing atthe Internet
scalejt is conflictavoidancethatmakesaccesgoncurrenyg
especiallyhard.In orderto avoid conflictsbetweerconcur
rentaccessegxtra mechanismsnustbe putin place. These
mechanismsddoverheadandcompleity to the system.

Mechanismsto support accessconcurreng involve
tradeofs betweenefficiency and effectiveness. Very effi-
cientconcurreng controltechniquegimto allow the high-
est possibleamountof simultaneousaccessbut may do
so at the cost of poorly preservingresourcestateor un-
fairly schedulinghis accessTechniqueshatareoptimized
for effectivenessprotectresourcestate,but may do so by
severely limiting concurreng of access. As an example,
considerthelocking of files to presere consisteng in con-
currentsystems. Pessimistidocking is most effective at
preservingstate,but resultsin a completeloss of concur
rengy whenever the file is locked for writing. Optimistic
locking allows a higherdegreeof concurreng, but mayper
form worsein a high stateof conflict asmary transactions
must be aborted. In the extremecaseof efficient concur
rengy, conflictsmaysimplybeflaggedandleft for aseparate
mechanisno resole later. Thisis how inconsistencieare
addresseafter a disconnectiorin distributedfile systems
suchasCoda[?]. Similaranalogiedor accessoncurreng
exist with respectto otherresourcesuchasmemorypro-
tectionandprocesscheduling.

In this emeging classof large distributed systemsthe
issueis that a high degreeof concurreng within a system
demandsefficiengy, while individual userswill expectef-
fective consisteng preseration. Measuressuchasconflict
resolution,have not beenwell explored. It is a non-trivial
problemto automaticallyresare conflicts on information
thatdoesnot have a high degreeof structure,suchasfiles
and ad hoc databasesi.e. the Windows registry). Addi-
tionally, thereexist a setof resourcegor whom resolution
may not be appropriateafterthefact,andlarge scaleactive
conflictavoidanceis a necessity

2.2 Resource Distribution

Resourcdistribution describeghe degreeto which a sys-
tem hasbeenspreadacrossa network, and how dynamic
resourcesare within it. Even the smallestdegree of re-
sourcedistribution mandates substantiahmountof over-
headwithin a system.Considerthe differencebetweenac-

cessedo a local file versusa remotefile servicesuchas
NFS: both casescontainall of the compleity involvedin
readinga file from disk, however the remoteaccesshas
the additionalresponsibilitiesof locatingthe service,mar
shallingdatain and out of messagestructuresjnteracting
acrossthe network, andhandlinga considerablylarger set
of potentialerrorcases.

Transpareng a hallmark goal of distributed systems
only obfuscateghis problemby concealingthe details of
distribution. Mechanismssuchas remoteprocedurecalls
(RPC),which wereintendedto simplify applicationdevel-
opment,force distribution to be implementeddeepwithin
the system. This resultsdirectly in mary of the problems
traditionally associatedwith distributed systemssuch as
fragility andinflexibility .

Thetroubling aspectin this line of considerations that
theseissuesindicatea fundamentaflaw at the very onset
of approacheto distribution. RPCreally only providesone
degreeof distribution, by passinga call to a singleremote
host. With RPC, we have only just enteredthe arenaof
distributedsystemsandalreadycompleity is overbearing.

Assumingthat resourcecanbe accessedh an expres-
siveandreliablemanneralargerproblemexistsin theirdis-
tribution. In orderto accesgesourcesit mustbe possible
to first locatethem. Furthermoreif resourcesrenot static
within a systemmechanismsnustexist to find themin an
ongoingmanner For instance the location of a resource
may have to be determinedhrougha directoryserviceand
refreshedwith eachsuccessie access.In very large scale
or highly dynamicsystemsa centralizedservicemay not
be sufficient to track resourcdocationand othermethods,
suchasforwardingpointers[5], mayhave to beemployed.

Distribution equatesaimostexactly to extramechanism,
andthereforecompleity, within a system.Thelargerand
more distributed a systembecomesthe more mechanism
will berequiredto locate,track, andaccesobjectswithin
it.

2.3 Four Phylaof Distributed Applications

Fromthe two axesdescribedabove, we draw four phylaof
distributed applications,shovn in Figure 1. Notethatthe
respectie sizesof thesedomainsare by no meansequal,
we representhis division asit is for simplicity.
Whatfollows is a very brief presentatiorof eachof the
four classes.In eachcase,we supply an example of the
phylum to demonstratéts characteristics.We alsotry to
identify weaknessethat exist within the domainthat may
notbeacceptablavithin moreadvancedsystems.

2.3.1 Point-to-point

The point-to-pointphylum represents very simple setof
applicationgn which a clientconnectgo aresourcdor un-
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Figurel: Taxonomyof Distributed Applications

sharedaccess. Point-to-pointexamplesexist primarily as
component®f morecomplex applicationsfor instancethe
datachannelof an FTP sessionis point-to point, in thatall
of theassociatedesourcesreallocatedat bothendsof the
connectionat the beginning of a transfer We would also
considersimpleRPCto be primarily a point-to-pointappli-
cation, provided that the RPC sener handlesa single re-
guestatatime.

Point-to-pointapplicationsare characterizedby the fact
thatthedistribution aspect®f thesystemaretypically quite
visible. As such,whenfailure doesoccurit canbe identi-
fied andresoled primitively by theuser If anFTP sener
doesnot respondor crashegluring a transfer the usercan
attempta connectionsomeavhereelse. Clearly this is not
a good systemproperty however it is generallytolerable
within thedomainof simpleapplications.

2.3.2 Multiplexed

Multiplexed applicationsare thosein which resourcesare
deliveredwith a high degreeof concurreng, and possibly
conflictcontrol,overarelatively smallscaleof distribution.
File andwebsenersareexcellentexamplesof this phylum
asthey often provide a setof centralizedresourceso large
numberof concurrentusers. Note thatin our model, both
file andweb senershave a high degreeof accessoncur
rengy, but arestill barelydistributed. This is becauseisers
typically needonly connectto a single point to accesge-
sourcesMore distributedexamplesof a multiplexedappli-
cationsaredistributedstripedfile systemg14], andscalable
datastructureqd12]. In bothof thesecasesusersmay still
connecto asingleresourcebut thatresourcanay forward
requestghroughan additionallink to an appropriatesec-
ondarysener.

Therisk of failureis moresignificantin multiplexedsys-
temsbecausegpntheresourcerovisionside,failure hasthe
potentialto affect a muchlargernumberof users.To miti-

gatethis problem,very large multiplexedservicesareoften
sened by specializechostingfacilities wherea very high
degreeof resourceeliability maybeassumedFurtherpre-
cautiongnayinvolvetheinstallationof redundantesources
thattake overin therarecaseof systemfailure.

2.3.3 Fragmented Resource

Fragmentedystemsrethosein whichresourcesrespread
acrosspr move within, a setof connectegndpoints Com-
municationis substantiallynorecomple in thesesystems
asmessagesnay not travel directly to a resourceput in-
steadmay leadto a cascadef interactionsacrossthe sys-
tem. Existing fragmentedsystems,such as the domain
nameservice (DNS), are frequently structuredas a hier-
archy of coupledadministratve domains. Note that there
do not exist mary examplesof highly fragmentedsystems.
Consideredas a whole, the global DNS databasés frag-
mentedacrossa considerablenumberof hosts. However
this is doubtlesslyordersof magnitudesmaller than the
scopedesiredby adwcatesof universalInternet-scaledi-
rectoryservicessuchasLDAP, which haveyetto seebroad
acceptancavithin the network.

The distribution of administrationpresentsa difficulty
within the ongoingprovision of fragmentedsystems.In a
centralizedresourcea single administratve body is capa-
ble of quickly affecting changesacrossthe scopeof a sys-
tem. In afragmentedesourcejssuesarisein how changes
shouldbe appliedandwho is allowed to do them. In the
caseof DNS, updatesmustfrequentlybe submittedto hu-
manadministratorswho authenticatendapplychangedy
hand. In existing systemsthis is an acceptableproperty
DNS lookupsarehandledwith anacceptabl@egreeof ex-
pedienceandthefrequeng of changds smallenoughtyp-
ically to be handledoff-line. This is not, however, an ap-
proachthatprovidesa high degreeof scalability

234 Peer topeer

Peerto peerapplicationsarehighly distributedandinvolve
ahighdegreeof potentiallyconflicting,concurrenaccesso
resourcesThis is afairly hypotheticaldescriptionasvery
few suchapplicationscurrently exist at the Internetscale.
Peerbasedfile sharingapplications,suchas Gnutella[1],

areinitial stepswithin this domainbut only begin to enter
the phylum. Gnutelladoesnot needto addressary conflict
issuespor hasit provenableto scale.

In this classof application,the acceptableveaknesses
within the other phyla compoundand cannotbe avoided.
Failure hasa high potentialimpact,but resourcegannotbe
protected. Administrationis distributed and the coupling
betweenadministratve domainsmay becomemuch more
dynamic. We discusstheseissuesmore extensiely in the
next section.



3 Open Architectural Problems

Basedon our taxonomyand a suney of existing systems,
we identify a setof four prevalentarchitecturalproblems
that currently inhibit the developmentof advanceddis-

tributed systems. Theseproblemsare failure resolution,
resourcemanagementdministrationand communication
infrastructure.

3.1 Failure Resolution

Despitethe advancedstateof systemgesearchye arestill
unableto definitively tell whena resourcehasfailed. Non-
terminalfailure statessuchaslivelock andByzantinefail-
ure areincredibly difficult to detectand resohe. Further
more, in large distributed systems small failureshave the
potentialto cascadeacrossa system,snowballing towards
disaster

Traditional designgoals,suchastranspareng and lay-
ering,forcefailureto beresolhedinappropriatelyoftenre-
quiring thatit be masledwithin a system.Generalpurpose
failure handlerscannotpredictall possiblefail states,and
soareunableto effectively addressut-of-bandfailure.

Theredoesnot currentlyexist anacceptedyniversalap-
proachto expressingdetectingandresolvingfailurein dis-
tributed systems. Clearly, not all failurescan be detected
andresoled, but in this situation,it is not clearwhat sys-
temsshoulddo to copeandmaintaina degreeof sanity

3.2 Resource Management

In orderto carry reliable servicesbeyond the confinesof
lockedfacilities,we needto beableto expectthe samereli-
ablelevelsof servicefrom endnodesandconnectveinfras-
tructurein the distributedervironment. Applicationsdesir
ing a high degreeof reliability mustbe ableto resene re-
sourcesaandcomfortablyexpectthatthoseresenationswill
be upheld. Unfortuantely the use of resenation systems
suchas RSVP [16] presentssupportfor this problembut
donotsolwe it. Reserationschemesnevitably presenthe
possibility of a reductionin availableresourcesa situation
akin to partial failure, to which thereis no real analogyin
a local high speednetwork. Toleratinga reductionin ser
vice quality, or othersudderchangen resourceavailability
requiressa fundamentathangan systemdesign.

Furthermore,in a highly distributed ervironmentit is
naiveto assumehatresourcesvill remainavailable. Appli-
cationsmustbe ableto gracefullyhandleresourcdossand
reallocation. Additional mechanismssuchasredundany,
mustbe supportedwithin the systemto guardagainstfail-
ure.

3.3 Administration

Thefragmentatiorof resourcesnandates needto provide
adaptable configurablesystemsin an ervironmentwhere
controlitself is distributed. Modelsmustbe developedthat
allow thescalingof administratiorin systemswith arbitrary
(i.e. non-hierarchicalktructure. Systemsmustdefineand
supporttechniquedor allowing a variety of levels of trust
in relationshipdetweerparticipants.

It is very likely thata solutionto this particularareain-
volvesthelocalizationof administratiorto the highestpos-
sible degree. More specifically individual usersandlocal
administratve bodieswill beresponsibldor configuringall
aspectof their local systems.However, in distributedsys-
temswhereresourcesanpotentiallybesharedvith remote,
administratvely disjoint parties,mechanismsnustexist to
effectively handleand expresschangesacrossadministra-
tive boundariesThesemechanismsecessarilynustallow
the delggationof trustandresponsibilityin an appropriate
manner

3.4 Communication Infrastructure

Distributed systemsare dependentbn, and arguably de-
finedby, theircommunicationinfrastructure Althoughthe
existing TCP/IP network and overlying network interfaces
within operatingsystemsave surpassedll expectationof
scalability they have alsoremainedessentiallyunchanged
for thelife of the Internet. The existing network presents
mary hinderanceso advanceddistributedsystemsandsev-
eralareworth addressingpriefly here.

Thereexists no well-developedinfrastructurefor group
communications.IP multicast,althougha substantiaim-
provementto the existing network, hasquestionablescal-
ability and performancefor usein a large and dynamic
systemand may possessignificantvulnerabilities. Non-
multicastcommunicatiorremainsinextricably tied to (and
identifiedby) endpointsmakingmobility andmanagement
extremelydifficult.

More importantly though, methodsof collaborationin-
volving more thantwo participantsare not yet available.
Interactingwith asetof resourcess almostuniversallyhan-
dledthroughacoordinatingresourcewhich typically leads
to a single point of failure and congestiorwithin systems.
In orderfor peerto peerapplicationsto becomea reality,
mechanismshatallow groupsto work togetherin efficient
waysmustbedeveloped.

4 Open Adoptional Problems

Throughthe use of the taxonomy we have beenable to
identify structuralissuegestraininghe developmenbf ad-
vanceddistributedsystemslif all of theseissueswereto be



solvedanda systemconstructedit would doubtlesslybe a
covetedcontribution to distributedsystemgesearchHow-
ever, we feel that sucha systemwould inevitably flounder
wereit to be madeavailablefor broadusewithin the Inter-
net. In this section,we identify a setof openproblemsthat
arenotidentifiedby ourtaxonomy Theseproblemsarenot
defineddirectly by the structureof a system but ratherare
necessarpropertiedor it to beusefulin arealervironment.

Our explorationof existing systemshasuncovereda set
of six significantopenproblems.We describeeachbriefly
in theremaindeof this section.

4.1 Physical Resource Discovery and Naming

It is incredibly difficult to provide a usefulintegrationbe-
tweendistributedsystemsandthe physicalworld. Network
topologiesgspeciallyasexposedyy existing protocols pro-
vide anentirelyunrepresentate view of resourcdocation.
A stronglydesiredpropertyof advancedistributedsystems
for ubiquitoug11] andpenasive[13] computingisto allow
mobile usersto adaptto locally available resources.For
instance,t is desirableto easilylocateand accessa hotel
printer. Although muchwork hasemegedin recentyears
addressinghenaminganddiscoveryof resource# aphys-
ical dimension[4, 8], the problemhashardly beensolved.
The emegenceof mobile devicesthat provide geographic
informationwill doubtlesslymake this problemevenmore
relevant.

4.2 Security and Privacy

Concernsover privacy and securityclearly escalateasre-
sourcesbecomemore distributed. Centralized,and even
lightly distributed systemshave proven ableto useaccess
control lists (ACLs) and encryptionto effectively protect
resourcesHowever, assystemgor perhapsadministration)
becometoo distributed for centralizedsolutions,alternate
mechanismsnust be considered. Capabilitieshave been
toutedasa solutionwithin thedistributedcasethathave yet
to seea successfubroadapplication. Capabilitieshave in-
herentproblemswith respectto accessevocation, which
typically requirestherekeying of resourcesindreauthoriz-
ing clients.

Furthermoregcapabilitiesarevery difficult to administer
andtrack within the contet of broaddistribution. Finally,
aslong-livedresourceshatareprotectedy encryptionca-
pabilitiesmaybevulnerableto attack.

4.3 Economies of Sharing

A frequently cited benefit to the developmentof fine-
graineddistributed systemss the opportunityto shareun-
usedresourceswith others[6, 7]. The reasoningbehind

this approachis that no oneusesall of their resourcesll

of the time, so a low-overheadsharingschemeshouldbe
globally beneficial. Gnutellarepresentshe first real-world

testof this philosophy in that usersare able, but not re-
quired,to shardocal files with others.A studyfrom Xerox
PARC [3] shaws thatusersin this ervironmentdo not be-
havefairly andthataverysmallpercentagef hostsactually
shareatall. OcenStorg10] proposes utility-basedsystem
for file storagein which resourcesvould be exchangedand
billed betweeradministrationgn amanneranalogouso the
power system.Othersystemdor informationsharing[2] on
the nethave involvedartificial economief karma,thatis

exchangedetweerparticipants.

Thereis considerabl®@pportunityto explorehow sharing
shouldbe provided within distributed systems. An effec-
tive solutionto this problemwill have astrongeffectonthe
overall succes®f thesesystems Additionally, in a system
whereresourcesuchasnetwork bandwidtharesharedar-
bitrarily and perhapsanorymously, thereremainquestions
regardingthe paymentfor theseservices.The economyof
the Internethingeslargely aroundthetraffic patternsof ex-
isting applicationsthe emegenceof awidely adoptedsys-
temthatdrasticallychangeshesepatternshasthe potential
to drasticallyeffectthefinancialoperationof the netitself.

4.4 System Evolution

Simply providing a large scale systemis a considerable
feat. Theongoingmaintenancandevolution of suchasys-
temis considerablymoredifficult. The Internetis plagued
with evolution issues. Systemssimply have not beende-
signedwith changein mind; the Hypertext Markup Lan-
guage(HTML) has evolved through several generations,
but authorsmuststill provide backwards-compatibilityfor
legag browsersat the expenseof being able to use new
features.The Internetitself is the singlelargestexampleof
this problem: The next generationinternetprotocol, IPv6,
hasbeenin developmentandlimited usefor years.Theim-
plicationsof rolling outthe protocolacrosghe entirelnter-
netareincredible,andthe new protocolprovidesno easier
mechanisnfor its own inevitable evolution.

Systemamustbe designedwith evolution in mind. Ar-
chitecturalassumptionsandapplicationcouplingsmustbe
minimizedwhererer possible.Methodsmustbe developed
that allow completesystemsto be upgradedand changed
drasticallywith a low negative impacton the ervironment
asawhole.

45 Heterogeneity

In massve distributed systemsijt is not reasonabléo ex-
pector mandateuniformity acrossesourcesTo do solim-
its innovationandflexibility andalsoinhibits evolution, as



describedabove. In orderfor systemgo beflexible andim-
prove over time, the implementatiorrequirement®f indi-
vidual resourcesnustbe aslight aspossible.Furthermore,
the requirementsnustthemselesbe able to changeover
time.

4.6 Software Structure

Therepresentationf thenetwork within applicationcodeis

oftenanabstractndindependantunctionalunit; clientand
sener sourceare completelydisjoint, obscuringthe cou-

pling thatis inherentwithin the system. As statedabove,

attemptgo build systemgshattransparentiyhandledistribu-

tion make it impossibleto appropriatelyexposeandresohe

failure. However, exposingdistribution completelyleadsto

systemsavhosecompleity makesapplicationdevelopment
considerablymoredifficult.

Recently the aspect-orientegrogramming(AOP) com-
munity [15] hasfocusedattentionon the conceptof cross-
cutting concerns which are elementsof a systemthat cut
throughthe primary systemmodularity They have pro-
posedinguistic mechanism@tendedo allow implementa-
tion of theseconcernsasfirst classmodulescalledaspects
AOP may presenthe potentialto write codethatdescribes
functionalityacrosghe network, while addressindgaultand
controlissuesappropriatelyln AOR we seewhatmaybea
new meansof gainingthe benefitsof transpareng without
theassociatedveaknesses.

5 Conclusion

Thepurposeof this paperhasbeento identify problemghat
necessarilynustbeaddresseah orderto developadvanced,
Internet-scalaistributed systems.Througha taxonomical
obsenation of existing systems,we have identified a set
of openarchitecturaproblemsincluding failure resolution,
resourcemanagementadministrationand communication
infrastructure. We then presented set of six adoptional
problemswhosesolutionswill stronglysupportthe accep-
tanceof large distributed applicationswithin the network.
Projectgo developenvironmentgfor ubiquitoug[11], invis-
ible [9], and penasive [13] distributed applicationshave,
andcontinueto be, very exciting researchthatwill needto
addressnary of thesdssuesn ordertorealizetheirvisions.
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