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Abstract. Current approaches to programming cause external infor-
mation to be encoded into components. When this information is not of
importance to the implementation of these components, but is an arti-
fact of programming mechanisms, system structure suffers, resulting in
greater difficulties in software evolution and reuse. We are investigating
an approach to lessen the effects of such extraneous embedded knowledge
by reflecting upon dynamic execution information and static structural
information, which comprise the concept of context.

1 The Problem

Experience has shown that abstraction is fundamental to supporting the devel-
opment of complex systems. Abstraction permits certain ideals for the software
life-cycle. Software designers can specify large-scale structure, leaving the details
to be filled-in by implementors. Software implementors can focus their attention
on the details of a restricted subset of a system while maintaining a high-level
view of the rest. Software maintainers can modify a subset of a system without
the need to alter the rest.

In practice, each ideal is rarely achieved, and never without the explicit
intent to support the other stages of the software life-cycle. Designers need to
be concerned with low-level details, because low-level interactions can impinge
upon high-level structure. Implementors need to be concerned with the way
data structures are used and interactions occur, not in isolation, but throughout
a system. Maintenance activities are curtailed to prevent the need to propagate
changes throughout a system; this results in structural degradation.

The abstractions provided by the design and programming languages in use
today are not sufficient to meet the goals of each stage in the software life-
cycle. Current approaches to design and programming cause too much external
information to be encoded into components. When this information is not of
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importance to the implementation of these components, but is an artifact of de-
sign or programming mechanisms, system structure suffers, resulting in greater
difficulties in software evolution and reuse. We refer to knowledge of the exter-
nal world that is not explicitly required for the behaviour of a component as
extraneous embedded knowledge (EEK).

Consider the implementation of an object-oriented class A. This class is con-
sidered to be a structural unit in many respects. Any code not contained within A
should have no knowledge of the details of implementation of the methods of 4;
such external code does contain explicit knowledge of the interface to A. Meth-
ods within A contain explicit knowledge of the interface to A, the interface to
external classes, and the details of implementation of other methods within 4 to
a degree.

There are a number of problems with this situation. The interface to A cannot
change without breaking client code of A. The interface to classes external to A
cannot change without breaking code within A4 (and other classes). Protocols
requiring methods of A to be called in particular sequences are not explicit
within the interface, and so, can be violated accidentally or maliciously.

Furthermore, the behaviour of A is relatively inflexible. If A must serve a
multitude of clients, it must present a uniform appearance to them. This means
that the methods of A are too constrained: they could be generic, presenting
bland, unspecialized services, or they could possess complex sets of parameters
allowing properties to be specialized. An unspecialized service often does not
meet the needs of its clients; an overly-configurable service is prone to incorrect
usage and is harder to change. Both cases arise as a consequence of EEK: a
specific signature or configuration protocol should not generally be of importance
to a client—save that the resulting communication needs to work.

EEK comes in many forms. The simplest of these is dependence on particular
names and signatures of external components. It should be a simple matter to
have a mechanism that could alias messages, replacing one name with another,
or that could reorder parameters.
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Fig.1: Method C is replaced with method D, which does not need the parameter

sent from method A, but the data-flow from A still passes to B, which does not
use it. The solid arrows indicate control-flow, the dotted are data-flow.
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As an example of more complex EEK, consider three methods: A, B, and C.
Method A calls B, and B subsequently calls € (see Fig. 1a). In these calls, var-
ious parameters are passed; among these is a piece of information called snip.
Method C requires snip for its execution and A is in the best position to obtain
or calculate snip. Method B does not use snip in any way except to pass it
on to C. At some point, it is decided that C should be replaced within B by a
new method, D. Method D serves the same purpose as C, but does not require
that snip be passed to it (see Fig. 1b). Since we do not want to break all of
B’s clients, we do not change the interface to B—it still requires that snip be
passed in to 1t, a parameter that it has no use for.

The disparity between the external functionality expected by a component,
and the actual external functionality present in a given system containing that
component must be overcome. The need for early binding of names and the
fragility of encapsulation in interface protocols cause EEK to arise. Current de-
sign and programming mechanisms introduce these restrictions; a new approach
is needed to reduce the influence of EEK.

2 The Approach

Coupling between components can be mitigated, making them more reusable and
easier to change, by reducing or eliminating the extraneous embedded knowledge
within them. Such a reduction is possible through extensions to the concepts of
reflection and dispatch.

Reflection is ordinarily defined in terms of monitoring and altering what is
currently occurring within a system—not what has already taken place. Many
attempts have been made to leverage the idea of “context” in interpreting mes-
sages or selecting implementations [13, 15, 10]. These approaches are quite static,
looking only at the current state of the system, or more likely, some small portion
thereof. But the previous state and execution of the system has a lot to say about
what should happen next: whether certain components have been used yet when
they need to have been, or which library should be used in conjunction with
servicing a message from a particular object. Just as in human speech, we can
use statements and concepts from earlier communication to understand current
requests, and we can modify our responses according to whom we are speaking
and under what circumstances. As long as messages do not become ambiguous,
we can be more concise, providing only that information that is really necessary.

More concretely, consider the problem of extraneous parameters again (see
Fig. 1), where component C requires snip from 4, and it happens to be passed
through B because that is where the control-flow goes. Since snip is extraneous
to B, 1t is needed by B only because of language constraints—the logical service
provided by B does not suggest a need for snip. Therefore, snip should bypass B
altogether (see Fig. 2). When the control-flow arrives at C, snip should be “filled-
in” from the context of what has happened previously in the system.

When the message from B arrives at the boundary to C, our mechanism
might look for the most recent object of snip’s type that had previously been
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Fig.2: The data-flow from method A bypasses B, which is not interested in it,
thereby eliminating the EEK from B that would have been otherwise present.

passed—and perhaps not received—and fill in the appropriate parameter to C.
Or it might look for the name snip and do the filling in that way. To make this
safer than dynamic scoping, the identity of the component or pathway providing
snip could be checked against. As an alternative, the filling-in could occur at
the boundary to B to operate on outgoing messages there.

To permit arbitrarily late binding of names, such message manipulation oc-
curs at the boundary of a component before the message enters the component,
for incoming messages, or before the message exits the component, for outgo-
ing messages. All the messages passing out of that component can be rerouted
arbitrarily at this boundary; likewise, in-bound messages can be screened and
rerouted here. This means that the code within the component need not be
aware of the true names and interfaces of external components, and the inter-
nal code does not need to know of the deception. Parameters can be reordered,
removed, or added at these boundaries through dynamic contextual reflection.
Furthermore, to increase dynamic flexibility, the selection of a component to
route a message to can also be dependent upon the history of execution of the
system. A single apparent message could be serviced by multiple calls within a
component, or multiple messages could be stored up until enough information
were available to perform a single operation. To perform such message manipula-
tions requires there to be descriptions at the boundary of a component describing
which messages should be intercepted and how they should be manipulated when
intercepted; we call these descriptions boundary maps (see Fig. 3).

To allow dynamic contextual reflection on the call history, a record must
be kept of what has happened in the system thus far. Ideally, one can record
the complete tree of calls as it occurs, replete with the objects sending and
receiving messages and the objects being passed within those messages. Queries
can then be made against this structure, with its mix of temporal and structural
relationships, to garner information to alter new messages as they occur.

It 1s infeasible to record every method call with attendant objects and main-
tain this information over the entirety of the execution of any non-trivial system.
Therefore, optimizations and limitations will need to be introduced to make the
mechanism practical.

Combining contextual querying with the structuring and dispatch mechanism
should permit the necessary flexibility to adapt components and systems to
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Fig.3: An outgoing message is intercepted at the boundary of component &4 by
a boundary map. The message contents can be manipulated and the message
rerouted to a new recipient (C), all based on the previous history of the system.
The originally intended recipient (B) need not be present in the system at all.

new situations. By moving the bindings of component interactions from within
components to their boundaries, the components should be more easily reusable
and the system more easily evolvable.

3 Related Work

No existing mechanisms address all forms of EEK simultaneously.

Global variables are a standard means of sharing information without passing
parameters. There are several standard objections to the proliferation of global
variables, including name-space collisions and violation of encapsulation [17].
Every component accessing a global variable is strongly dependent on its name
and type, increasing component coupling and the presence of EEK.

Implicit invocation (a.k.a. publish-subscribe, event multicast) [6] is a means
of separating control-flow from explicit knowledge of the names of components.
Implicit invocation can remove some EEK arising from the knowledge of the
names of subscribing classes and methods, but much remains: all components
in an implicit invocation protocol relationship (callback registrar, subscribers,
and event publisher) need to be aware that this particular mechanism is in
place, subscribers and event publishers need to recognize a common interface for
passing events and what those events are, all probable sources of EEK.

Predicate classes [3] are a generalization of multiple dispatch [2] that per-
mit the type of an object to be transiently redefined according to its state (or
according to a user-defined predicate that can be fairly arbitrary). Context rela-
tions [15] provide a language-based mechanism in support of the Strategy pat-
tern [5] by allowing “context objects” to be dynamically attached to instances.
Subjectivity [7, 9] allows different method implementations to be executed for a
message depending on the run-time type of the sender of the message. Such a
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mechanism could provide flexibility in interpretation of names within messages,
but would still require too restrictive an agreement on the meaning of those
names. All three of these mechanisms permit significant dynamic flexibility, and
hence might address the need for eliminating early binding, but they do not
provide any special means for eliminating the forms of EEK not arising from
early binding, such as extraneous parameters.

Subject-oriented composition [14] is a means for composing and integrating
disparate class hierarchies (subjects). Hence, the meanings of particular names
can be rebound in composition specifications, effectively producing late binding.
This will not remove EEK within each subject though.

Dynamic scoping (e.g., in Lisp) allows names to be bound into an exter-
nal, non-lexical scope at run-time. This is notoriously fraught with evolutionary
problems, as there is no guarantee that identical names in different scopes will
be semantically equivalent. Even if they initially are semantically equivalent, an
intervening scope can later be introduced with a non-equivalent variable name.
Quasi-static scoping [11] allows explicit dynamic scoping only, removing the
worst hazards arising from evolution; however, it provides no means for flexible
dispatch of messages. Generic programming [12] is similar in that one essentially
defines required interfaces to dummy classes that are then bound (typically via a
template mechanism) to produce real implementations, but this static operation
does not address dynamic needs, nor produce the data-flow separation required.

Context reflection [13] allows interpretation of messages and knowledge in
terms of an explicitly-set, current context, allowing late binding, but providing
no means for eliminating other problems leading to EEK.

Behaviorally adaptive objects [10] separate objects into two separate, inter-
acting entities: crystals to represent the state of an object, receive messages, and
select behaviour, and contexts to define operations. If more than one context is
appropriate for the response to a message, the crystal must explicitly order the
behaviours it selects and somehow resolve conflicts between them. Contexts are
defined across sets of crystals too, tightly coupling them as a result. Behaviorally
adaptive objects are fraught with EEK—even more than other approaches due
to the tight coupling of crystals.

Composition filters [1] permit messages to be remapped much as boundary
maps do. However, no reflection on system history occurs. Furthermore, while
the filters themselves are reusable, they are used by specifying them explicitly
within classes, resulting in poor separation of concerns, greater EEK, and less
reusable classes.

Traces [8] allow the interpretation of messages to be altered based on a limited
form of dynamic context. An explicit list of “ancestor classes” may be attached
to an object; methods may be interpreted differently depending on whether the
ancestor list of the receiving object matches pre-specified lists. Such ancestor
lists can be thought of as particular paths through the call history tree, but
at a coarser granularity than methods. Thus, traces permit a limited means
of reflecting upon system history. However, since traces provide no means of
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obtaining objects related to the history, it is not possible to apply traces to the
problem of extraneous parameters described earlier.

LambdaMOO [4] and Perl [16] both permit access to the current call stack,
but to no other, prior calls. Neither provides a means for retrieval of passed
parameters.!

4 Progress and Conclusion

We have presented a brief description of the problem of extraneous embed-
ded knowledge—a problem that limits the evolvability and reuse of software
components—and suggested a potential solution that lies in reflecting upon the
dynamic call history of a system. The call history is explicitly recorded as a
tree, and queries can be made against this structure. Messages are intercepted
at component boundaries and remapped on the basis of the call history with its
attendant objects.

We are in the midst of implementing a dynamic contextual reflection mecha-
nism. It operates by instrumenting Java source code to both record call history
information, and to perform message remapping.
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