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Abstract

We describe preliminary research on how to monitor a user’s
emotions and level of engagement during the interaction with
educational games. We ill ustrate how the user’s emotional state
can be assesxd through a probabilistic model that takes into
acoount the context of the interaction, the user’s personality and
a variety of user's bodily expressons that are known to be
directly influenced by emotional reactions. The probabili stic
model relies on influence diagrams to flexibly leverage ay
evidence related to the user's emotional state, in order to
estimate this date and any other related variable in the model.
Thisiscrucia in amodeling task in which the avail able evidence
usually varies with the user and with each particular interaction.
The probabili stic model we present is to be used by decision
theoretic pedagogcal agents to generate interventions aimed at
achieving the best tradeoff between user's leaning and
engagement during the interaction with educational games .

Introduction

In recent years, there has been growing interest in studying
how interactive amputer systems can deal with emotional
behavior, in addition to cognitive behavior. Much of this
research has focused on investigating how software agents
can display emotions. There has also been increasing
attention to designing devices that allow an interactive
system to monitor a user’s emotional states by measuring
direa evidence of emotional arousal coming from bodily
expressons such has physiological responses, facial
expresson and intonation [17]. However, most of the
work in this diredion has < far focused on using a single
bodily expresson to remgnize emotional states. This has
been done @ther to remgnize basic user’s emotions in
fairly constraining contexts, with the help of additional
information on the task, the interaction and relevant
user's traits [10] or to deted lower level measures of
emotional reaction, such as the intensity and valence of
emotional arousal (i.e.,, whether the emotion generates a
positive or negative feding) [1]. In this paper, we address
the problem of how an interactive system can monitor the
user's emotional state using multiple dired indicators of
emational arousal, in lessconstraining contexts in which a
variety of emotional states can arise and cannot always be

predsaly diagnosed using additional information on the
task, theinteraction and the user.

We focus, in particular, on the interaction with
pedagogical agents designed to improve the dfediveness
of educational games. In the rest of the paper, we first
describe why deteding emotions is important for
educational games. We then illustrate how a Bayesian
probabili stic user model can be used to integrate, in a
principled way, different sources of ambiguous information
on the user’s emotional state. Finally, we briefly describe
how the modd’'s assssnent can be used to devise
dedsion-theoretic, socialy intelligent pedagogical agents
that can help users learn from educational games while
maintaining a high level of engagement.

Socially Intelligent Agentsfor Educational
Games

Several authors have suggested the potential of video and
computer games as educational tods (eg., [13, 20Q]).
However, empirical studies have shown that, while
educational games are usually highly engaging, they often
do not trigger the mnstructive reasoning necessary for
learning [4] [12].

For instance studies performed by the EGEMS (Eledronic
Games for Education in Math and Science) projed at the
University of British Columbia have shown that the tested
educational games were dfedive only when coupled with
supporting clasgoom activities, such as related pencil and
paper worksheds and group dscussons. Without these
supporting activities, despite enthusiastic game playing,
the learning that these games generated was usually rather
limited [12].

An explanation of these findings is that it is often possble
to learn how to play an educational game dfedively
without necessarily reasoning about the target domain
knowledge [4]. Insightful learning requires meta-cognitive
skill s that foster conscious refledion upon one' s actions [ 3,
6], but refledive agnition is hard work. Posshly, for
many students the high level of engagement triggered by
the game activities acts as a distraction from refledive
cognition, espedally when the game is not integrated



with external activities that help ground the game
experience into the learning one. Also, educational games
are usually highly exploratory in nature, and empirical
studies on exploratory learning environments have shown
that these ewvironments tend to be dfedive only for those
students that already possess the meta-cognitive skills
necessry to learn from autonomous exploration [19] (such
as sf-monitoring, saf-questioning and self-explanation
[3D).

Given the abowe results, we believe that the df edivenessof
educational games can be increased by providing them
with the apability to:

e explicitly monitor how students interact with and learn
from the games;

e generate tailored interventions to trigger constructive
reasoning and refledion from those students that neal
them.

However, this must be done without interfering with the
factors that make games fun and enjoyable, such as a
feding of contral, curiosity, and challenge [13]. Thus, it is
fundamental that the elucational interventions be
delivered within the spirit of the game, by agents that:

e arean integral part of the game plot;

« are @pable of deteding user’'s emotions that can
influencethe user’s engagement in the game;

e know how to take these amctions into account to
maintain a good balance between engagement and
learning.

In this paper, we focus on how these socially intelli gent
agents can asess relevant user’s emotions during game
playing and we briefly sketch how they can use this
asssanent to increase the dfediveness of educational
games

Probabilistic assesanent of relevant emotions
during game playing

Emoational states can be deteded because they often affed
bath visible badily expressons, such as facial expressons,
voice intonation, posture and gestures, as well as less
observable ones, such as heart rate, blood presaure, skin
conductance, color and temperature [17]. While often a
single anction affeds multiple badily expressons, several
studies indicate that a single bodily expresgon is usualy
not sufficient to reagnize a spedfic emotion. For instance,
skin conductivity is a very goad indicator of general level
of arousal (i.e., the intensity of the emotion), but cannot
identify the valence of the arousal [17]. Emotions with
negative valence tend to increase heart rate more than
emotions with positive valence [2], but heart rate provides
littl e more information about spedfic emotions [7]. Also,

which baodily expressons an emotion affeds can depend on
the intensity of the enction, on the user’s temperament
and personality, as well as on the @ntext in which the
emotion is aroused.
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Figure 1:General Bayesian model to assss a user's
emotional state

The abowe factors make emotion recognition a task
frequently permeated with uncertainty, espedaly if the
interaction context can induce a variety of different
emotional states in different users, as it is the @se in
educational games. For instance, the exploratory nature of
the game @n be very exciting for people with a high level
of curiosity and confidence, while it may cause frustration,
shame, or fear in learners that are more passve and less
confident. Also, a user’s personality can strongly influence
how the user reacts to a pedagogical intervention expli citly
designed to help her learn more from the game.

To handle the high level of uncetainty involved in
monitoring a user’s emotional state during the interaction
with an educational game, our approach is to explicitly
model the probabilistic nature of the relations between
emotional states, their causes and effeds. We do so by
using influence diagrams [8], an extenson of the
probabili stic reasoning framework of Bayesian networks
[16] that can model variables representing an agent’s
choices in additi on to random variables.

Figure 1 shows a high level description of our probebili stic
model of emoctions, in which only the general factors
involved in assssng a user’s emotiona states are
represented. The mode indicates that the user’s emotional
states diredly depend on the user’s traits (e.g., personality
traits as well as cognitive and meta-cognitive skill s) and
on the interaction with the ewironment (eg., an
educational game). The user’s emotional states influence
bodily expressons, which in turn influence the
measurements taken with the available sensors. The
advantage of having a model based on a Bayesian network
is that it can leverage any evidence available on the



variables related to emotional states to make predictions
for any other variable in the model. So, for instance the
user’'s emotional state @n be assesed uwsing existing
information on relevant user’s personality traits and on the
environment, even in absence of reliable sensors. Or, we
can assessbath emotional state and personality traits from
reli able sensors and environment knowledge.

In the next sedion, we describe an example application on
the above modd in the mntext of Avalanche, the game we
are developing as atest-bed for our research.
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Figure 3: Prime Climb activity in Avalanche

Sample Emotion M odel for Prime Climb

Avalanche is a multi-player game in which up to four
players (grade 6 and 7 students) assume the roles of the
leading citizens in a mountain ski town, and work through
a series of mathematical puzzles to deal with the problems
caused by a series of avalanches. Our goal is to devise
socialy intelli gent agents that play different pedagogical
roles in the game, designed to increase students' learning
through refledion and effedive ll aborative behavior [5].

We are airrently focusing on devising such agents for one
of the Avalanche activities known as Prime Climb, which
ams to help students learn iswues related to number
factorization. In Prime Climb, teams of two players must
climb ice-faces by seleding numbers that do not share any
factors with those occupied by other team members (see
Figure 3), in order to identify posshle sites for the next
avalanche. Before dimbing a mountain, the players neal
to get cetified for that mountain climbing level, by doing
practice dimbswith an instructor known as*“Cod Guy”.

We onducted empirical evaluations of an early version of
Prime Climb, in which Cod Guy provides a fixed
sequence of ingtructions before a player starts climbing
(see Figure 3, right side) and then direds the player's

moves in the practice dimbs to exemplify how legal moves
can be omputed through factor demmposition. These
evaluations sowed that students who do not know factor
demposition generally do not learn it from the practice
climbs. This is evident from the fact that, when students
gtart climbing in pairs, they often fal and cannot
understand why. Although on-line help is available
through a hypertextual game manual, students who tried to
use the manual to understand how to avoid falling often
failed to find the relevant information. Also, we noticed
that many students did not even try to accessthe on-line
help. They continued climbing by trial and error,
exhaudtively trying hexes until they made it to the top. To
summarize, the empirical evaluations uncovered two main
probems that limited the ealucational effediveness of
Prime Climb. First, the game fail s to provide easy accessto
the information that may help students learn from it.
Semnd, the game allows gudents to progress toward the
game objedives without necessarily learning the target
mathematical knowledge. In light of these findings, one of
the agents we are designing to improve Prime Climb is a
“smarter” Cod Guy that can provide more articulated,
tail ored help, bath unsolicited and on demand, as a student
is climbing, and that can do so without compromising the
user’'s level of engagement in the game. We now show an
ill ustrative example of how the general model in Figure 1
can be instantiated and used to allow Cod Guy to monitor
a player's level of engagement and the emotional states
that influenceit.

Model structure

For the sake of simpli city, theiill ustrative model we present
in this edion includes only a subset of the variables that
could be taken into account to assess the emotional
reactions of a Prime Climb player. The goal is to give a
sense of how the model is built and of its workings, but
several more variables could be introduced to make it more
acaurate and comprehensive

Environment variables. The only environment variable
that we cnsider in this example represents how Cod Guy
can intervene when the student falls, with two values (1)
sugeest how to avoid falling, (2) do nothing (see
Environment cluster in Figure 4). This is not a random
variable, but rather a dedsion variable representing the
rational dedsion that Cod Guy makes when seleding how
to intervene in response to a student's error.  Other
relevant environment variables that could be included in
this part of the model are, for instance more information
on the current state of the game and on the difficulty of the
current activity.
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Figure 4. Sample model of emotional reaction

Variables describing the user's emotional state. As
sugeested by the Orthony, Clore and Collins (OCC)
cognitive modd of emotions [15], three of the posshle
emotional states that may arise as a consequence of the
Cod Guy behavior, and that we include in our sample
model are’: (i) reproach if the Cod Guy behavior
interferes with a player’'s goal; (i) shame, if the Cod
Guy behavior makes the player self-conscious about her
own errors, (iii) relief if the Cod Guy behavior helps the
student overcome a problematic situation (see user’s
emotiond state cluster in  Figure 4)°. Because we are
interested in asessng the student’s level of engagement
in the game, a corresponding variable is inserted into the
model, along with links representing how thisvariableis
influenced by the vaence of a usa’s emotions
(represented in Figure 4 by the deterministic nodes
Posvalence and NegValence). The rresponding
conditional probabiliti es are defined to expressthe rather
smplifying asamption that emotions with positive
valenceincrease the level of engagement, while eamotions

2 Our model currently does not implement any of the gpraisal
mechanisms described in the OCC theory.

® This is of course only an il ustrative subset of the emotional
states that a user might experience when interacting with
Cod Guy.

with negative valence deaease it. In a more mwmplete
model, we may want to explicitly represent how spedfic
emotions affed engagement. A node representing the
level of arousal is also included in the model, becuse
information on the level of arousal can be relevant to
judge how much a given emotional state influences the
user’s behavior.

Variables describing the user’s traits. For ill ustration,
we consider only two user’s traits in this example,
describing the user’'s persondlity: self-esteem and
extraversion. A complete model should include other
relevant user’s personality and cognitive traits, such as
emotional stability and level of expertise in the task. As
shown in Figure 4, sdf-estean diredly influences the
emotional states that a Cod Guy action can induce The
conditional probability table (CPT) for the variable
reproach (shown in Table 1), for instance models the
fact that the player is likely to fed reproach if she has
high self-esteem and Cod Guy provides help after afall,
becuse the agent’s intervention may interfere with the
student’s beliefs that she @n discover by hersdf how to

4 All the conditional probabiliti es in the model are based on the
author’s estimates, derived from the qualitative relationships
described in the literature.



play adequately. On the other hand, if the player has low
sdlf-esteam, the agent’s provision of help can make the
player self-conscious about his bad move, thus generating
shame. Thereisalso a chancethat the same agent action
could generate relief, because it alows a low salf esteem
player to recover from a situation that he might fed
unableto handle aone.

Table 1. CPT for the variable reproach

Agentiction GiveHelp Dok othing

SelfE steem High [ Low High | Low

T 049 01 0z 005
F 01 049 08 095

The second user’s personality trait variable, extraversion,
direaly influences level of arousal. The CPT for arousal
encodes the finding that introverts are known to reach a
higher level of arousal than extroverts, given the same
stimuli [11].

Variables describing bodily expressons and sensors.
Let's suppose that we have sensors to deted threetypes
of badily expressons: (i) eyeorow position, by using, for
instance, vision software to deted facial expresson and
dedromyogram (EMG, a way to deted muscle
contraction); (ii) skin condictivity, through a sensor that
deteds galvanic skin response (GSR); (iii) heart rate,
through a heart rate monitor. All these sensors can
aready be donned in a fairly non intrusive manner [17],
and considerable research is being devoted to make these
kinds of devices increasingly wearable. Each baodily
expresson B islinked to each sensor Sthat can deted it,
as down in Figure 4, and if multiple sensors are
avail able, the Bayesian network propagation agorithms
can automatically integrate evidence data coming from
al of them. By encoding the probability of a sensor’s
value S given each value of bodily expresson B, the
conditional probability P(SB) spedfies the reliability of
each sensor. Because this measure @n be independently
spedfied for each sensor and for the bodily expresson
that it deteds, the mode all ows oneto easily include new
sensors as they become avail able.

Likewise, each conditional probability P(B|Eg,..E,),
indicates how a set of emotional states E;,.. E, affeds a
given bodily expresson B. As information on a baodily
expresson not yet considered in the model bewmmes
avail able, a new variable for this expresson can be added
to the model and linked to the emotion variables that
influence it, thus increasing the amount of evidence that
can be used to deted the wrresponding emotions. The
conditional probabiliti es linking emotions and baodily
expressons in our sample model represent the following
findings [17]:

1. Frowning eyebrows are a very good indicator of
negative emations in the anger range, including
reproach®.

2. Skin conductivity is a very good indicator of the
level of arousal.

3. Heartbeat increases more in the presence of emotions
with negative valence (seeCPT in Table 3).

Table 3: CPT for heart rate

Negativel alence T

Fogitivealence T F

arouzal normal | medium | high normal | medium| high
Mormal 0a 0 0 0a 0.0 1]
High 0.05 0.z 04 01 015 ik}
I edium 015 0.8 0.1 0.1 0.8 0.2
Megativelalence F

Positivel alence T F

arouzal nomal | medium | high | nomal [medium|  high
Hormal 1 0.4 01 1 nz nz
High 1] 0.05 03 0 0.4 0.4
Medium ] 0.55 06 0 04 04

Sample assesgnent

As we mentioned earlier, Bayesan networks and
influence diagrams provide a flexible framework for
reasoning under uncetainty. Given evidence on any
subset of the random variables in a model, Bayesian
propagation algorithms compute the @nditional
probability of any remaining random variables. We now
give an example of how this processall ows our model in
Figure 4 to incrementally refine the assssment on the
user’s emotional state as more relevant user data beaome
available, thus providing Cod Guy with increasingly
acaurate information to dedde how to act to help the user
interact best with the game.

Let's suppose that, at some point during the interaction
with Prime Climb, the player falls and the agent deddes
to provide help. Let's also suppose that the only sensor
signal available at this time comes from the heart rate
monitor and indicates high heart rate. When this
evidence is inserted in the model in Figure 4 and
propagated, it increases the probehility that the player’s
heart rate is high. High heart beat in turn increases the
probability that the player is in an emotional state with
negative rather than postive valence (because of the
conditional probability representing finding 3 in the
previous ®dion). Although the avail able evidence @nnot
discriminate between the player feding reproach or
shame, high probability of negative valenceis sufficient
to raise the probability that the player’'s engagement is
low. This can already be used by the agent to dedde that

® Other kinds of facial expressons are generaly goad

indicators of valence, if not of individual emotions. In our
sample model, eyebrow position contributes indirect
information on valence through the reproach variable.



its next action should focus on bringing engagement up
again.

Let’s now suppose that, in addition to high heart rate, we
also deted high GSR. When propagated in the model,
this evidence increases the probahility of a high level of
arousal (because of the @nditional probability
representing finding 2 in the previous sdion), and
consequently the probability that our player is an
introvert (because of the CPT in ). This asssgnent
provides the agent with additional information, that can
be used to dedde how to kring the player's level of
engagement up, provided that the agent is given
knowledge on how to dea with introverted vs.
extroverted players.

Lastly, if our sensors also deted that the user isfrowning,
the probability of the player feding reproach rather than
shame increases (because of the cnditional probability
representing finding 1), providing further information for
the agent to dedde what to do to make up for its previous
action. Indication that the player feds reproach also
increases the probability that the player has high rather
than low sdlf esteam (becuse of the CPT in Table 1); this
information can also be used to sded the agent’s next
action. For instance to revive the player’'s engagement,
the agent could point out al the remaining challenges
that the player needs to face Had the evidence suggested
a low-sdf-estean player feding shame, the next agent’s
action could point out to the player how other people
make the same eror he ommitted.

The model would have given a high probability to the
user feding reproach even if, instead of having evidence
about the user frowning, it had evidence about the user
having high sef-esteam, colleded, for instance from the
user’s data available before the interaction with the
game.

If contradictory evidence arises, such as knowledge that
the player has low self-esteam but frowns upon provision
of help from the agent, the model assessnent will depend
on the reative strength assgned to the different kinds of
evidence by the mode CPTs. However, in general the
model  probabilities will refled a higher level of
uncertainty on the user’'s emotional state, which also
represents valuable information that the agent can use to
dedde how to act.

Model spedfication

One of the major difficulties in using Bayesian networks
is defining the required prior and conditional
probabiliti es. In the modd in Figure 4, the only prior
probabilities to be spedfied are those for variables
representing user traits, which can be defined through
exigting statistics, spedalized tests and stereotypes, or
st to indicate lack of spedfic information. The
conditional probabiliti es for the model have been defined

by the author to encode the general qudlitative
information avail able in the literature, and can be refined
for our particular application and user population
(students in grade 6 and 7) through empirical
evaluations.

We plan to continue @mbining the initial mode
spedfication based on existing findings and sensors with
empirical modd calibration, in order to include in our
model additional personality traits, emotional states and
badily reactions that will provide a more cmplete model
of user’'s emotional arousal for this particular type of
interaction.

Using the model to dedde how to act

As we mentioned in the previous sdion, the model we
just described is based on an influence diagram, a
Bayesian network augmented with nodes representing
deterministic choices. In addtion to computing the
probability distribution over a model’ s random variables,
influence diagrams compute the expeded uility of each
choicein adedsion node. Thus, they all ow implementing
a dedsion-theoretic model of rational agents that always
choose actions with maximum expeded uility [18]. A
dedsion theoretic approach has already been adopted to
devise intelli gent desktop assstants [9] and a computer
tutor for coached problem solving [14]. We plan to
implement our pedagogical agents for educational games
as dedsion-theoretic agents that act to maximize the
tradeoff between a user’s learning and engagement. To
do this, we nedal to extend the model in to include the
player's relevant cognitive states (e.,g., game and math
learning) and collaborative behaviors, as well as
information about the temporal evolution of the
interaction. By using influence diagrams, we @n then
compactly spedfy how the actions available to the
different agents influence various e ements in the student
model. The utility function representing an agent’s
preferences can be defined in terms of these states, thus
providing the agent with a normative theory of how to
intervene in the students game playing to achieve the
best trade-off between engagement and learning. An
agent’ s utility function will depend on the agent’srolein
the game. So, for instance, a help agent (e.,g., Cod Guy)
will act to maximize the student’s understanding of a
spedfic activity (e.g., Prime Climb), while an agent in
charge of diciting effedive llaboration will sded
actions that maximize this edfic behavior.

Conclusions and Future Work

We have described a probebilistic model of a user’s
emotional reactions that integrates information on the
posshle cuses of emotiona arousal (e.g., stimuli from
the ewironment and user’'s traits) as wel as the
behavioral effeds of this arousal. The modd is to be



refined and extended to include additional cognitive and
behavioral variables relevant to provide tail ored support
as a user interacts with educational computer games.
This model’s asessnent will serve asinput to intelli gent
pedagogical agents that use a dedsion-theoretic approach
to dedde how to intervene to help the user learn from the
game while maintaining a high level of engagement.

We have mlleded videotapes of users playing an early
version of Prime Climb, one of the educational activities
we are developing to help students learn number
factorization. We plan to use these videotapes, along with
newly designed Wizard of OZ experiments, to identify
common emotional reactions and the rresponding
behavioral expressons that arise when users play with
the original version of Prime Climb and with the version
that includes the more intelli gent help agent sketched in
this paper. We will then dedde which sensors to use to
deted the relevant behaviors, and we will use this
information to revise and complete the modd of
emotional reaction described in this paper.
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