Variational Autoencoders - An Introduction

Devon Graham

University of British Columbia
drgraham@cs.ubc.ca

Oct 31st, 2017
Table of contents

Introduction

Deep Learning Perspective

Probabilistic Model Perspective

Applications

Conclusion
Introduction

- *Auto-Encoding Variational Bayes*, Diederik P. Kingma and Max Welling, ICLR 2014
Introduction

- *Auto-Encoding Variational Bayes*, Diederik P. Kingma and Max Welling, ICLR 2014
- Generative model
Introduction

- *Auto-Encoding Variational Bayes*, Diederik P. Kingma and Max Welling, ICLR 2014
- Generative model
- Running example: Want to generate realistic-looking MNIST digits (or celebrity faces, video game plants, cat pictures, etc)
Introduction

- Auto-Encoding Variational Bayes, Diederik P. Kingma and Max Welling, ICLR 2014
- Generative model
- Running example: Want to generate realistic-looking MNIST digits (or celebrity faces, video game plants, cat pictures, etc)
- https://jaan.io/
  what-is-variational-autoencoder-vae-tutorial/
Introduction

- Auto-Encoding Variational Bayes, Diederik P. Kingma and Max Welling, ICLR 2014
- Generative model
- Running example: Want to generate realistic-looking MNIST digits (or celebrity faces, video game plants, cat pictures, etc)
- https://jaan.io/
  what-is-variational-autoencoder-vae-tutorial/
- Deep Learning perspective and Probabilistic Model perspective
Introduction - Autoencoders

- Attempt to learn identity function
- Constrained in some way (e.g., small latent vector representation)
- Can generate new images by giving different latent vectors to trained network
- Variational: use probabilistic latent encoding
Introduction - Autoencoders

- Attempt to learn identity function
- Constrained in some way (e.g., small latent vector representation)
- Can generate new images by giving different latent vectors to trained network
- Variational: use probabilistic latent encoding
Introduction - Autoencoders

- Attempt to learn identity function
- Constrained in some way (e.g., small latent vector representation)
Introduction - Autoencoders

- Attempt to learn identity function
- Constrained in some way (e.g., small latent vector representation)
- Can generate new images by giving different latent vectors to trained network
Introduction - Autoencoders

- Attempt to learn identity function
- Constrained in some way (e.g., small latent vector representation)
- Can generate new images by giving different latent vectors to trained network
- Variational: use probabilistic latent encoding
Deep Learning Perspective
Deep Learning Perspective

- Goal: Build a neural network that generates MNIST digits from random (Gaussian) noise
Deep Learning Perspective

- Goal: Build a neural network that generates MNIST digits from random (Gaussian) noise
- Define two sub-networks: Encoder and Decoder
Deep Learning Perspective

- Goal: Build a neural network that generates MNIST digits from random (Gaussian) noise
- Define two sub-networks: Encoder and Decoder
- Define a Loss Function
Encoder

- A neural network $q_\theta(z|x)$
Encoder

- A neural network $q_\theta(z|x)$
- Input: datapoint $x$ (e.g. 28 $\times$ 28-pixel MNIST digit)
Encoder

- A neural network $q_\theta(z|x)$
- Input: datapoint $x$ (e.g. 28 $\times$ 28-pixel MNIST digit)
- Output: encoding $z$, drawn from Gaussian density with parameters $\theta$
Encoder

- A neural network $q_\theta(z|x)$
- Input: datapoint $x$ (e.g. 28 × 28-pixel MNIST digit)
- Output: encoding $z$, drawn from Gaussian density with parameters $\theta$
- $|z| \ll |x|$
Encoder

- A neural network $q_\theta(z|x)$
- Input: datapoint $x$ (e.g. 28 × 28-pixel MNIST digit)
- Output: encoding $z$, drawn from Gaussian density with parameters $\theta$

$|z| \ll |x|$
Decoder

- A neural network $p_\phi(x|z)$, parameterized by $\phi$
Decoder

- A neural network $p_\phi(x|z)$, parameterized by $\phi$
- Input: encoding $z$, output from encoder
Decoder

- A neural network $p_\phi(x|z)$, parameterized by $\phi$
- Input: encoding $z$, output from encoder
- Output: reconstruction $\tilde{x}$, drawn from distribution of the data
Decoder

- A neural network $p_\phi(x|z)$, parameterized by $\phi$
- Input: encoding $z$, output from encoder
- Output: reconstruction $\tilde{x}$, drawn from distribution of the data
- E.g., output parameters for $28 \times 28$ Bernoulli variables
Decoder

- A neural network $p_{\phi}(x|z)$, parameterized by $\phi$
- Input: encoding $z$, output from encoder
- Output: reconstruction $\tilde{x}$, drawn from distribution of the data
- E.g., output parameters for $28 \times 28$ Bernoulli variables

![Diagram]

- Reconstruction: $\tilde{x}$
Loss Function

- \( \tilde{x} \) is reconstructed from \( z \) where \(|z| \ll |\tilde{x}|\)
Loss Function

- \( \tilde{x} \) is reconstructed from \( z \) where \(|z| \ll |\tilde{x}|\)
- How much information is lost when we go from \( x \) to \( z \) to \( \tilde{x} \)?
Loss Function

- $\tilde{x}$ is reconstructed from $z$ where $|z| \ll |\tilde{x}|$
- How much information is lost when we go from $x$ to $z$ to $\tilde{x}$?
- Measure this with reconstruction log-likelihood: $\log p_\phi(x|z)$
Loss Function

- \( \tilde{x} \) is reconstructed from \( z \) where \( |z| \ll |\tilde{x}| \)
- How much information is lost when we go from \( x \) to \( z \) to \( \tilde{x} \)?
- Measure this with reconstruction log-likelihood: \( \log p_\phi(x|z) \)
- Measures how effectively the decoder has learned to reconstruct \( x \) given the latent representation \( z \)
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- Given $z$ drawn from $q_\theta(z|x)$, how do we take derivatives of (a function of) $z$ w.r.t. $\theta$?
- We can reparameterize: $z = \mu + \sigma \odot \epsilon$
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Let’s approximate the true posterior $p(z|x)$ with the ‘best’ distribution from some family $q_\lambda(z|x)$.

Which choice of $\lambda$ gives the ‘best’ $q_\lambda(z|x)$?

KL divergence measures information lost when using $q_\lambda$ to approximate $p$.

Choose $\lambda$ to minimize $KL(q_\lambda(z|x)\|p(z|x)) = KL(q_\lambda\|p)$.
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- Still contains \( p(x) \) term! So cannot compute directly
- But \( p(x) \) does not depend on \( \lambda \), so still hope
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So minimizing \( KL(q_{\lambda} \parallel p) \) w.r.t. \( \lambda \) is equivalent to maximizing \( ELBO(\lambda) \).
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We can rewrite the term $ELBO_i(\lambda)$:

$$ELBO_i(\lambda) = \mathbb{E}_{z \sim q_\lambda(z|x_i)}[\log p(x_i, z)] - \mathbb{E}_{z \sim q_\lambda(z|x_i)}[\log q_\lambda(z|x_i)]$$

$$= \mathbb{E}_{z \sim q_\lambda(z|x_i)}[\log p(x_i|z) + \log p(z)]$$

$$- \mathbb{E}_{z \sim q_\lambda(z|x_i)}[\log q_\lambda(z|x_i)]$$

$$= \mathbb{E}_{z \sim q_\lambda(z|x_i)}[\log p(x_i|z)]$$

$$- \mathbb{E}_{z \sim q_\lambda(z|x_i)}[\log q_\lambda(z|x_i) - \log p(z)]$$

$$= \mathbb{E}_{z \sim q_\lambda(z|x_i)}[\log p(x_i|z)] - KL(q_\lambda(z|x_i)||p(z))$$
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- How do we relate $\lambda$ to $\phi$ and $\theta$ seen earlier?
- We can parameterize approximate posterior $q_\theta(z|x, \lambda)$ by a network that takes data $x$ and outputs parameters $\lambda$
- Parameterize the likelihood $p(x|z)$ with a network that takes latent variables and outputs parameters to the data distribution $p_\phi(x|z)$
- So we can re-write

$$ELBO_i(\theta, \phi) = \mathbb{E}_{z\sim q_\theta(z|x_i)} \left[ \log p_\phi(x_i|z) \right] - KL(q_\theta(z|x_i)\|p(z))$$
Probabilistic Model Objective

- Recall the Deep Learning objective derived earlier. We want to minimize:

\[
L(\theta, \phi) = \sum_{i=1}^{N} \left( - E_{z \sim q_{\theta}(z|x_i)} \left[ \log p_{\phi}(x_i|z) \right] + KL(q_{\theta}(z|x_i)||p(z)) \right)
\]
Recall the Deep Learning objective derived earlier. We want to minimize:

\[ L(\theta, \phi) = \sum_{i=1}^{N} \left( - E_{z \sim q_{\theta}(z|x_i)} \left[ \log p_{\phi}(x_i|z) \right] + KL(q_{\theta}(z|x_i) || p(z)) \right) \]

The objective just derived for the Probabilistic Model was to maximize:

\[ ELBO(\theta, \phi) = \sum_{i=1}^{N} \left( E_{z \sim q_{\theta}(z|x_i)} \left[ \log p_{\phi}(x_i|z) \right] - KL(q_{\theta}(z|x_i) || p(z)) \right) \]

They are equivalent!
Applications - Image generation

![Image generation](image)

**Figure 1:** Reconstructions from AlexNet FC6 with different components of the loss.

Applications - Caption generation

Figure 2: Examples of generated caption from unseen images on the validation dataset of ImageNet.

Applications - Semi-/Un-supervised document classification

Figure 3: Visualizations of learned latent representations.

Applications - Pixel art videogame characters

Figure 6: Samples of the generated characters

https://mlexplained.wordpress.com/category/generative-models/vae/.
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