
UBC MLRG (Fall 2017): 
Deep Learning meets Graphical Models



Machine Learning Reading Group (MLRG)

• Machine learning reading group (MLRG) format:

– Each semester we pick a general topic.

– Each week someone leads us through a tutorial-style lecture/discussion. 

– So it’s organized a bit more like a “topics course” than reading group.

• We use this format because ML has become a huge field.



Machine Learning Reading Group (MLRG)

• I’ve tried to pack as much as possible into the two ML courses:

– CPSC 340 covers most of the most-useful methods.

– CPSC 540 covers most of the background needed to read research papers.

• This reading group covers topics that aren’t yet in these course.

– Aimed at people who have taken CPSC 340, 
and are comfortable with 540-level material.

• This may change as we start offering more ML courses next term…



Recent MLRG History

• Topics covered in recent tutorial-style MLRG sessions:

– Summer 2015: Probabilistic graphical models.

– Fall 2015: Convex optimization.

– Winter 2016: Bayesian statistics.

– Summer 2016: Miscellaneous. 

– Fall 2016: Deep learning.

– Winter 2016: Reinforcement learning.

– Summer 2017: Online, active, and causal learning.

– Fall 2017: Deep learning meets graphical models.



Why “Deep Learning meets Graphical Models”

• Deep learning is one of the hottest topics in machine learning.

– Recent non-trivial improvements in speech, vision, and language.

– Variety of other interesting applications (artistic style, image colouring).

– Learning features rather than hand-tuning them.

– A huge/complicated non-linear transform of data.



Why “Deep Learning meets Graphical Models”

• 10 years ago, some of the hottest topics were:

– Structured prediction:

• Used to model dependencies between random variables.

– Bayesian learning:

• Used to model uncertainty in statistical inferences.

• Common theme:

– Modeling whole distributions rather than just input:output mappings.

• Significant recent attention on deep learning for distributions.



Structured Prediction Examples



Structured Prediction Examples



Bayesian Modeling Examples

• Bayesian framework allows us to specify probabilities in 
hierarchical settings, and allow confidence in predictions.



Classic Deep Learning for Distributions 

• 10 years ago there was work on deep learning for distributions:
– Restrictied Boltzmann machines.

– Deep belief networks.

– Deep Boltzmann machines.

• Graphical models with several layers 
of binary latent variables.
– Trained using MCMC and SGD.

• Bayesian neural networks
won NIPS “feature selection”
challenge in 2003.

https://www.youtube.com/watch?v=KuPai0ogiHk



Modern Deep Learning for Distributions

• More recent approaches:

– Fully-convolutional networks (possibly with CRF at the top).



Modern Deep Learning for Distributions

• More recent approaches:

– Fully-convolutional networks (possibly with CRF at the top).

– Recurrent and recursive neural networks that simulate chain/tree models.
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Modern Deep Learning for Distributions

• More recent approaches:

– Fully-convolutional networks (possibly with CRF at the top).

– Recurrent and recursive neural networks that simulate chain/tree models.

– GANs and variational autodencers (density estimation).

– Various new flavour of Bayesian neural networks.

• Emphasis in most cases is a bit different from classic work:

– Feedforward network is used as tool for generating non-linear transform.

– Less effort on making network Bayesian, or making a deep graph model.

• Our goal: understand DL for distributions ideas (beyond 540).



Schedule
Date Topic Presenter

Sep 26 Motivation/Overview Mark

Oct 3 FCNs and CRFs Issam

Oct 10 RNNs and languageI Raunak

Oct 17 Bayesian neural nets 1: sampling Michael

Oct 24 Bayesian neural nets 2: variational Jason

Oct 31 Variational autoencoders 1: basics Devon

Nov 7 Variational autoencoders 2: variations Sharan

Nov 14 Generative adversarial networks 1: basics Mohamed

Nov 21 Generative adversarial networks 2: variations Alireza

Nov 28 Beyond generative adversarial networks Julie/Nasim


