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Abstract

Most co-authoring tools support basic annotations, such as edits and comments

anchored at specific locations in the document. However, they do not sup-

port higher-level communication about a document such as commenting on the

tone of a document, giving more explanation about a group of basic annota-

tions, or having a document-related discussion. Such higher-level communica-

tion gets separated from the document, often in the body of email messages.

This causes unnecessary overhead in the write-review-edit workflow inherent in

co-authoring.

To address the problem, we first established user-centered requirements for

annotation support. We conducted a small field investigation of email exchanges

including document attachments, among three small groups of academics (3 to 5

people each). We categorized the higher-level communication from the email and

developed a set of eleven requirements to support document annotations. We

next developed document-embedded structured annotations called “bundles”

that incorporate higher-level communication into a unified annotation model

meeting the set of requirements. We also designed and implemented a high-

fidelity prototype called the “Bundle Editor” that illustrates our structured

annotation model.

Finally, we conducted a usability study with 20 participants to evaluate the

annotation reviewing stage of co-authoring. The study showed that the annota-

tion bundles in our high-fidelity prototype reduced reviewing time and increased

accuracy, compared to a system that supports only edits and comments.
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Chapter 1

Introduction

Co-authoring academic papers, books, business reports, and even web pages is

common practice [39]. Word processors and other tools provide some support

for collaborative authoring, but not as effectively as we might desire. Much

of the effort in collaborative writing is spent reviewing and editing drafts [32].

Typical workflow involves co-authors annotating drafts and passing them back

and forth. Basic annotations are edits (insertions and deletions) and comments

on specific parts of the document. However, co-authors also communicate at

a higher level about a document, for example, by suggesting changes to the

document’s tone, clarifying previous annotations, or responding to other co-

authors’ document-related questions. This higher-level communication is not

currently well supported by collaborative authoring tools. We use the term

“co-authoring” to refer to this entire writing-reviewing-editing cycle.

While the purpose of annotations ranges from strictly personal (fine-grain

highlighting to aid memory) to more communal (comments or questions for co-

authors) [23], Neuwirth et al. suggest that the most important purpose of shared

annotations is to enable fine-grained exchanges among co-authors of a document

[30]. We present a novel framework for co-authoring that fully integrates all

annotations (basic edits and comments as well as higher-level communication)

into a document and we introduce structured annotations that explicitly support

workflow management within the co-authoring cycle.
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1.1 Research Motivation

Let us first consider the following scenario:

Jen, John, and Mary are collaborating on a conference paper us-

ing Microsoft Word 2003 (MS Word). Jen reviews the first draft.

She turns on the “Track Changes”1 and “Comment” features in MS

Word, then makes her changes and adds her comments to the doc-

ument. She then saves the revised document and sends it to John

and Mary as an email attachment. In the email, Jen summarizes

the changes she made in the document. For instance, she advises

that most of her changes are in the first four sections, and that who-

ever works on the document next needs to spend more time on the

Results and Conclusion sections. Jen also points out an important

global change she made in the document, replacing the word “Intru-

sive” with “Obtrusive” in some but not all instances. At the end of

the email message, Jen includes some questions for John and Mary

to address, such as what the title of the document should be.

After John receives Jen’s email, he notifies everyone that he will

be the next person to edit the document. Like Jen, John reviews

the annotated document in MS Word using the Track Changes and

Comment functions. When he finishes, he saves the document as his

revised version and sends it to Jen and Mary as an email attachment.

He also describes in his email message a number of the changes he

has made and recommends that Jen and Mary review particular

comments first.

Finally, it is Mary’s turn to review the document. She too performs

the same annotate-and-email steps.

1With the Track Changes feature turned on, each insertion, deletion, or formatting change

made in the document is tracked. When reviewing each tracked change, one can either accept

or reject it.
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As described in the scenario, co-authors often make basic annotations using

their word processors and then send the revised document to co-authors via

email as attachments, pathnames in a shared file system, or URLs on the web.

This is usually done asynchronously, one author at a time. The annotate-and-

email sequence is repeated until the document is completed. Higher-level com-

munication, such as summarizing changes and more general document-related

discussions, often takes place outside the document, usually in the bodies of

emails used to circulate the drafts. This approach is problematic because it

requires co-authors to maintain collaboration artifacts in different places (word

processor files and emails) with no formal association between the two. This un-

necessarily complicates workflow. Valuable information can be buried and easily

forgotten or misplaced [40]. The number of emails can easily grow rapidly when

co-authors rely on email for document-related discussions such as deciding on

a title. Associating the correct emails with the correct version of the document

quickly becomes overwhelming.

Even if the appropriate emails are located, depending on the nature of in-

formation communicated, it can be difficult to navigate between email and doc-

ument content. For example, in the above scenario Jen explains in her email

why the word “intrusive” is replaced with “obtrusive” in some but not all cases.

Not only does Jen need to make the basic edits, she must provide a separate

comment providing her rationale for the edits as well as navigation descriptions

so other co-authors can find the edits. The navigation descriptions could be

general (“whenever we describe haptic signals”) or very precise (“one is in the

second sentence of paragraph 5 on page 3”) to help other co-authors to find

changes. More precise descriptions require more effort from the originator, but

make it easier for co-authors to locate the changes. However, no matter how

precise the descriptions are in the email, co-authors still need to spend effort

to find the relevant annotations. Moreover, this workload does not increase

linearly as annotations are added, because co-authors often need to read an-

notations more than once to ensure they have found the right set described in

the email. Moreover, there is no easy way to describe semantic groupings of



Chapter 1. Introduction 4

annotations using current tools, other than plain English text descriptions, so

significant communication overhead exists [40] and the co-authoring workflow

suffers.

1.2 Research Contributions

The goal of our research is to use structured annotations to uniformly support all

annotation activities and facilitate workflow management within a co-authoring

cycle. The focus of our research is small, distributed groups of co-authors col-

laborating asynchronously on editing and reviewing documents embedded with

a large number of annotations. The research makes the following contributions:

1. Integrated all annotations fully within the document.

2. Developed a set of eleven requirements for supporting document annota-

tions.

3. Created a comprehensive structured annotation model that satisfies the

set of requirements.

4. Designed and implemented a hi-fidelity prototype incorporating the anno-

tation model.

5. Conducted a user study and showed that structured annotations in our

high-fidelity prototype reduced reviewing time and increased accuracy,

compared to a system that only supports edits and comments.

1.3 Overview of the Thesis

Chapter 2 discusses related work and provides background for the research from

three areas: general research in collaborative writing, research on shared anno-

tation, and a survery of existing co-authoring tools. Chapter 3 describes the

requirements gathering for document annotations that was performed through a



Chapter 1. Introduction 5

small field investigation that resulted in a set of eleven requirements for support-

ing annotations both inside and outside the document. Chapter 4 introduces

document-embedded structured annotations called “bundles,” which are part of

a unified annotation model that meets the requirements identified in Chapter 3.

Chapter 5 describes a high-fidelity prototype for structured annotations called

the “Bundle Editor.” In Chapter 6, we discuss the usability study with 20

subjects. The study evaluated the annotation reviewing stage of co-authoring

and showed that the annotation bundles in our high-fidelity prototype reduced

time and increased accuracy, compared to a system that supports only edits and

comments. Chapter 7 summarizes the main results in the thesis and discusses

several areas for future research.

Substantial portions of this thesis will be published in the 2006 Proceedings

of the SIGCHI conference on Human factors in computing systems [36].
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Chapter 2

Related Work

In this chapter, we first review the literature on collaborative writing and de-

scribe related research issues. We then provide a more focused discussion of

research on annotation and survey existing co-authoring systems.

2.1 Collaborative Writing

Collaborative writing, or group writing, is any writing done in collaboration

with one or more other persons [14]. Common stages in collaborative writing

are planning, writing, reviewing and editing [27]. Baecker et al. [2] summarize

the activities carried out in each stage of colaborative writing as follows.

Planning. Sketch out the main idea of the document, and gather component

pieces such as references. Plan how the document will be written and

define the roles of each author. Produce an outline of the document.

Writing. Translate the ideas generated and outlined in the previous stage into

text, and edit portions of the text while writing.

Reviewing and editing. Make changes and generate comments about the

written text to make the document more coherent. Ensure that there are

no grammar errors in the document and that all formatting requirements

have been satisfied.

There are two modes of collaborative writing. One is called “synchronous

writing,” which is a tightly-coupled collaboration among group members. In

synchronous writing, collaborators write at the same time. The other mode
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of collaborative writing is called “asynchronous writing”, in which co-authors

usually by access and modify shared documents at different times, with only one

person working on the document at a time. Asynchronous writing is often done

in the document editing and reviewing stages [39]. Typically, the asynchronous

writing process is sequential, so the document is passed from one co-author to

another in turn. In our research, we focus on the editing and reviewing stages

of asynchronous writing, which is when most collaboration occurs [32].

Collaborative writing is a broad research area with many interesting and

challenging research issues, some of which are outlined below. Most of the

these issues fall in the general area of Computer Supported Collaborative Work

(CSCW).

Synchronous vs. asynchronous communications: how to effectively

support synchronous and asynchronous communication and integrate them in

collaboration. For example, Chandler [9] discussed some of the characteristics

of asynchronous collaboration and applied them to a case study involving a

team composing a mission statement. The focus of Anchored Conversations

research [10] is on tightly coupled synchronous collaborative work between dis-

tributed group members. Its main contribution is to anchor text chats into doc-

uments so that collaborators can have conversations within the existing work

context. Jackson and Grossman [18] described an integrated synchronous and

asynchronous collaboration system that solved the traditional workgroup barri-

ers of time and space. Rhyne and Wolf [37] argued that the binary distinction

of synchronous and asynchronous communication was unnecessary and harm-

ful, and presented a model that included both synchronous and asynchronous

collaboration software as submodels.

Version control and consistency maintenance: various document con-

trol methods and consistentency management algorithms, including problems

of merging two versions of a document. For example, Whitehead [41] talked

about two application-layer network protocols, WebDAV and DeltaV, which

provide capabilities for remote collaborative authoring, metadata management,

and version control for the Web. Dourish and Bellotti [12] explored application
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semantics for consistency management in a collaboration toolkit. Munson and

Dewan [26] described a flexible object merging framework that allows definition

of a merge policy based on the particular application being used and the context

of the collaborative activity. Neuwirth et al. [29] introduced a software system,

flexible diff, that finds and reports differences (i.e.,“diffs”) between versions of

a text.

Group awareness, notification, and roles: awareness and notification

of changes to document content, of group progress, and of group members’ cur-

rent activities. Huang and Mynatt [17] identified many potential benefits of an

awareness system that displays information within a small, co-located group in

which the members already possess some awareness of one another’s activities.

Mendoza-Chapa et al. [24] presented a comparative analysis of workspace and

conversational awareness support in collaborative writing systems. Neuwirth

et al. [31] explored the interactions among co-authors in collaborative writing.

These interactions are influenced by the presence, knowledge, and actions of

other co-authors. Brush and Borning [4] introduced a lightweight group aware-

ness technique called “Today” messages, which are short daily status emails to

keep group members aware of work progress and reducing the need for face-to-

face meetings. Group awareness is directly related to the roles members of a

collaborative writing group play. Dourish [13] talked about “different mecha-

nisms, informational, role restrictive, and shared feedback, that current CSCW

systems use to support group awareness.” Jaeger and Prakash [19] described

the requirements of role-based access control for collaborative systems.

Shared annotations: exploring annotation models, interface design for

annotations, and robust annotation positioning in evolving documents. Weng

and Gennari [40] presented an activity-oriented annotation model that resem-

bles the rich functionality of physical annotations for an enhanced collaborative

writing process. Wojahn et al. [42] compared three types of interface design for

annotations: split-screen interface, interlinear interface, and aligned interface.

Brush [5] took a first step toward examining, from a user’s perspective, what an

annotation system should do when a document changes. A good overall refer-
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ence in this area is Brush’s Ph.D. disertation, “Annotating Digital Documents

for Asynchronous Collaboration” [3].

Workflow management: as noted in Chapter 1, there are workflow prob-

lems in the reviewing and editing stages. Workflow problems also exist in other

stages of collaborative writing and in systems that support collaborative work

in general. This research area focuses on finding better ways to support collabo-

rative workflow and reduce the workload. Allen [1] first introduced workflow in

collaborative work. Woods et al. [43] described different characteristics of infor-

mation overload. Phelps [35] introduced the use of wizards to better facilitate

workflow in collaboration.

These issues are not isolated. They usually overlap. Our research investi-

gates these and related problems in shared annotation and workflow manage-

ment.

2.2 Annotations

In the editing and reviewing stages of collaborative writing, annotations are

added to a document so that co-authors can exchange ideas about the document

[30].

2.2.1 Annotation Definition

Annotations have evolved from paper-based to digital. The term “annotation”

itself carries many different meanings. Marshall [23] classified paper-based an-

notations into four categories, depending on their content types (whether they

are explicit or implicit to another reader) and locations (whether the annota-

tion’s anchor is a point or a range). For example, a scribbled note at the end of a

paragraph is an explicit annotation that might apply to the entire paragraph (a

range) or to the point between paragraphs, whereas highlighted text and circled

words are each examples of implicit range annotations. Similar to Marshall’s

definition, Brush et al. [6] defined digital annotations as markings made on a
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document at a particular place, with each annotation having two components:

an anchor and content. Fish et al. defined annotations to be hypertext nodes

[15] that are linked to the base document. Ovsianokov et al. [34] proposed the

idea of “clumps,” which are comments that can anchor at multiple places in

the document. None of these definitions extend beyond simple editing (insert,

delete, or replace) and comment annotations.

2.2.2 Annotation Model

Just as there is no standard definition for annotation, there is no standard-

ized annotation model. In particular, there is no agreed-upon convention for

structuring annotations. Previous research [8, 20, 22, 28] has identified vari-

ous attributes of annotations, some of which may not apply to certain types of

annotations:

• Class: insert, delete, comment, question, reply, etc.

• Type: text, graphics, voice, etc.

• Title: highlights what the annotation is about

• Context: the surrounding text where an annotation is located

• ID: unique identification number for an annotation

• Timestamp: when an annotation is created

• Annotator/creator: identifies the creator of an annotation

• Anchor: the concrete location of the portion a document to which an

annotation refers

• Status: reviewing status of an annotation, e.g., new, read, accepted, or

rejected

• Priority: an indication of an annotation’s importance
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Weng and Gennari developed an eleven-attribute annotation model [40] that

uses annotation status to support awareness of in-progress reviewing and revi-

sion activity. Their model has three major differences compared to previous an-

notation data models such as the Resource Description Framework (RDF) [25],

which is used to describe a website’s metadata. First, the status information

of an annotation supports progress tracking and provides cross-role feedback

among reviewers and authors. Second, annotations have extended activity-

oriented properties such as rating, category of problems, response deadline, etc.

Finally, Weng and Gennari’s model allows for rich contextual information for an

annotation, including both a versioned text anchor in the document and contex-

tual threaded discussions for the annotation. Their model is the only one we are

aware of that allows annotations to be anchored to the entire document; most

models assume that annotations will be anchored at a particular location within

the document. Ovsianokov’s [34] model is the only one that allows anchors to

have multiple locations.

2.3 Existing Co-authoring Systems

Various tools support collaborative authoring. Brush [3] reviewed some of these

annotation systems, focusing on issues such as online discussion in educational

settings, notification strategies, and annotation re-positioning techniques in an

evolving document. We review systems from the point of view of how well they

support collaborative authoring workflow.

2.3.1 Research Systems

Co-authoring systems, or more specifically annotation systems, fit within the

broader research area of collaborative writing. The classic collaborative writing

systems such as PREP [30], Quilt [15], and SASSE [2] all support basic annota-

tions, but do not support annotation grouping. In contrast, the recent Anchored

Conversations system [10] allows text chats to be anchored into documents so
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that co-authors can have conversations within their work context. Although

this is a real-time conversation tool rather than a shared annotation tool, it is

an attempt to integrate higher-level communication within the document.

2.3.2 Three Commercial Systems

Noel and Robert studied 42 users in May 2001 [32] and found that most in-

dividuals used word processors and e-mail as their main co-authoring tools.

Eighty-three percent of the subjects used Microsoft Word 2003 (MS Word).

MS Word integrates edit and comment annotations into the document and

assigns annotation attributes automatically. Annotations can be filtered by au-

thor or by type (formatting changes, comments, insertions, or deletions). All

annotations are listed in a reviewing pane below the document pane in the main

window. Annotations are ordered by their positions in the document. MS Word

incorporates edits into the document once they are accepted by one co-author,

meaning other co-authors might not know of these edits once the document is

saved. Word has a Web Discussion function for collaboration, but Cadiz et al.

note that it is limited in terms of where annotations can be anchored [7].

In contrast to Word, annotations in Adobe Acrobat Professional 7.0 (Ac-

robat) do not alter the original document because they are not incorporated

into the document. This must be done manually after reading the annotations.

Status indicators and more sophisticated filtering by annotation type, reviewer,

or status are provided. The reviewing pane in Acrobat uses a threaded display,

not simple document order, so replies to an annotation are listed indented and

below the original annotation.

Recently, numerous web-based collaborative authoring tools have been de-

veloped [3]. XMetal Reviewer, a new product by Blast Radius Inc. [44], is

such a system. Designed for reviewing XML documents, it combines many of

the advantages of MS Word and Acrobat. Basic annotations are integrated

within the document, and global comments appear at the top of the document.

Insertions and deletions can be incorporated into the document rather than
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kept as annotations, but this can always be reversed. This makes annotations

persistent, unlike in MS Word where accepted changes lose their identities as

annotations once they are accepted. XMetal Reviewer facilitates discussion by

letting co-authors reply to each other’s annotations in real-time and in context

to reduce miscommunication. Annotations can be filtered by type, author, or

status. XMetal is server-based to support collaboration among a large group

of people, which could be a drawback for small groups that want a lightweight

solution.

In all three systems, annotations can only be grouped using system-defined

filters such as filter-by-author or filter-by-status. Because comments about a

specific aspect of a document may be scattered throughout the document, it

would be useful to be able to gather them together. In a similar vein, there is

only a partial record of the co-authors’ annotating processes. Some systems keep

track of editing sessions but do not otherwise capture ordering or relationships

between individual annotations. This limitation was identified by Weng and

Gennari [40], who noted that “[a]nnotations should be activity oriented.”
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Chapter 3

Requirements-Gathering

through Field Investigation

In this chapter, we describe the requirements gathering phase of our research

on document annotation. A small field investigation was conducted to better

understand the nature of annotation activities during co-authoring and to val-

idate our own experiences with co-authoring. Eleven design requirements for

supporting document annotations were developed based on our literature re-

view and field investigation. We evaluated three current co-authoring systems

against these requirements.

3.1 A Small Field Investigation

We analyzed the email exchanges and document attachments of three small

groups of academics (3 to 5 people in each group). We examined both the email

content and the annotations in the attachments to find the relationships between

the two. Each group had co-authored a conference paper, approximately 8 pages

in length. They had all finished the conference paper by the time we sent out

an email request for collecting collaborative writing data. After consulting with

their group members, one author from each writing group voluntarily forwarded

all relevant email exchanges including document attachments to the author of

this thesis.1 We analyzed a total of 158 email exchanges across the three groups

1The request was made after the groups had completed their co-authoring activities, so

some messages may not have been captured because not all messages were sent to every co-

author, and even those that were may not have been saved by the co-author who forwarded
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(52 emails per group on average). While many of the emails included document

attachments (Microsoft Word or LaTeX files), our analysis focused on the text

content of the email and its relationship to the document. Below we categorize

the most frequently occurring content, and provide the percentage of the 158

emails to which each category and sub-category apply. Note that these are

not exclusive categories. Most emails fall into more than one category, so the

percentages do not sum to 100.

To-do item(s) describe what remains to be done, or should be done next

(89%). The ordering of the items implicitly prioritizes the work, and sometimes

co-authors give explicit direction on priorities. These often include collabora-

tors’ available times to work on the paper.

Summaries of edits that a co-author has made to the document (92%)

often appear together with to-do lists. Co-authors often summarize edits about

issues that arise at multiple places in the document (78%), such as global word

replacements or spelling changes throughout a document.

Discussions about the document often include parts of the text copied into

an email to provide context (64%). These include two subcategories: questions

are sometimes directed at a particular co-author (53%); general comments

(41%) pertain to the entire document (comments on the tone of the document

or suggestions about document structure).

Comments-on-comments are comments about one or more previous com-

ments. These most often concern comments that have not yet been addressed

(31%) or advice to co-authors on how to process the referred-to comments (34%).

Information expressed as text embedded in email constitutes what we re-

ferred to at the outset of this thesis as “higher-level communication.” Co-

authors devote a lot of effort to describing how annotations relate to each other

because text is inefficient for expressing annotation location, type, or context,

especially when an issue arises at multiple places in the document. Currently,

the messages. We believe we obtained most of the relevant messages. The difficulty inherent

in this collection process underscores one of our assumptions, which is the unreliability of

email as an archival record of collaborative annotation activity.
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co-authors must describe associated annotations by writing comments (either

internal to the document or externally in email). There is no way to directly an-

notate multiple annotations using electronic tools. Recognizing this limitation,

we developed a list of requirements to build an annotation model that would

unify all document-related communication by adding structure to annotations.

3.2 Requirements for Structured Annotations

We derived eleven design requirements for annotation systems that reflect co-

authoring workflow. The first seven requirements are based on our literature

review of annotation models and on current annotation systems. The last four

requirements address communication that currently occurs outside the docu-

ment, which were identified in our field investigation.

R1. Support basic annotations such as edits and comments with specific an-

chors. This allows co-authors to exchange fine-grained information within

the document context. All the current annotations systems we examined

support this requirement.

R2. Provide an easy way to incorporate changes specified in annotations into

the document. This saves co-authors the effort required to manually in-

corporate changes after reading the annotations.

R3. Preserve the original annotations in case co-authors want to refer back to

them later. This avoids the loss of annotation history that happens in

many systems when the document is saved after changes are accepted.

R4. Support both a separate annotation list view as well as the ability to view

annotations integrated within a document. Most of current annotation

systems support dual views.

R5. Monitor reviewing annotation status to help co-authors keep track of the

reviewing process. This allows co-authors to quickly identify an annota-
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tion’s reviewing progress and apply proper reviewing effort to it accord-

ingly.

R6. Support document-related discussion with annotation reply functions and

threaded display of annotations. This encourages co-authors to reply to

each other’s comments in the document and also helps them see the rela-

tionships between the reply annotation and earlier annotations.

R7. Support flexible and uniform filtering. This allows co-authors to review

more focused and smaller sets of annotations by treating annotations as

objects and annotation attributes as fields so uniform filtering according

to one or more attributes can be applied to any set of annotations to

retrieve a smaller set of annotations.

R8. Allow annotations to be directed to specific co-authors. We found from

the field investigation that co-authors often direct document-related com-

ments, especially questions, to specific co-authors in email messages.

R9. Support general comments that anchor to the entire document, or to single

or disconnected sets of points or ranges within a document. Co-authors

often include general comments in emails because there is no designated

locations in the document for general comments.

R10. Allow users to prioritize annotations. Quite often, in an email message,

co-authors advise other co-authors which annotations should be reviewed

first or given priority.

R11. Support annotation of groups of annotations. The most frequently occur-

ring in the email content we collected were summaries of edits, to-do lists

and comments-on-comments, all of which are examples of annotations of

groups of annotations.

We evaluated the three systems discussed previously in the Related Work

chapter (Microsoft Word 2003, Adobe Acrobat Professional 7.0, and XMetal
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MS Word Acrobat XMetal

R1: basic anchors Yes Yes Yes

R2: incorporated Limited Limited Yes

R3: reversible edits Limited No Yes

R4: dual views Yes Yes Yes

R5: status Limited Yes Yes

R6: discussions Yes Yes Yes

R7: filtering OR only OR only OR only

R8: specify receiver(s) No No Yes

R9: general comments No No Yes

R10: prioritization No Limited No

R11: grouping No No No

Table 3.1: Evaluating requirements against current co-authoring systems.

Reviewer) against these requirements. The results are summarized in Table 3.1,

which suggests that current tools fail to support some of the requirements.

Of the three systems, XMetal best meets the requirements. However, it and

the other systems fail to support two important requirements, which relate to

the workflow overhead described in Chapter 1.

None of the systems supports annotating groups of annotations (R11).

Email categories such as summaries of edits and comments on comments iden-

tified in the field investigation are instances of grouped annotations. For ex-

ample, summaries of edits are basically comments on a group of edits in the

document. Using current co-authoring systems, there is no way to annotate the

edits directly, so co-authors have to rely on additional media to exchange this

information.

The second requirement that all three systems fail to fully support is the

need for flexible filtering (R7). All three systems only support OR filtering,

which means co-authors can only filter document-embedded annotations on one

attribute (e.g., author or status) at a time. Flexible filtering should at least allow
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co-authors to do AND filtering, such as finding Jen’s (creator attribute) unread

(status attribute) comments (class attribute), in just one filter operation.
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Chapter 4

Structured Annotation

Model

In this chapter, we present a comprehensive annotation model that introduces

both mandatory and optional attributes of an annotation. We then discuss

existing and new types of annotations applying the model. Finally, we link

structured annotations with workflow. This forms the theoretical framework

underlying the high-fidelity prototype described in Chapter 5.

4.1 Model Elements

Using the requirements listed in section 3.1 as a guide, we constructed a com-

prehensive model of annotations that encompasses the behaviors we observed in

the field investigation. In the model, every annotation has a set of attributes.

Depending on the purpose of the annotation, some of the attributes can be

empty.

Mandatory attributes include the creator of the annotation, a timestamp,

reviewing status (unread/read and accepted/rejected), and an anchor/reference

(the annotation’s location and range relative to the document content or related

to other annotations). Multiple non-contiguous ranges are permitted as the an-

chor for a single annotation. As a special case, the anchor can be the entire

document. An annotation can also refer to one or more previous annotations,

which is indicated the option substructure attribute discussed later in this sec-

tion. All the mandatory attributes have default values. For example, the default
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value for creator and timestamp are the current machine name and current time.

A newly created annotation has a default status of “unread,” and will become

“read” when the annotation is actively selected by a co-author. The default

value for the anchor is calculated depending on where the annotation is placed.

It can be a single point in the document, a range within the document, or a set

of points and ranges.

Optional attributes include the name of the annotation (a short text string),

a list of recipients (those co-authors who can view the annotation1), a free-

form text note, modification (insertion, deletion, or replacement of text), a

priority, and substructure (a list of other annotations to which the annotation

refers, in effect providing additional “anchors” to these annotations2). Each

annotation must have at least one of the name, comment, modification, or

substructure attributes in addition to having the four mandatory attributes.

The name, note, modification, and substructure attributes are null (not present)

by default. The default value for recipients is the list of authors.3

Three key annotation attributes in our model are anchor, note, and sub-

structure. These make integrating high-level communications into documents

possible, hopefully eliminating the need to use auxiliary channels such as email.

We classify annotations into two categories: single annotations that have

no substructure, and bundled annotations that have substructure. The latter

are called “bundles.” The most distinctive feature of our annotation model is

the addition of structure to annotation. The anchor for an annotation captures

how it relates to the document and the substructure captures how it relates to

other annotations in the document.

1We leave for future work an exploration of the mechanisms for specifying which co-authors

have access to annotations and how this might affect workflow.
2These could include links to “permanent” external objects using URLs, or to attachments

associated with the document itself, but the current model employs only simple links to

previous annotations in the document itself.
3Again, future work could extend this attribute from simple recipient lists to more gener-

alized lists of recipients that include primary recipients, secondary recipients, and anonymous

recipients, mimicking the To:, Cc: and Bcc: fields in email, and permission or capabilities

to reply, modify, or delete the annotation.
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Figure 4.1: A Venn diagram illustrating how different types of annotations fit

into the annotation model

We can annotate a group of annotations by creating a bundle that has a

set of previous annotations as its substructure. A bundle refers to each of the

annotation in its substructure and may have a note attached with it that further

defines the the relationship between the annotation and its substructure.

Our definition distinguishes bundles as those annotations that have non-null

substructure, but we will sometimes use the term “bundle” to refer generically

to any type of annotation in our in our model. This will be true when we

introduce the Bundle Editor, which handles both single annotations and bundled

annotations.

4.2 Identifying Types of Annotations

Within the annotation model there are some special cases that correspond to

common annotation types in traditional systems. A simple edit has an anchor

to a range of text and the modification attribute. A comment has only the

note attribute with an anchor into specific document content, and a general

comment is a comment whose anchor is the entire document. These are all

single annotations (Figure 4.1).
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A number of interesting new types of annotation also arise from our model.

A meta-comment is a comment that has substructure, indicating the list of

annotations to which it refers, and these in turn may have anchors into the

document. Meta-comments can have their own document anchors (in which

case they are not “pure” meta-comments). The nesting of substructure can

have as many levels as desired, leading to the notion of inherited anchors by

which a meta-comment (or any annotation) is recursively associated with the

anchors of its substructures.4 A reply is a special meta-comment that refers to

just a single previous annotation.

Another special type of bundle is a worklist. An example would be a bundle

having the name “Check spelling” with comment text that says “I am not sure

how we spell some of the people’s names in our report. Please make sure I have

them right.” The recipient list would indicate who is to do the spell-check, and

the anchor would indicate all of the places in the document where the names in

question appear.

4.3 Linking Bundle Creation to the

Co-authoring Process

The spell-checking bundle just described could be created manually, but we

envision it being created automatically as a side effect of running a document

processor’s spell-checking command. Realizing that the misspelled words are all

names of people, a user could indicate that the selected words form a new bundle

by clicking on a bundle button in the spell checker’s dialogue box that creates a

new bundle whose substructure is the set of edit made by the spelling checker.

The bundle would recursively have a multi-location anchor. The user could

manually add name and comment attributes by typing text into the appropriate

fields in the spell-check dialogue box. Recipients would be selected from a list of

4Annotations can only refer to previous annotations, so we do not have to worry about

infinite recursion because the substructure relationship is acyclic.
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co-authors. In a similar manner a document processor’s “find” command could

produce a bundle of all instances of a pattern, and the “replace” command could

produce a bundle of all of its replacement edits.

Another candidate for automatic bundle creation as a side effect is the “Track

Changes” feature in MS Word. A user should be able to turn on tracking that

automatically bundles all new edits (and comments too, if desired) so that at

the end of a session there is a ready-made bundle that can be turned into a

worklist. The user could then review just the changes from the current session,

or highlight the changes for another co-author to review.

The full power of structured annotations lies in the interplay between nor-

mal workflow (editing, commenting, and reviewing) and the ability to capture

artifacts from that workflow and use them to manage future workflow. In the

annotation model proposed by Weng and Gennari [40] users can assign only one

pre-defined category, such as “question” or “reply,” to each annotation. Our

model allows users to define their own categories by bundling relevant annota-

tions into the substructure of a new annotation whose name attribute identifies

the category. Moreover, any annotation could be assigned to multiple categories

because the bundling substructure has no restrictions other than the require-

ment that it be acyclic.

Adding optional user-defined attributes may still be necessary and would

be an easy extension to our model. They would be similar to the user-defined

attributes available in qualitative and video analysis systems such as Noldus Ob-

server [33], or the common subclassing (derivation) operation in object-oriented

languages where new types extend old types by adding additional attributes

(with user-defined default values) and behavior.
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Chapter 5

A Prototype of Structured

Annotations: The Bundle

Editor

In this chapter, we present the Bundle Editor, which is a high-fidelity proto-

type implementing the structured annotation model described in the previous

chapter. We first focus on the major interface components in the Bundle Editor

and then describe its functionality. Finally, we step back to briefly describe

the iterative design and prototyping, implementation and pilot testing for the

system to motivate the design choices that were made.

5.1 Major Interface Components

Based on our annotation model, we implemented a high-fidelity prototype called

the “Bundle Editor,” which has a number of functions designed to support

structured annotations (Figure 5.1). The main component of the system is a

two-pane window with an upper document pane and a lower reviewing pane

(similar to MS Word, Acrobat, and XMetal). The document pane displays the

annotated document. The reviewing pane is a multi-tabbed pane where each

tab pane shows different annotation information. There are two permanent,

default tabs at the bottom of the reviewing pane.

The first tab is “All Annotations,” which contains all single annotations

(inserts, deletes, replacements, and comments). General comments (i.e., com-
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Figure 5.1: (a) The Bundle Editor with document and reviewing panes. Anno-

tations are embedded in the document pane and are color coded according to

author. The reviewing pane is a multi-tabbed pane where each tab pane shows

different annotation information. The first tab in the reviewing pane is “All

Annotations”, which contains inserts, deletes, replacements, and comments in

the document order. General comments are always placed at the top of the

list. (b) The second tab in the reviewing pane, called “All Bundles”, lists all

previously created bundles. The last bundle listed in the tab is named “all other

annotations”, and is automatically maintained by the system.
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ments that pertain to the entire document) appear at the top of the list, and

the rest of the annotations appear in the order in which their anchors occur in

the document. The second permanent tab is “All Bundles.” It lists all bundles,

i.e., the annotations that have substructure. The last bundle listed in this tab

is named “all other annotations.” It is maintained automatically by the system

and contains all the single annotations that do not belong to any bundle.

5.2 Functional Description of the Bundle

Editor

We provide mechanisms for grouping annotations into bundles, annotating pre-

vious annotations, filtering to select annotations, and sorting annotations. We

describe each of these functionalities, with links to the specific annotation re-

quirements identified in Section 3.1 shown in parentheses. We then present

different ways of creating a bundle and describe how to interact with bundles

using the Bundle Editor.

5.2.1 Basic Functionality

The Bundle Editor has all of the basic functionality that a typical document

editor has, such as insert, delete, and comment (R1: basic anchors). It also has

specific functions to create a bundle (R11: grouping), as shown in Figure 5.2.

Bundles are stored with the document and are linked to various places in the

document or to other annotations. Co-authors can add and remove annotations

to and from bundles. Any annotation can be in more than one bundle and

bundles can be in other bundles. For example, in Figure 5.3, there are two

bundles within the “Verb Tense Corrections” bundle. One is called “Jen’s Verb

Tense Corrections,” and another is called “Mary’s Verb Tense Corrections.”

Co-authors can annotate a group of annotations by including a note in the

appropriate bundle and directing the bundle to a particular set of co-authors

(R8: specify receiver(s)). For instance, in Figure 5.2, Mary creates the bundle
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Figure 5.2: A new bundle called “Comparative and Superlative” is being cre-

ated. Co-author, in this case “Mary,” has added relevant annotations into the

bundle using the “Bundle Add” button. She also writes a note with the bundle

and specifies the receivers to be Jen and John. A legend for different interface

components is also included in the figure. The comment icon allows users to

insert a comment with a specified anchor or a general comment. Both “Accept”

and “Reject” can be used to accept or reject one or more selected annotations.
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Figure 5.3: The user highlights the “Jen’s Verb Tense Corrections” bundle in

the reviewing pane, which highlights all of its sub-annotations’ recursive anchors

in the document pane. The “Verb Tense Corrections” bundle contains two sub-

bundles. One was created by Jen and one was created by Mary.
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“Comparative and Superlative” and attaches a note explaining what changes

she made on comparative and superlative forms. The bundle is directed to Jen

and John.

The Bundle Editor has functions for replying to annotations, which encour-

ages discussion (R6: discussions), and it allows co-authors to make general

comments to each other without leaving the document (R9: general comments).

The filtering function in the Bundle Editor is more flexible than the filter-

ing functions in existing tools (R7: filtering). It allows co-authors to select

annotations based on multiple attributes such as “all of Jennifer’s and Brad’s

comments.” The filter result is a new bundle that is a subset of the annotations

in the current tab in the reviewing pane to which the filter was applied. The

result can either replace the bundle in the reviewing pane or appear in a new

tab in the reviewing pane.1 The sort function in the system allows co-authors

to sort annotations within a tab of the reviewing pane according to time, lo-

cation in the document, author, recipient, or any other user-defined or built-in

attribute.

Reviewing progress can be tracked by assigning a status to individual an-

notations (R5: status). Depending on the co-authors’ reviewing activities, the

system assigns annotation status automatically, so an “unread” annotation be-

comes “read” by a co-author when it has been selected. Co-authors can always

over-ride a system-assigned status by right clicking on the annotation either in

the document pane or reviewing pane to set the status. When a bundle’s status

is set, users have choice to decide whether the status will propagate to all the

annotations in its substructure.

5.2.2 The Four Primary Ways of Creating Bundles

Bundles can be created manually while annotating the document. For example,

if Jennifer finds recurring problems in a document, she can create a bundle by

explicitly selecting all relevant annotations so she can deal with them as all at

1For permanent tabs filters always produce their results in a new tab.
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once.

Temporary or working bundles are created by filtering and other operations.

They can be saved as permanent bundles with a single click. For example,

Jennifer might want to look at the comments made by Brad. She can create

a working bundle by filtering on “Brad” and “comment” and save the edits as

a bundle for later reviewing. Working bundles can also be created by normal

editing commands, such as “Find/Replace.” Brad may want to replace all oc-

currences of “Jennifer” with “Angelina” and then save the results as a bundle

so that other co-authors can manipulate all of the annotations in a single op-

eration, such as setting the status to “reject” or changing the replacement field

to some other name should he later change his mind.

A bundle is created automatically at the end of every reviewing session.

Once Jennifer finishes her session, all of her new annotations from that session

form a bundle that other co-authors can review, unless she elects not to save

it. This mechanism generalizes the “Track Changes” functionality in current

editors and provides a uniform way to capture reviewing history.

A flexible ability to group or bundle annotations is lacking in other co-

authoring systems. Bundles provide explicit representations of user-defined

workflow, and they integrate normal editing with other annotation activity using

a range of implicit to explicit bundle creation.

5.2.3 Working with Bundles

Various techniques help users maintain a mental model of a document and its

annotations. In order to capture the structure of annotations, we employ a

threaded list of annotations in the reviewing panel (R6: discussions). Users

can expand or collapse any bundle to view or hide the annotations belonging

to it. Once a bundle is expanded (i.e., its substructure is showing), “Next” and

“Previous” buttons can be used to traverse the annotations within the bundle.

A right-click on any annotation within the document or the reviewing panel

gives users the option to view the bundles to which it belongs (R11: grouping).



Chapter 5. A Prototype of Structured Annotations: The Bundle Editor 32

Users can select multiple bundles at a time and perform operations (such as

setting the reviewing status) on all of the selected annotations. If a bundle is

selected, the anchors for all of its sub-annotations will be highlighted in the

document (shown in Figure 5.3). Users can have several bundles active at

one time, each in separate tabs of the reviewing pane, and switch between

them. Each tab can be sorted according to author, date, document order, or

various other attributes. Co-authors can prioritize annotations in a bundle

using drag-and-drop techniques (R10: prioritization). For example, users can

move a bundle up and down in the list of annotations in the reviewing pane.

Annotations can also be moved between bundles.

5.3 Iterative Design and Low- to Medium-

Fidelity Prototypes

Before we formalized our design in the high-fidelity Bundle Editor prototype,

we iterated through a series of paper prototypes and medium-fidelity prototypes

using Microsoft PowerPoint. Many design alternatives center around two inter-

face components: the way comments are displayed in the document and the way

the single and bundled annotations are organized and displayed in the reviewing

pane.

For displaying comments in the document, one design alternative was to use

a comment icon similar to the note icon in Acrobat, where the icon is anchored

at a user-specified location. However, using icons does not allow us to encode

structural information. For example, if a comment explains why a certain edit

was made (i.e., a meta-comment), there is no easy way to visually link the

comment icon with the edit. Also, the icon design only allows comments to be

anchored at a point and not on a range of text. Several rounds of brainstorming

and feedback from potential users resulted in a design that displays the com-

ment’s location and range as a colored background on the text. If the comment

is anchored at a single point then it is displayed as a triangle, otherwise it is
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Figure 5.4: Comment’s location and range are displayed as a colored background

on the commented text. If a comment (e.g, comment 1) is anchored at a single

point, then it is displayed as a triangle. If a comment is anchored at a range of

text (e.g., comment 2 and 3), it is displayed as a trapezoid.

displayed as a trapezoid over the range of the commented text (Figure 5.4).

In addition to displaying comments in the document, we created a design

scheme (Figure 5.5) that allows regular text and annotations to be displayed at

the same time. In this scheme, there are three text types: regular text, inserted

text, and deleted text. Different text types allow us to show regular document

text and insert, delete and replacement annotations. Similar to other reviewing

systems such as MS Word 2003, regular document text is shown in black on the

default white document background. Insertion is color-coded text according to

who made the annotation.2 Deletion is color-coded text with a strike through

2Our prototype uses color to code the author attribute. It could be used to code any other

attribute by a user-initiated change in the mapping, but overloading color to code multiple

attributes simultaneously does not seem wise, based on our limited experience.
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Regular text

Low Salience (Ignored)

e.g. Egyptians

e.g. Egyptians

e.g. Egyptians

Inserted text

Deleted text

High Salience (Selected)

Egyptians

Egyptians

Egyptians

regular text cannot be 

ignored

Egyptians

Egyptians

Egyptians

Egyptians

Egyptians

Egyptians

Egyptians

Egyptians

Egyptians

Egyptians

Egyptians

Normal (Unselected)

the text and annotation 

will look the same as 

in column one

8 + 9 = 17

Text Types Degree of Salience Comment Attached

Figure 5.5: The different ways that regular text and annotations can be dis-

played in the document. Three text types are possible: regular text, inserted

text, and deleted text. Each can be in one of three degrees of salience: nor-

mal salience (unselected), high salience (selected), and low salience (ignored),

except that regular text cannot ber in low salience. The result is 8 different

display modes that may or may not have an associated comment . Regular

text can also be associated with low-salience comments. Therefore, there are 9

different displays with comments attached. In total, there are 8+9=17 display

combinations.
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the deleted text. Replacement is displayed as a combination of insertion and

deletion.

There are also three degrees of salience for each type of text: normal salience

when the text is not selected, high salience when the text is selected, and low

salience when inserted text and deleted text are ignored. Low salience is used

when users want to focus on just a particular set of annotations (e.g., verb tense

edits) and temporarily ignore other annotations. One exception is that regular

document text cannot be in low salience since users are not allowed to ignore

original document text. Therefore, there are 8 different displays after applying

degrees of salience.

The background of selected text will turn to bright yellow3 to catch users’ at-

tention, which is common in many other applications. When text is unselected,

it resumes its original color-coding (e.g., inserted text is color-coded text on a

white background). When inserted or deleted text is ignored, it turns into grey

to help users quickly skip it when reviewing the document. These three salience

displays are necessary for interacting with the document text and annotations in

the document. For example, when annotation “A” has just been created, it will

show as being selected in the document. Later, when annotation “B” is created

or the cursor has moved to a different location in the document, annotation

“A” will show as being unselected. When a user chooses to only show all the

annotations belonging to one bundle in the document, all the other annotations

are displayed in grey and can be ignored. This helps to reduce visual clutter.

Finally, comments can be associated with each type of text. If a comment is

anchored to a range of text, the background of the text will turn into the color

assigned to the author of the comment. Since bright yellow is used as a high-

lighting color for selection, no author can be associated with yellow as his/her

reviewing color. Originally, all text is uncommented. Each comment can also be

displayed as being normal, high, or low salience depending on user interactions,

which results in 3x3=9 different ways to display text with comments.

3If all colors are reserved for coding other attributes, selection could use reverse video or

other monochromatic cues.
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Altogether, there are 8+9=17 different ways that regular text and anchoring

text can be displayed. Figure 5.5 shows a summary of all 17 display combina-

tions. Evaluating the effectiveness of these displays remains for future research.

The design of the multi-tabbed reviewing pane also went through iterative

design. In our original design, we had one permanent tab which displayed all

the single and bundled annotations. However, we found that this made the

annotation display too cluttered and that it required frequent use of filtering

to select either single or bundled annotations. We then decided to use the

two permanent tabs so he user could use the “All Bundles” tab as an initial

guide when starting to review annotations. They could then refer to the “All

Annotations” tab to see the complete list of document-embedded annotations

and general comments.

5.4 Implementation

The Bundle Editor is implemented using Java Swing 1.5.0. The most important

underlying component of the editor is the Annotation class. The Annotation

class encapsulates all the annotation features, in particular the attributes and

structure of an annotation. It also encodes various operations that can be

performed on annotations, such as adding/removing annotations to/from sub-

structures. The two main interface components are the document pane and the

reviewing pane, which govern different annotation displays.

5.5 Pilot Testing

Prior to running our formal evaluation on the Bundle Editor, we performed two

iterations of pilot testing with a total of 10 participants. All participants were

Computer Science graduate students who volunteered to participate. The first

pilot test, with 6 participants, was used primarily to test the robustness of the

system. Observations from the test session and user feedback led to improved

interface functionality. For example, we modified the system so that users could
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not open the same bundle multiple times or create two bundles with the same

name. We also made small changes to the interface design such as changing

the highlighting color in the reviewing pane to match the yellow highlighting in

the document and modifying button designs and their tooltip text to provide a

better mental model to users.

The second pilot test, with 4 participants, evaluated the full experimental

protocol, described in the next chapter. Pilot testing improved the clarity of

questions in the questionnaire and the training session was significantly modified

to include more information in a training video to illustrate how to use the

Bundle Editor, and to provide participants with more hands-on task practice

rather than simply having them watch the experimenter to demonstrate how to

complete tasks.
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Chapter 6

Evaluation of Structured

Annotations

The goal of our research is to use structured annotations to support collabora-

tive writing workflow, specifically during the collaborative reviewing stage. We

conducted a usability study to determine whether structured annotations can re-

duce an individual co-author’s workload and improve their document reviewing

quality. Recall that our focus is on documents embedded with a large number

of annotations, which is very common in collaborative writing. It may not be

necessary to use structured annotations where there are only a few annotations

in the document.

The usability study focused on the workflow experienced from the annotation

receiver’s perspective, rather than from the annotation creator’s perspective.

This is because we believe the power of bundles is best demonstrated at the

annotation reviewing stage. The usability study documented here represents a

first step in the evaluation of bundles. We described different ways of creating

bundles in the previous chapter. In section 6.3.6, we present an initial argument

for the cost and benefit tradeoff of creating bundles, which explains why we

believe that users will be willing to create bundles. A usability study evaluating

bundle creation remains as future work and is discussed in Chapter 7.

Our usability study consisted of a single experiment. In this chapter, we first

describe the experimental methodology, including the two annotation systems

used in the experiment, tasks, measures, design, participants, the procedure we

followed, and the two major hypotheses. Quantitative and qualitative results
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are then reported followed by a discussion of the implications of the experiment.

6.1 Methodology

Our experiment compared two annotation systems: the Bundle System, which

supports structured annotations, and the Simple System, which supports ed-

its, deletes, replacements, and comments. The Simple System was intended

to be representative of current co-authoring systems such as MS Word 2003.

Participants were asked to assume the role of co-author for two documents

and to review annotations related to the documents made previously by other

co-authors. Participants were instructed that reviewing annotations meant ac-

cepting the annotations they agreed with and rejecting the others, according to

a prescribed task.

Each participant saw both systems, with a different document for each sys-

tem. The two documents used were chosen from ScienceDaily [38]. The first

(docB, 528 words, 7 paragraphs) is about the growth of black holes, while the

second (docM, 535 words, 7 paragraphs) is about customer reaction to “on-hold

music” when calling a customer service phone line. The two documents have

an almost identical level of reading difficulty, as determined by the Kincaid

Readability Test and the Flesch Reading Ease Score [16] (Flesch Reading Ease:

52.2 for docB, 52.1 for docM; Flesch-Kincaid Grade Level: 10.9 for docB, 10.2

for docM). A third document was used during two practice sessions. Because

the document was common to all experimental configurations, we were not con-

cerned with its similarity to the other two documents. All of the documents

described above are included in Appendix B.

6.1.1 Two Systems

Both the Simple System and the Bundle System were created by modifying

our Bundle Editor (Figure 5.2), so that they differed only in their annotation

functions. Because we were evaluating bundles from the annotation receiver’s
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perspective, we disabled and removed the following functions from the Bundle

Editor to create the two systems:

• Functions that allow subjects to create/decompose bundles manually. For

example, the “New Bundle” and “Bundle Decompose” buttons were re-

moved from the Bundle Editor.

• Bundle manipulation functions such as adding and removing basic anno-

tations from a bundle were removed. We also disabled the function that

adds bundles to an existing bundle.

• Editing and annotating functions such as “cut,” “copy,” “paste,” “com-

ment,” and “find/replace” within the Bundle Editor were disabled because

in the experiment, participants only needed to review existing annotations

in the document, not create new ones.

• Meta-controls of the Bundle Editor such as “open,” “save,” and “exit”

were disabled because the system automatically generated these events in

the study.

Although the modified Bundle System (see Figure 6.1) was simpler than the

Bundle Editor, it contained all the functionality required for the tasks used in

the experiment. More importantly, it was sufficient to evaluate our hypotheses.

For the Simple System (see Figure 6.2), we also removed the multi-tabbed

reviewing pane and replaced it with a single-pane reviewing pane, which con-

tains the list of document-embedded annotations. The bundled annotations

that could not be included in the Simple System were displayed in a separate

simulated email window, beside the system interface. Table 6.1 summarizes the

differences between the two systems.

The experiment was conducted on a single Linux machine running SUSE

9.0 with a Pentium 4 CPU and 512 MB of RAM. The software for both of the

experimental systems was written in Java 1.5.1.
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Figure 6.1: The Bundle System used in the usability study. It was created

by modifying the Bundle Editor. The “New Bundle”, “Bundle Add”, “Bundle

Minus”, and “Bundle Decompose” buttons were removed. Participants were

not able to create new annotations or manually exit the system. There was a

task control button (e.g., “End Task” button shown in the figure) located at

the bottom right of the screen for participants to start or end a task during the

experiment.
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Figure 6.2: The Simple System used in the usability study. Compared to the

Bundle System’s interface, the Simple System only had a single-pane review-

ing pane to display document-embedded annotations. General comments and

higher-level annotations were displayed in a separate simulated email window,

to the right of the system interface. Similar to the Bundle System, there was

a task control button for the Simple System. The two systems were otherwise

the same.
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Bundle System Simple System

Interface components document panel, multi-

tabbed reviewing panel

document panel, single

pane reviewing panel

Basic annotations (ex-

cluding general com-

ments)

embedded in the doc-

ument and listed or

grouped in the reviewing

panel

embedded in the docu-

ment and listed in the re-

viewing panel

General comments listed at the top of the

“All Annotations” tab in

the reviewing panel

shown in the simulated

email window

Group of related anno-

tations

listed in the “All Bundles”

tab in the reviewing panel

shown in the simulated

email window

Filtering functions AND, OR filtering on all

or a subset of annotations

OR filtering on all annota-

tions

Table 6.1: Comparison of the Bundle System and the Simple System

6.1.2 Tasks

There were six representitive tasks to complete for each document, which were

designed to gauge the strengths and weaknesses of the Bundle System. The

annotations for all tasks were present from the outset. We controlled for the

number, type, and authorship of annotations in the documents: 52 basic anno-

tations (8 insertions, 5 deletions, 25 replacements, and 14 comments); Jennifer,

John, and Mary made 15, 15, and 25 annotations, respectively. In addition, we

controlled for reviewing difficulty with respect to the amount of context partic-

ipants needed to review in order to accept/reject an annotation; 36 annotations

could be processed by reading a single sentence, 10 annotations required reading

two sentences, and 6 required reading a full paragraph. Both documents with

annotations embedded are included in Appendix B. Among the 52 annotations,

32 were related to the selected tasks, while 20 served as “distractors” as the

participants were performing their tasks.
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Figure 6.3: Task 5 instruction in docM. Task background explains how the

phrases “musical hold” and “on-hold music” should be used in the document

followed by the specific instructions for the task.

In this section, we describe each task in terms of instructions, presentation,

relevant annotations, and expectations. For each task, a task instruction screen

was shown first. Some tasks also had task background to inform or refresh par-

ticipants on basic English grammar or specific words used in the document, as

shown in Figure 6.3. For each document, the same task instructions were given

for both the Simple System and the Bundle System. Because the documents

differed in content, some tasks were adjusted slightly to fit the document con-

tent, but always witht he goal of making them equivalent. The full set of tasks

instructions shown to the participants is included as Appendix C.
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Task 1: Location Pointers.

Instructions.

• docB : review annotations on quantifying words (e.g., at least, at most).

• docM : review annotations on comparative and superlative forms of adjec-

tives.

Presentation.

• Bundle System: a bundle with a note attached containing all relevant

annotations.

• Simple System: an email message containing location pointers for relevant

annotations.

Relevant annotations. 5 task-relevant annotations from 1 co-author dis-

tributed in each document. 3 were designed to be accepted and 2 were designed

to be rejected according to the document context.

Expectations. Better performance for both speed and accuracy in the Bundle

System.

Task 2: Localized Annotations.

Instructions. Review all annotations in a specified paragraph.

Presentation.

• Bundle System: a general comment describes which paragraph to review.

No relevant bundle created.

• Simple System: an email message describes which paragraph to review.

Relevant annotations. 5 task-relevant localized annotations from multiple

co-authors. 4 were designed to be accepted and 1 was designed to be rejected

according to the document context.

Expectations. Similar performance in both systems.
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Task 3: Spelling Edits.

Instructions. Review spelling edits in the document.

Presentation.

• Bundle System: a bundle with a note attached containing all relevant

annotations.

• Simple System: an email message describing relevant annotations.

Relevant annotations. 6 task-relevant annotations from 1 co-author dis-

tributed in the document. 4 were designed to be accepted and 2 were designed

to be rejected according to the document context.

Expectations. Better performance for speed in the Bundle System. Similar

performance for accuracy in both systems because spelling edits are easy to re-

view.

Task 4: Multiple Co-authors Annotations.

Instructions. Review all verb tense edits in the document.

Presentation.

• Bundle System: a bundle with two bundles (created by 2 co-authors) in

its substructure. Each sub-bundle contains task-relevant annotations and

comments.

• Simple System: two email messages (from 2 co-authors) are shown (one is

a reply to the other) describing the relevant annotations.

Relevant annotations. 8 task-relevant annotations from 2 co-authors (4 an-

notations from each co-author) distributed in the document. 6 were designed

to be accepted and 2 were designed to be rejected according to the document

context.

Expectations.Better performance for both speed and accuracy in the Bundle

System.
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Task 5: Global Replacements.

Instructions.

• docB : review all the replacements between “grow” and “growth.”

• docM : review all the replacements between “on-hold music” and “musical

hold.”

Presentation. A writing tip explaining how to use each word in the document

was provided before participants started the task.

• Bundle System: a bundle with a note attached containing relevant anno-

tations.

• Simple System: an email message describing the relevant annotations.

Relevant annotations. 5 task-relevant annotations from 1 co-author dis-

tributed in the document. 3 were designed to be accepted and 2 were designed

to be rejected according to the document context.

Expectations. Better performance for speed in the Bundle System. Similar

performance for accuracy in both systems because these replacement edits are

easy to identify.

Task 6: Unaddressed Comments.

Instructions.Review a co-author’s comments that have not been accepted or

rejected.

Presentation.

• Bundle System: a general comment describes which co-author’s comments

to review. No relevant bundle created.

• Simple System: an email message describes which co-author’s comments

to review.

Relevant annotations. 3 task-relevant comments from 1 co-author distributed

in the document. 2 were designed to be accepted and 1 was designed to be re-

jected according to the document context.
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Expectations. Filtering functions are likely to be used in both systems. Better

performance for both speed and accuracy in the Bundle System because of multi-

attribute filtering.

Each task discussed above was representative of tasks we saw in our field in-

vestigation, where authors connected higher-level communication in email with

lower-level document-embedded annotations. For example, task 1,3,5 all rep-

resent the tasks of reviewing summaries of edits. Task 2 represents reviewing

general comment. Task 4 represents reviewing to-do items, and task 6 repre-

sents reviewing comments-on-comments. The task difficulty was primarily for

the user to find/navigate to the right set of annotations to review, which was

our main focus. Some individual annotations in our study were a bit cosmetic

(e.g., word replacements, spelling edits) because subjects’ understanding of the

document was limited (they were not authors). This minimized individual dif-

ferences in reviewing skills and comprehension by making it straightforward to

decide accept/reject, so we could measure time spent navigating to the relevant

changes. This is discussed in the next section.

6.1.3 Measures

Our main dependent variables were speed and accuracy. Speed consisted of

total completion time per task, which was the aggregate of navigation time and

decision time. Navigation time was calculated by adding three types of time

segments: initial navigation time, between selection navigation time, and final

navigation time. See Figure 6.4 for details on how these time segments were

measured. Decision time was calculated by adding the time segments between

selecting an annotation to accepting or rejecting the annotation. During each

task, a participant could be either navigating in the annotated document or

deciding whether to accept or reject a particular annotation.

Accuracy was assessed with three measures: the number of task-relevant

annotations reviewed (accepted/rejected), the number of task-relevant anno-

tations reviewed correctly, and the number of non-task-relevant annotations
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Time Line: Action

start task

select first annotation A

accept A

select annotation B

select annotation C

accept C

reject C

select annotation D

select annotation E

End Task

initial navigation time

decision time

between selection navigation time

between selection navigation time

decision time

decision time

between selection navigation time

between selection navigation time

final navigation time

total task 

completion

time = 

navigation

time + 

decision

time

Figure 6.4: An example of how the navigation and decision time were measured.

Total task completion time is the sum of navigation time and decision time.

Navigation time is composed of initial navigation time, between annotation

navigation time, and final navigation time. All time from selecting an annotation

to accepting or rejecting the same annotation is measured as decision time.
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reviewed. We also recorded the number of times the filtering function was used.

Self-reported measures captured through questionnaires included ease of find-

ing annotations, ease of completing tasks, confidence in performing task, ease

of use, ease of learning, and overall system preference.

6.1.4 Experimental Design

The experiment was a within-subjects 2x6 (system type x task) factorial de-

sign. Document type was a within-subjects control variable, and both order

of presentation for system and order of presentation for the document were

between-subject controls. A within-subjects design was chosen for its increased

power and because it allowed us to collect comparative comments on the two

systems. To minimize learning effects, we counterbalanced the order of presen-

tation for both system type and document, resulting in four configurations. The

tasks were presented in the same order to each participant.

6.1.5 Participants

A total of 20 people (8 females) participated. They were undergraduate and

graduate students recruited through online mailing lists and newsgroups. They

were paid $20 for their time. All spoke English as their native language. Sev-

enteen used a word processor (mainly Microsoft Word) every 2-3 days, and 3

did so once a week. All felt very confident about using their word processor, al-

though 5 had never used any annotation functions. They had all been involved

in collaborative authoring: 6 participants fewer than 5 times, 7 participants

between 5 and 10 times, and 7 participants more than 10 times.

6.1.6 Procedure

The experiment was designed for a single two-hour session. A questionnaire

was administered to obtain information on past computer and writing experi-

ence. Participants were then shown a training video on general concepts such as

collaborative authoring and how to use the first system, followed by a practice
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session of six reviewing tasks using the first system. For each task, a partic-

ipant first read the task instruction screen then clicked on the “Start Task”

button. The system loaded and the data logging and timing functions started.

After the participant finished a task, s/he clicked “End Task” and the next

task instruction appeared. The practice tasks were similar to the experimental

tasks described previously, but in a different order and on a practice document

different than either of the test documents.

Participants were next asked to read the original version of the task docu-

ment (i.e., with no annotations), after which they had to perform the six tasks

in the order they were given. A second questionnaire was administered to col-

lect feedback on the first system. Participants were given a 5-minute break

and then were shown a video on how to use the second system, followed by

six practice tasks using the same practice document then the six experiment

tasks for the second document. A final questionnaire solicited feedback on the

second system and asked the participants to directly compare the two systems.

A short de-briefing was conducted with some of the participants based on their

questionnaire data.

6.1.7 Hypotheses

Our main hypotheses were as follows:

H1. The Bundle System will reduce the time participants spend navigating

to relevant annotations. Some tasks (as identified above) will be more affected

than others.

H2. Participants will perform more accurately in the Bundle System than the

Simple System. Some tasks (as identified above) will be more affected than

others.
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6.2 Results

Here we report on both the quantitative data captured through software logging

as well as the self-reported data from our questionnaires.

Before testing our hypotheses, we checked to make sure that there was no

effect of document. Investigation of an interaction effect between document and

task on total time (F(4,64) = 4.706, p =.002, η2 = .227) revealed that task

1 was more difficult in docB than in docM. Our goal had been to create two

documents that were as equal in difficulty as possible, and so we removed task

1 from our remaining analysis and focused exclusively on tasks 2 through 6.1

To test our hypotheses we ran 2 systems x 2 order of systems x 2 order of

documents x 5 tasks ANOVAs for our speed and accuracy measures. System

and tasks were within-subjects factors, and orders of system and document

presentation were both between-subjects factors. For our secondary analysis,

a series of two-tailed t-tests were used to investigate performance differences

between the two systems for each of the tasks. Along with statistical significance,

we report partial eta-squared (η2), a measure of effect size, which is often more

informative than statistical significance in applied human-computer interaction

research [21]. This value is usually interpreted as .01 being a small effect size,

.06 a medium effect size, and .14 a large effect size [11].

6.2.1 Testing Hypotheses

Total navigation time (across all 5 tasks) was significantly less in the Bundle

System (p < .001). Participant’s decision time, however, was not impacted

by the two systems (p = .336). The large navigation time effect was suffi-

cient to influence the total completion time, which was also significantly lower

in the Bundle System (p < .001). The means are given in Table 6.2. As

1This is a potential confound because the six tasks were always done in the same order.

Thus subjects might have experienced an asymmetric transfer effect from task 1 to the other

tasks, but we think this was minimal at best because the six tasks were relatively independent

of each other.
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Mean (in sec)

Speed Bundle Simple F Sig. η2

Navigation 39.3 58.3 40.1 < 0.001 0.715

Decision 60.8 64.5 0.98 0.336 0.058

Completion 100.2 122.8 22.9 < 0.001 0.589

Table 6.2: Speed measures across five tasks. Df = (1,16). N=20.

hypothesized in H1, and as Figure 6.5 shows, some tasks required less navi-

gation time than others. There was an interaction between task and system,

(F(4, 64) = 16.09, p < .001, η2 = .354).

T-tests revealed that tasks 3, 4, and 5 were all significantly faster in the Bun-

dle System (all df = 19, p < .001). There were no differences detected for tasks

2 and 6. Consistent with hypothesis H2, accuracy was also significantly better

with the Bundle System. Across all 5 tasks, participants reviewed more task-

relevant annotations (p < .001), they correctly processed more task-relevant

annotations (p = .018), and they made fewer identification errors, meaning

they reviewed fewer non-task-relevant annotations (p < .001) in the bundle

condition. Means for these errors are shown in Table 6.3.

There was an interaction between task and the number of non-task-relevant

annotations reviewed (F(1, 16) = 21.93, p < .001, η2 = .578), prompting us to

investigate which tasks were affected differently by the two systems. A series

of five two-tailed t-tests showed that there were significantly more non-task-

relevant annotations reviewed in the Simple System for task 4 and task 6 (both

df = 19, p < 0.001). These differences are apparent in Figure 6.6.

6.2.2 Other Effects

In addition to the main effect of system type, we also found a main effect of

task across all measures. This was expected because we designed each task to

match a particular type of annotation activity; some activities are inherently

more difficult and time consuming than others.
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Figure 6.5: Line graph for mean navigation times per task in the two systems.

N=20.

Mean (# of annos)

Accuracy Bundle Simple F Sig. η2

Task-relevant annotations

reviewed

5.25 5.01 19.53 < 0.001 0.550

Task-relevant annotations

reviewed Correctly

4.84 4.61 59.02 0.018 0.306

Non-task-relevant annota-

tions reviewed (errors)

0.05 0.65 7.05 < 0.001 0.787

Table 6.3: Accuracy measures across five tasks. Df = (1,16). N=20.
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Figure 6.6: Line graph for mean number of non-task-relevant annotations re-

viewed. N=20.

We found a number of multi-way interactions involving task, and system

and document presentation orders. Systematic investigation of each of the in-

teractions revealed no clear interpretation of the interactions.

Not surprisingly, participants used the filtering functions more in the Simple

System than in the Bundle System (F(1, 16) = 39.42, p < 0.001, η2 = 0.711).

6.2.3 Self-reported Measures

We ran the Wilcoxon Signed-Rank Test on the questionnaire data. Consistent

with our navigation and accuracy findings, analysis of the self-reported mea-

sures showed that with the Bundle System participants found it easier to find

annotations (p = 0.002), easier to complete tasks (p = 0.012), and were more

confident in their answers (p = 0.014). They also had an overall preference for

the Bundle System (p = 0.003). But there was no significant difference in the

ease of learning (p = 0.667) or ease of use (p = 0.26) between the two systems.

When asked which of the two systems they would prefer to continue using, 18
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out of the 20 participants (90%) chose the Bundle System.

6.2.4 Other Feedback

We asked our participants how they currently review documents with their

co-authors. Among the 20 participants, the most popular reviewing method is

writing email messages to co-authors (18/20) that include suggested changes and

comments about the document. The next most popular methods are directly

editing the document using a word processor (16/20), and printing out the doc-

ument and marking up using a pen (15/20). These are followed by using annota-

tion functions in existing word processors such as “Track Changes” in MS Word

2003 (12/20) and using online newsgroups like Yahoo Groups (10/20). Partici-

pants usually use multiple reviewing methods (e.g., direct editing + email). The

reviewing methods and their frequencies of use are shown in Figure 6.7.

After using each of the systems, participants were also asked to estimate

whether they spent more time finding annotations of interest or deciding whether

to accept or reject annotations. They could also indicate that they spent roughly

the same amount of time on the two activities. As we expected, participants felt

they spent more time deciding whether to accept or reject annotations (13/20)

in the Bundle System than finding annotations of interests (3/20). The remain-

ing 4 participants felt they spent roughly the same amount of time on the two

activities. In the Simple System, opinions were almost evenly split (8 chose find-

ing annotations, 5 chose accepting/rejecting annotations, and 6 chose roughly

the same). The results are summarized in the Figure 6.8.

Participants provided free-form comments at the end of the questionnaire

about what they liked and disliked about each system. For the Simple System,

although not actually integrated with the system, most participants indicated

that they liked the email window, which provided them with more informa-

tion to complete tasks. Interestingly, many participants who used the Simple

System first indicated they liked the filtering function; however, of those partic-

ipants who had first been exposed to the Bundle System, almost all disliked the
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Figure 6.7: Comparing different collaborative reviewing methods and their fre-

quency of use. N = 20.

comparatively limited filtering functions in the Simple System. For the Bundle

System, participants noted the time saved using bundles and were surprised by

how easy it was to learn to use bundles. They also liked the flexible filtering

provided in the Bundle System. One suggestion for improvement in the Bundle

System was to increase the size of the reviewing pane. Participants felt the

current reviewing pane was small and required too much scrolling.

6.2.5 Summary of Results

To summarize, the Bundle System allowed participants to navigate among an-

notations significantly faster for tasks 3, 4 and 5. Participants were also sig-

nificantly more accurate with the Bundle System; for example, they reviewed

significantly fewer non-task-relevant annotations for tasks 4 and 6. Overall, 90%

of participants preferred the Bundle System.
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Figure 6.8: Participants’ perceived length for reviewing activities.

6.3 Discussions

There are a number of interesting findings from the study, which we discuss in

the remainder fo this chapter.

6.3.1 Bundle Concept Is Intuitive

All participants developed the strategy of using a bundle list as their guide for

completing tasks. They searched first for an existing bundle related to the cur-

rent task description before directly searching for annotations in the document.

Based on their interaction sequences with the prototype and their feedback, it

was clear that the bundle concept, and its fit within the task workflow, was

intuitive.

6.3.2 Bundles Reduce Navigation Time

Once participants found a relevant bundle, locating each annotation in the doc-

ument was a single click away. By contrast, in the Simple System, most of the

navigation time was spent searching through the document for the next relevant

annotation, which was time consuming. Bundling reduced the navigation time
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for tasks 3, 4, and 5. All three tasks had annotations distributed throughout

the document that were not amenable to basic filtering. For task 6, filtering

was a good strategy in both systems. Even though the Bundle System had the

advantage of filtering on both the comment and author attribute, it was easy

in the Simple System to filter on author and then identify the comments. So it

was not surprising that task 6 did not show a difference. As one would hope,

there was no difference in navigation time for tasks that were localized within

the document (task 2).

6.3.3 Bundles Improve Accuracy

Once the correct bundle was found, users were guaranteed to find the task-

relevant set of annotations. This minimized the number of extra annotations

reviewed and allowed users to concentrate on reviewing the actual annotations.

The biggest difference was found in task 4, where 39 extra annotations were

reviewed across all participants in the Simple System, and none extra were

reviewed in the Bundle System. The cause of this was users mistakenly identi-

fying annotations as verb tense changes; for example, in docB replacing “grow”

with “growth” was treated as a verb tense change. This was quite surprising,

given that all our participants were native English speakers. But it shows that

bundling can overcome even basic misunderstandings of the English language.

6.3.4 Users Group Annotations

Participants filtered significantly more often in the Simple System than in the

Bundle System. They did so to reduce the number of annotations under con-

sideration for a task. Participants were effectively creating their own temporary

task-based annotation groups. Not only might there be a cost to having the

reviewer do the grouping (see discussion on cost below), but current systems do

not allow users to store filter results for subsequent usage. Bundling supports

the easy creation and reuse of annotation groups formed through filtering.
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6.3.5 Scalability of Bundles

Our target context for bundles is sophisticated documents that are heavily an-

notated. We chose simpler documents for our experiment in order to keep the

tasks manageable. We speculate, however, that a comparison between the Sim-

ple System and the Bundle System for sophisticated documents would be even

more dramatic. As a document increases in length, causing relevant annotations

to be spread further apart, navigation time will increase without bundles.

6.3.6 Cost/Benefit Tradeoff

Our experiment only evaluated the annotation reviewing stage of authoring.

Bundles shift some of the effort that is traditionally spent on annotation re-

viewing to annotation creation. At first glace this might appear to be a zero

sum game, and that effort is only being shifted within the authoring workflow.

We argue that authors are currently communicating a large amount of informa-

tion through email, and that manually creating bundles should be more efficient

than incurring overhead through the inefficiencies of email. Automatically gen-

erated bundles should clearly be faster than email communication. A tradeoff to

explore, however, will be between the value of bundles and the increased overall

complexity they bring to the annotation system. Evaluating bundle creation,

and the impact of bundles on the complete co-authoring workflow, is an obvious

next step in our work.

6.3.7 Bundles Provide a More Pleasant User Experience

When participants were asked which system they preferred, 90% stated that it

was the Bundle System. The elements of the Simple System they liked the most

were the email message and filtering function. We note that the experimental

design provided a single email message per task, with clear instructions, which

underestimates the workload in real situations when users need to locate the

relevant email, and possibly an entire email thread describing the task. The two

participants who favored the Simple System were both experienced Microsoft
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Word users, but neither had used the annotation functions. They were excited

by the functionality in the Simple System, and they found the Bundle System

to be complex and confusing. However, they both recognized the potential

advantages of bundles and thought that after becoming accustomed to basic

annotation functions, they might desire more complex ones.
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Chapter 7

Conclusion and Future

Work

7.1 Conclusions

In this thesis, we have presented a structured annotation model, which includes

annotation groups called bundles. Bundles are designed to improve co-authoring

workflow by fully integrating annotations (both basic and higher-level annota-

tions) with the document. We have implemented a preliminary prototype called

the Bundle Editor and compared it to a system that offers only basic annotation

functions. Our study focused on annotation reviewing and showed that struc-

tured annotations can reduce the time it takes to navigate between task-relevant

annotations and can improve reviewing accuracy.

7.2 Future Work

Ultimately, we would like to work towards a lightweight and robust annotation

tool that can be integrated into existing word processors (e.g., Microsoft Word)

or online reviewing systems (e.g., XMetal Reviewer) to support co-authoring.

We summarize some of the potential future work below.

Evaluation of Bundle Creation

Now that there are confirmed benefits at the reviewing stage, our next step

will be to investigate the usability of bundle creation and, more generally, how
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bundles support the full co-authoring workflow. We mentioned in section 5.2.2

that there are four ways to create bundles. More research is needed to explore

the practical situations for using each bundle creation method as well as more

accurate estimates of the effort required.

Supporting Version Control and Synchronous Co-authoring

Broader issues of how bundles can support collaborative writing in general still

remain. These include investigating how bundles might be extended to support

version control and synchronous co-authoring, which are both classic problems

in the collaborative writing literature.

Our initial intuition is that bundles provide more organized annotations,

which can reduce the workload co-authors experience during each reviewing and

editing cycle. Thus, co-authors can complete the document with fewer reviewing

cycles, resulting in fewer versions. Although our structured annotation model

does not directly target the problem of version control, we hypothesize that it

can minimize it. More research is required to measure the effect of bundles on

version control.

In our research, we investigated asynchronous collaboration because it is

more common during the reviewing and editing stages of collaborative writ-

ing. However, structured annotations may also be extended to synchronous

co-authoring environments. For example, in a synchronous setting, co-authors

could choose to send a bundle back and forth through instant messaging, or

bundles could update themselves automatically for all co-authors to see real-

time changes. Synchronous conversations between co-authors could be saved

as bundles for later retrieval by other co-authors. Many potential synchronous

uses for bundles remain to be explored.

Enhancing Annotation Structures in the Document

Another area for further research is the display of bundled annotations in the

document. The reviewing pane clearly shows which bundles have been created



Chapter 7. Conclusion and Future Work 64

and their substructures. However, when the user selects (i.e., highlights) an an-

notation in the document pane, there is no visual cue suggesting which bundle

or bundles the annotation belongs to or whether there are other similar anno-

tations (i.e., belonging to the same bundle) nearby in the document. Currently,

users need to explicitly right-click on the annotation and choose the option to

view the bundle(s) it belongs to. Visualization techniques need to be applied

carefully to display the relationships among annotations in the document while

at the same time not overloading the document pane.

Including Free Text Search

In our usability study, some participants stated a need for a free text search

on annotations in the Bundle Editor. They pointed out that when there are a

large number of annotations including bundles, it would be easier if they could

type the bundle name into a search box and locate the bundle quickly in the

reviewing pane. This shows another advantage of having structured annotations:

if annotations were distributed in both the document and in emails, it would be

nearly impossible to implement one search mechanism to search on two different

applications. Structured annotations make it possible to conduct a single search

on all document-related annotations (i.e., single or bundled annotations).

Structured Annotations for Rich Annotation Types

Another future research area is how to apply structured annotations on rich

annotation types such as image, audio, and video annotations. The attributes

we defined in the annotation model (see section 4.1) will need to be modified

accordingly. For example, the note attribute might be an image or audio file

instead of just a simple string of text.
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Using Structured Annotations in Collaborative Writing 
Study Questionnaire Form

Instructions

Please try to respond to all of the items listed below.  For those items that are not applicable, specify N/A.

Part 1: Past Computer and Writing Experience (To be completed before the study)

1. Which word processor do you currently use for writing documents (e.g. essays, reports, letters, 
conference papers, journal articles, etc.)? 

2.  How often do you use the word processor? 

Once a month Once a week Every 2-3 days Every day 

3. How confident do you feel about using the word processor? 

4.  Do you use the annotation functions in the word processor? (e.g. Track Changes and Commenting 
functions in Microsoft Word) 

Yes. 

 No, please specify why:_________________________________ 

5.  Have you previously written or reviewed documents with other people?  

None less 5 times between 5~10 times more than 10 times 
.                     
      Word processor used in collaborative writing: _____________________ 

(Continue on the next page) 

1 2 3 4 5

Not at all confident Very confident
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5.  How do you and your co-authors review a collaborative document? (Check all the items that apply.) 

Reviewing Method Frequency of Use 

 Print out the document, mark on the document 
using a pen, and then hand back the marked 
document to co-author(s). 

weekly monthly annually

 Directly edit on the document using a word 
processor. 

weekly monthly annually

Use the annotation function in the word 
processor to edit the document and add 
comments. 

weekly monthly annually

Write an email message that includes 
suggested changes and comments about the 
document to other co-authors. 

weekly monthly annually

Use online communication groupware (e.g.,  
Yahoo! Groups) to discuss about the changes 
to the document. 

weekly monthly annually

 Other.

Please specify:_________________ 

weekly monthly annually
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Part 2: (To be completed after completing tasks using the first system) 

1 2 3 4 5 6 7

1. It was easy to learn to use this 
system. 

strongly 
disagree

strongly 
agree 

2. Navigating through annotations using 
this system was easy. 

strongly 
disagree

strongly 
agree 

3. Completing the given tasks using the 
system was easy. 

strongly 
disagree

strongly 
agree 

4. Finding annotations of interest using 
this system was easy.

strongly 
disagree

strongly 
agree 

6. Overall, I was satisfied with how easy 
it was to use this system. 

strongly 
disagree

strongly 
agree 

7. I was confident about my answers to 
the tasks.  

strongly 
disagree

strongly 
agree 

8. I would like to use this system for my 
co-writing activities.  

strongly 
disagree

strongly 
agree 

9. I enjoyed using this system.  strongly 
disagree

strongly 
agree 

Questions:

1. What was the most difficult task for you to complete using the system? 

2. Overall, on which of the following two activities do you feel you spent the most time? 

     Finding the annotations of interest in the system 
       
     Determining whether to accept or reject annotations 

     I spent roughly the same amount of time on the above two activities

3. What particular aspect(s) of this system did you like?

4. What particular aspect(s) of this system did you dislike?
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Part 3: (To be completed after completing tasks using the second system) 

1 2 3 4 5 6 7

1. It was easy to learn to use this 
system. 

strongly 
disagree

strongly 
agree 

2. Navigating through annotations using 
this system was easy. 

strongly 
disagree

strongly 
agree 

3. Completing the given tasks using the 
system was easy. 

strongly 
disagree

strongly 
agree 

4. Finding annotations of interest using 
this system was easy.

strongly 
disagree

strongly 
agree 

6. Overall, I was satisfied with how easy 
it was to use this system. 

strongly 
disagree

strongly 
agree 

7. I was confident about my answers to 
the tasks.  

strongly 
disagree

strongly 
agree 

8. I would like to use this system for my 
co-writing activities.  

strongly 
disagree

strongly 
agree 

9. I enjoyed using this system.  strongly 
disagree

strongly 
agree 

Questions:

1. What was the most difficult task for you to complete using the system? 

2. Overall, on which of the following two activities do you feel you spent the most time? 

     Finding the annotations of interest in the system 
       
     Determining whether to accept or reject annotations 

     I spent roughly the same time on the above two activities

3. What particular aspect(s) of this system did you like?

4. What particular aspect(s) of this system did you dislike?
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5. If you could choose only one of the systems to continue using, which would it be? 

First System  Second System  

6. Any additional comments? 
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Appendix B

Usability Study Documents

B. 1 Original black hole document (docB) with no annotations

B. 2 Black hole document with annotations

B. 3 Original music and consumer document (docM) with no annotations

B. 4 Music and consumer document with annotations

B. 5 Weather and mood document (practice document) with annotations



Appendix B. Usability Study Documents 78

Title: NASA Observatory Confirms Black Hole Limits 

The very largest black holes reach a certain point and then growth no more. That's 
according to the survey of back holes made by NASA's Chandra X-ray Observatroy. 
Scientists also discover that previously hidden black holes are well below their weight 
limit. 

The new results corroborate recent theretical work about how black holes and galaxies 
grow. The biggest black holes, those with at least 100 million times heavier the mass of the 
sun, eat voraciously during the early universe. Nearly all of them ran out of "food" billions
of years ago and went onto a forced starvation diet. On the other hand, black holes 10 to 
100 million solar masses follow a more controlled eating plan. Because they took smaller 
portions of their meals of gas and dust, they continue growth as of today. 

"Our data show some super massive black holes seem to binge, while others prefer to 
graze," said Amy Barger of University of Wisconsin and University of Hawaii. Barger is 
the lead author of the paper describes the results in the latest issue of the astronomical 
journal. "We understand better than ever how super massive black holes grow." 

One revelation is that there is a strong association between the growth of the black holes 
and the birth of stars. Previously, astronomers do careful studies of the birth of stars in 
galaxies but didn't know as much about the black holes at their centers. "These galaxies 
lose material into their central black holes at the same time they make their stars," Barger 
said. Therefore, whatever mechanism govens star formation in galaxies also governs black 
hole growth. 

Astronomers have made an accurate census of both the biggest, black holes in the distance, 
and the relatively smaller, clamer ones closer by Earth. Now, for the first time, the ones in 
between the two extreme have been properly counted. Co-author Richard Mushotzky of 
NASA's Goddard Space Flight Center, Greenbelt, Md. said that they needed to have an 
accurate head count over time of all growth black holes if they ever hoped to understand 
black holes’ habits.

This study relies on the X-ray images obtained, the Chandra Deep Fields North and South, 
plus a key wider-area survey of an area called the "Lockman Hole." The distances to the X-
ray sources were determined by optical spectroscopic follow-up at the Keck 15-meter 
telescope on Mauna Kea in Hawaii, and show the black holes range from a billion to 12 
billion light-years away. The very long-exposure images are crusial to keep observing black 
holes within a billion light-years away and find the black holes that otherwise would go 
unnoticed.

Chandra found many of the black holes smaller than about 100 million suns are buried 
under large amounts of dust. This prevents detection of the optical light from the heated 
material near the black holes. The X-rays were more energentic and able to dig through this 
dust and gas. However, the black holes show little sign of being obscured by dust or gas. In 
a form of weight self-control, powerful winds generated by the black hole's feeding frenzy 
may have cleared out the remaining dust and gas. 

Figure B.1: Original black hole document (docB) with no annotations.
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Figure B.2: Black hole document with annotations.
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Comments in docB (listed in document order): 

Jen: I think it’s the best survey to date. 

John: Would readers understand what hidden black holes are? 

Jen: I think it should be “millions.” 

Mary: We need to capitalize the first character for each word in the journal name. 

John: Precisely, it should be the birthrate of stars. 

John: I don’t think “their” has a clear reference. 

Mary: Shall we add a reference here for readers to follow? 

Jen: I don’t think it’s the first time. 

Mary: I don’t think it’s clear that Richard is the co-author of which paper. 

Mary: They are the deepest X-Ray images ever obtained, right, John? 

Jen: I think the telescope is only 10-meter long. 

John: Do we need to explain more about how the long-exposure images are obtained? 

Jen: We also need to include gas. 

Mary: John, do we need to explain what optical light is? 
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Title: "Please Hold" Not Always Music To Your Ears, University Of Cincinnati 

Researcher Finds 

Nearly all of us know what it was like to be put on "on-hold music." Call almost any 

customer service number, and you can expect hear at least a few bars of insipid elevator 

music before an operater picks up. The question is: Do you hang up or do you keep 

holding? That may depend on your genders and what type of music is playing, according to 

research reported by Dr. marketing James Kellaris at the society of consumer psychology 

conference. Kellaris, who has studied the effects of music on consumers for more than 12 

years, teamed Sigma Research Management Group of Cincinnati to evaluate the effects of 

"on-hold music" for a company that operates on a customer service line.  

The UC researcher and his collegues tested four types of on-hold music with 71 of the 

company's clients, 30 of them women, from Indianapolis, Los Angeles. Light jazz, 

classical, rock and the company's current format of adult alternative were all tested. The 

sample include individual consumers, small business and large business segments. 

Participants were asked to imagine calling a customer assistance line and being placed on 

hold. They were then exposed to “musical hold” via headsets and asked to estimate how 

long it played. Other reactions and comments were also solicited and quatified by the 

researchers.

Service providers, don't want you to have to wait on hold, but if you do, they want it to be 

pleasant experience for all of you. But Kellaris' conclusions may hold some distressing 

news for companies. No matter what music is played, the time spent "on hold" was 

generally overestimated. The actual waiting in the study was 6 minutes, but the average 

estimate was 7 minutes.

He did find some good news for the cleint who hired him. "The kind of music they're 

playing now, alternative, is probably their better choice. Two things made it a good chooce. 

First, it did not produce significantly more positive or negatives reactions in people. 

Second, males and females were less different in their reactions to this type of music."  

Kellaris' other findings, however, make the state of on-hold music a little less firm: Time 

spend on hold seemed slightly shorter when light jazz was played, but the effect of music 

format differed for men and women. Among the males, the wait seemed shorter when 

classical music was played. Among the females, the wait seemed longest when classical 

music was played. This may be related to the differences in attention levels.

In general, classical music evoked the more positive reactions among males; light jazz 

evoked the most positive reactions (and shortest waiting time estimates) among females. 

Rock is the least prefered across both gender groups and produce the longest waiting time 

estimates. "The rock music's driving beat kind of aggravates people calling a customer 

assistance line with a problem," said Kellaris. "The more positive the reaction to the music, 

the shorter the waiting timeis seemed to be. "So maybe time does tend to fly when you're 

having fun, even if you're on musical hold," Kellaris quipped.

Figure B.3: Original music and consumer document (docM) with no annota-

tions.
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Figure B.4: Music and consumer document with annotations.
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Comments in docM (listed in document order): 

John: Do we need the elevator music analogy? 

John: I like we end the paragraph with a question.

Mary: Capitalize the first character for each word in the conference name.  

Jen: I think UC refers to University of Cincinnati. 

Jen: I though 30 of them are men. 

Mary: John, I think adult alternative means a mix of contemporary styles.  

John: Do we need to include more details about the study? 

Jen: I don’t think “it” has a clear reference.

John: I think it should be 7 minutes and 6 seconds. 

Mary: “Polarized” is a better word choice here.  

Jen: I don’t understand what we mean by "less firm." 

Jen: I think musical preference is another factor.  

Jen: I think it should be light jazz.

Mary: We meant adult alternative here, right, John? 
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Figure B.5: Weather and mood document (practice document) with annota-

tions.
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Comments in the practice document (listed in document order): 

John: I think “beneficial” suits better.

Jen: I don’t think it’s clear here which seasons we are referring to. 

 Jen: We should add “Dr.” in front of his name. 

Mary: Since we did find out the tests in 2000 are the biggest tests, I think we should 

indicate that here. 

Jen: We need to include where the participants are from.  

John: We need to add “at least” before 30 minutes to be consistent with the first sentence.

Mary: We need to enhance these are indoor activities.

Jen: We should use “affect” here. 



86

Appendix C

Usability Study Task Sets

Before starting to review each document, participants were asked to imagine

themselves in the following scenario:

Scenario: Imagine you are Bob, and you are one of the co-authors

for the above document. Other co-authors are Jen, John, and Mary.

This is your first time reviewing the document after the first draft of

the document has been completed. Other co-authors have already

reviewed the document and made annotations. Please complete the

following tasks.

Note: In the following tasks, you will be asked to review groups

of annotations. “Review” means to accept the annotations that

you think are correct and reject the ones that you think are wrong

either according to English grammar and/or document context.

Some annotations may already been accepted or rejected by other

co-authors.

Task instructions are assumed to be the same in both systems unless indi-

cated otherwise.

C.1 Task Instructions in Black Hole Document

Task 1

Task Instructions

One of the co-authors has made annotations regarding quantifying words. Re-

view these annotations. Accept the ones that you agree with and reject the ones
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that you disagree with.

Click “Start Task” when you are ready to start.

Task 2 in the Simple System

Task Instructions

You have received an email from John. Review the annotations mentioned in

John’s email. Accept the ones that you agree with and reject the ones that you

disagree with.

Click “Start Task” when you are ready to start.

Task 2 in the Bundle System

Task Instructions

You have received a general comment from John. Review the annotations men-

tioned in John’s general comment. Accept the ones that you agree with and

reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 3

Task Background

John ran the system spell checker during his turn reviewing. He corrected the

spelling of some words according to the spell checker’s suggestions. The changes

he made are embedded as edits in the document.

Task Instructions

Review the spelling edits John made. Accept the ones that you agree with and

reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 4

Task Instructions

Three of the co-authors have made annotations regarding verb tense in the

document. Review these annotations. Accept the ones that you agree with and
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reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 5

Task Background

“Grow” (and its different verb forms according to verb tenses) is a verb, and it

should be used when we talk about an action. However, “growth” is noun, and

it should be used when we talk about the process of growing.

During Mary’s previous reviewing session, she discovered there are some misuses

of the two words, so she first ran “Find/Replace” function to find all the incor-

rect use of “grow” and replaced it with “growth.” Then, she ran “Find/Replace”

again to find all the incorrect use of “growth” and replaced them with “grow.”

Task Instructions

Review the annotations regarding “grow” and “growth.” Accept the ones that

you agree with and reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Before Task 6

You will need the following list of facts about the document to complete the

next task. Please read them carefully before you proceed.

Facts:

1. The study of counting black holes relied on the deepest X-ray images ever

obtained.

2. The distances to the X-ray sources were determined by optical spectro-

scopic follow-up at the Keck 10-meter telescope on Mauna Kea in Hawaii.

3. The biggest black holes ran out of “food” billions of years ago.

4. Whatever mechanism governs star formation in galaxies also governs black

hole growth.
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5. Black holes approximately 10 to 100 million solar masses took smaller

portions of their meals of gas and dust.

6. It is the first time that we are able to count the black holes between the

biggest, active black holes in distance and smaller, calmer ones closer to

Earth.

7. NASA’s Chandra X-ray Observatory made the best survey to date of black

holes.

8. Previously, astronomers had done careful studies of the birthrate of stars

in galaxies.

9. Dr. Amy Barger is from the University of Wisconsin and University of

Hawaii.

10. Many of the black holes smaller than about 100 million suns are buried

under large amounts of dust and gas.

Task 6 in the Simple System

Task Instructions

Make sure you have a paper copy of the fact sheet before you start this task.

You have received an email from Jen. Review the annotations mentioned in

Jen’s email. Accept the ones that you agree with and reject the ones that you

disagree with.

Click “Start Task” when you are ready to start.

Task 6 in the Bundle System

Task Instructions

Make sure you have a paper copy of the fact sheet before you start this task.

You have received a general comment from Jen. Review the annotations men-

tioned in Jen’s general comment. Accept the ones that you agree with and reject

the ones that you disagree with.

Click “Start Task” when you are ready to start.
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C.2 Task Instructions Music and Consumer

Document

Task 1

Task Background

Adjectives can express degrees of modification by using their degree of compar-

ison forms, namely positive, comparative, and superlative forms. Here are some

simple examples:

Positive, Comparative, Superlative

Short, Shorter, Shortest

Long, Longer, Longest

Little, Less, Least

Much, More, Most

Good, Better, Best

The comparative form of an adjective is usually used when we compare two

objects. The superlative form is used when we compare three or more objects.

Example:

Jerry is shorter than Tom. - Comparing two objects

Jerry is the shortest among all three cartoon characters. - Comparing three

objects

Task Instructions

One of the co-authors has made annotations regarding adjectives’ comparative

and superlative forms. Review these annotations. Accept the ones that you

agree with and reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 2 in the Simple System

Task Instructions

You have received an email from John. Review the annotations mentioned in

John’s email. Accept the ones that you agree with and reject the ones that you
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disagree with.

Click “Start Task” when you are ready to start.

Task 2 in the Bundle System

Task Instructions

You have received a general comment from John. Review the annotations men-

tioned in John’s general comment. Accept the ones that you agree with and

reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 3

Task Background

John ran the system spell checker during his turn reviewing. He corrected the

spelling of some words according to the spell checker’s suggestions. The changes

he made are embedded as edits in the document.

Task Instructions

Review the spelling edits John made. Accept the ones that you agree with and

reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 4

Task Instructions

Three of the co-authors have made annotations regarding verb tense in the

document. Review these annotations. Accept the ones that you agree with and

reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 5

Task Background

In this document, “musical hold” is used to describe the stage of holding with

music playing in the background, and “on-hold music” is used to describe the
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specific type of music discussed in the document. The study described in the

document is trying to evaluate the effects of “on-hold music” on customers when

they are put on “musical hold” after calling a company’s service line.

During Mary’s previous reviewing session, she discovered there are some misuses

of the two phrases, so she first ran “Find/Replace” function to find all the

incorrect use of “musical hold” and replaced it with “on-hold music.” Then, she

ran “Find/Replace” again to find all the incorrect use of “on-hold music” and

replaced them with “musical hold.”

Task Instructions

Review the annotations regarding “musical hold” and “on-hold music.” Accept

the ones that you agree with and reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Before Task 6

You will need the following list of facts about the document to complete the

next task. Please read them carefully before you proceed.

Facts:

1. Among the females, the wait seemed longest when classical music was

played.

2. The effect of music format differed for men and women may be related to

the differences in attention levels and musical preferences.

3. There are 30 female clients in the study described in paragraph

4. Males and females were less polarized in their reactions to alternative

music.

5. Adult alternative is a mix of contemporary styles.

6. The actual wait in the study was 6 minutes, but the average estimate was

7 minutes and 6 seconds.

7. James Kellaris is from University of Cincinnati.
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8. The rock music’s driving beat kind of aggravates people calling a customer

assistance line with a problem.

9. In the study, participants were asked to imagine calling a customer assis-

tance line and being placed on hold.

10. Classical music evoked the most positive reactions among males.

Task 6 in the Simple System

Task Instructions

Make sure you have a paper copy of the fact sheet before you start this task.

You have received an email from Jen. Review the annotations mentioned in

Jen’s email. Accept the ones that you agree with and reject the ones that you

disagree with.

Click “Start Task” when you are ready to start.

Task 6 in the Bundle System

Task Instructions

Make sure you have a paper copy of the fact sheet before you start this task.

You have received a general comment from Jen. Review the annotations men-

tioned in Jen’s general comment. Accept the ones that you agree with and reject

the ones that you disagree with.

Click “Start Task” when you are ready to start.

C.3 Task Instructions in the Practice

Document

Task 1

Task Background

Acronym is a word formed from the initial letters of a series of words.

Example: IEEE is an acronym for Institute of E lectrical and E lectronics Engineers.

Task Instructions
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One of the co-authors has made annotations regarding the use of acronyms.

Review these annotations. Accept the ones that you agree with and reject the

ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 2 in the Simple System

Task Instructions

You have received an email from John. Review the annotations mentioned in

John’s email. Accept the ones that you agree with and reject the ones that you

disagree with.

Click “Start Task” when you are ready to start.

Task 2 in the Bundle System

Task Instructions

You have received a general comment from John. Review the annotations men-

tioned in John’s general comment. Accept the ones that you agree with and

reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 3

Task Background

John ran the system spell checker during his turn reviewing. He corrected the

spelling of some words according to the spell checker’s suggestions. The changes

he made are embedded as edits in the document.

Task Instructions

Review the spelling edits John made. Accept the ones that you agree with and

reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 4

Task Instructions
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Three of the co-authors have made annotations regarding verb tense in the

document. Review these annotations. Accept the ones that you agree with and

reject the ones that you disagree with.

Click “Start Task” when you are ready to start.

Task 5

Task Background

In the document, “warm” should be used to describe pleasant weather, whereas

“hot” should be used to describe the unpleasant summer weather.

During Mary’s previous reviewing session, she discovered there are some misuses

of the two words, so she first ran “Find/Replace” function to find all the incor-

rect use of “warm” and replaced it with “hot.” Then, she ran “Find/Replace”

again to find all the incorrect use of “hot” and replaced them with “warm.”

Task Instructions

Review the annotations regarding “warm” and “hot.“ Accept the ones that you

agree with and reject the ones that you disagree with.

Click “Start Task“ when you are ready to start.

Before Task 6

You will need the following list of facts about the document to complete the

next task. Please read them carefully before you proceed.

Facts:

1. Matthew Keller is a post-doctoral researcher at University of Michigan.

2. A set of three studies conducted by Keller and his colleagues involved

more than 600 participants from throughout the United States.

3. For weather to improve mood, subjects needed to spend at least 30 minutes

outside in warm, sunny weather.

4. The researchers note that it should not be surprising that weather and sea-

sons affect human behavior, given that humans have evolved with seasonal
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and weather changes since the dawn of the species.

5. The tests that were conducted in 2000 on whether weather affects mood

are the biggest tests so far in the theory.

Task 6 in the Simple System

Task Instructions

Make sure you have a paper copy of the fact sheet before you start this task.

You have received an email from Jen. Review the annotations mentioned in

Jen’s email. Accept the ones that you agree with and reject the ones that you

disagree with.

Click “Start Task” when you are ready to start.

Task 6 in the Bundle System

Task Instructions

Make sure you have a paper copy of the fact sheet before you start this task.

You have received a general comment from Jen. Review the annotations men-

tioned in Jen’s general comment. Accept the ones that you agree with and reject

the ones that you disagree with.

Click “Start Task” when you are ready to start.


