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Abstract

Most interaction with computers today takes place in a two dimensional environ-
ment. Even when using three dimensional graphicsapplications, input isoften still restricted
to two dimensions. Many believe that the use of three dimensional input deviceswill alle-
viate this restriction and allow for a much more natural human-machine dial og.

Thisthesisseeksto establishhow factorsdealing with visual feedback and task struc-
tureaffect the ability to perform interactive tasksin athree dimensional virtual environment.
The factors investigated were stereoscopic vision, motion parallax, stimulus arrangement
and stimulus complexity. Four tasks were studied. These tasks were: point location, dock-
ing, linetracing and curve tracing. All the tasks used a six degree of freedom input device
to control apointer in athree dimensional virtual environment.

Four experimentscorresponding to thefour taskswere conducted to investigatethese
factors. Among other thingsthe results showed the following. Stereoscopic vision provided
astrong benefit to positioning-basedtasks, but this benefit was weakened in the case of trac-
ing tasks. Motion parallax via head-tracking often had no effect upon task performance and
where an effect was found it was often detrimental. The position of stimuli influenced per-
formance across al of the tasks. The orientation of stimuli influenced performance in the

task in which it was varied.
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Chapter 1

| ntroduction

Interacting in athree dimensional environment with atwo dimensional input deviceimposes
many limitations on users. Researchers believed that the advent of three dimensional input
deviceswould alleviate many of these problems and allow for amuch more natural human-
machinedialog. Thisthesisseeksto establish how afew factorsdealing with visual feedback
and task structure affect the ability to perform interactive tasks in a three dimensional vir-
tual environment. The factors investigated were stereoscopic vision,motion parallax, stim-
ulus arrangement and stimulus complexity. The tasks used a 6DOF input device to control
apointer in athree dimensional virtual environment.

Stereoscopic vision wasfound to provide a strong benefit to positioning based tasks,
but thisbenefit wasweakened in the case of tracing tasks. Motion parallax viahead-tracking
often had no effect upon task performance and where an effect was found it was often detri-
mental. The position and orientation of stimuli were found to influence performance across
arange of tasks. In the case of stereoscopic vision theseresultsare generally consistent with
many earlier studies. The results for motion parallax contradict the beliefs of most practi-

tioners and the findings of several other research studies.



Before launching into the details of the thesis the historical thread that lead to this

point is briefly reviewed.

1.1 Historical Perspective

Most interaction with computers today takes place in atwo dimensional (2D) environment:
the desktop mouse moves on a flat 2D surface; the cursor that it controls moves on a 2D
computer display. Aside from changes of the input device (e.g. trackball, tablet, light-pen,
etc.), the nature of the human-computer interface is characterized as being primarily two
dimensional. For much of the software that is in widespread use today — word-processors,
spreadsheets and databases— this 2D environment is sufficient. But three dimensional (3D)
computer graphics has brought a new class of software where users try to build models or
interact in virtual environments (VES) that possess three dimensionslike the world that sur-
rounds us.

The “modern era’ in interactive computer graphics can be said to have begun with
Ivan Sutherland’'s “ Sketchpad” system in the 1960s [91]. Sketchpad only operated in two
dimensions, but it alowed interactive specification of points and constraints. Following
quickly on Sutherland’ swork, Johnson [59] extended Sketchpad to function in three dimen-
sions. Unfortunately, viewing and interaction were still constrained to the 2D surface of a
computer display.

Sutherland sought to eliminate one of these constraints a few years later when he
devel oped a head mounted display [92] to allow stereoscopic viewing of simulated objects.
Vickers [97] developed a system for interacting in 3D using the head mounted display and
a wand interface that would allow interactive specification of pointsin 3D space. Clark
[30] used asimilar system to develop a package for designing surfacesin three dimensions.

Clark, and many others who followed, felt that the design of three dimensional surfacesis
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best donein three dimensions.

Still, until fairly recently, most interaction in computerized 3D virtua environments
has required users to work through simpler 2D input devices. Input devices capable of sup-
porting direct 3D interaction such as Vicker's Wand [97] and magnetic trackers from Pol-
hemus [78] were first developed in the late 1970's. These devices were too costly or too
fragile to be used outside of a controlled research environment. These restrictions limited
the dispersion of 3D input devicesinto the research and user communities.

With the proliferation of faster computers came the possibility of real-time interac-
tion within a reasonably sophisticated 3D visual environment. This spawned research in
many areas, most notably the fields of virtual reality (VR) and virtual environments (VES).
Thisin turn has sparked renewed interest in three dimensional input.

Some of the devices that were developed to sense position in 3D also sensed ori-
entation. This allowed researchers to jump from devices with two degrees of freedom to
deviceswith atotal of six degreesof freedom (6DOF). Most of the early studies of 3D input
sought to determine what sorts of interactive techniques could be developed with devices
containing higher degrees of freedom. Zimmerman et a. [113] attached a 6DOF sensor to
a Cyberglove™ to allow more naturalistic input. Ware and Osborne [103] devel oped tech-
niquesfor manipulating the eye point using a6DOF device. Relatively little effort was spent
evaluating human factors aspects of these devices. However, there were afew studies[93]
[81] that demonstrated the potential benefit of 3D devices over 2D devices.

Recently researchers have begun to focus more attention upon the human factors of
3D input, 3D interaction and the 3D environment. However, very little is known about hu-
man input capabilitiesin simulated three dimensional environments. Most researchers now
feel that while three dimensional (six degree of freedom) input devices may remove some

of the restrictions of two dimensional input, some problems will remain and new problems



will beintroduced. At apanel on“Three Dimensional Interaction” held at SIGGRAPH ‘94,
Dan Venoliastated that three dimensional interaction ishard because two dimensional inter-
actionishard. At the same panel Andries Van Dam told the audience that real interaction in
threedimensionsishard, so interacting with acomputerized three dimensional environment
will also be hard.

Six degree of freedom input devices capable of sensing three position and three ori-
entation degrees of freedom are becoming more easily available. Nonetheless, itis till rare
to find 6 DOF input devices in use today with the exception of research labs and high-end
industrial facilities. The research described here looks forward to the day when these de-
vices are a standard component in interactive 3D computer graphic applications. To aid in
the development of new interactive 3D applicationsit isimportant to understand the quality
of the interaction these devices afford and what effects task structure and visual feedback
have upon that interaction quality.

This thesis seeks to determine the effect of stereoscopic vision, motion parallax,
stimulusarrangement and sti mul us complexity upon hand-based interaction that usesa6DOF
input deviceto control apointer ina3D virtual environment. Resultsof the research showed

that:

e stereoscopic vision was found to provide a strong benefit for positioning-based tasks,

but this benefit was weakened in the case of tracing tasks

e motion parallax viahead-tracking often had no effect upon task performance and where

an effect was found it was often detrimental

e the position and orientation of stimuli were found to influence performance across a

range of tasks

In the case of stereoscopic vision these results are generally consistent with many earlier
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studies. The resultsfor motion parallax contradict the beliefs of most practitioners and the
findingsof several other research studies. The methodical investigation of stimulusarrange-

ment and complexity has not been previoudly reported in the literature.

1.2 Three Dimensional Interaction Ter minology

As aready indicated, the study of interaction in three dimensions commonly occursin the
context of six degree of freedom interaction. It isimportant to distinguish between the di-
mensionality in which the interaction takes place and the number of degrees of freedom
that are available for manipulation. It is aso important to distinguish between different de-
greesof freedom and the techniquesthrough which degrees of freedom are controlled. Thus,
before going any further, it is beneficia to establish some basic terminology and common

ground for the discussion that follows.

1.2.1 Location

Input that takes place in three real-world dimensions has six degrees of freedom(6DOF). |
will use the term six degree of freedominput to describe the input that takes placein athree
dimensional interactive environment.

When describing the componentsof asix degreeof freedominput spacel will usethe
terms position, orientation, translation and rotation. Position refers to the current location
of an object in space, typically expressed as coordinates in a Cartesian system. Orientation
refersto the current revolution of the object, often expressed as Euler rotations around each
of the three Cartesian axes. Tranglation isthe process of changing the position of an object.
Rotation is the process of changing the orientation of an object. On occasion the term po-
sition is used to refer to both the position and orientation of an object. When the sense of

the word position is not clear from the context, the term general position is used to indicate
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both the position and orientation of an object.

1.2.2 Coordinates

In order to specify the position and orientation of an object a coordinate frame is essential.
Throughout thiswork a Cartesian coordinate system will be used. The X-axisis horizontal
to the left and right with positive values to the right of the origin. The Y-axisisvertical and
positive values are up from the origin. The Z-axis is backward and forward with positive
values going toward the user from the origin. Rotation about each of the Cartesian axesis
specified in in this right-handed® coordinate system. Figure 1.1 illustrates the coordinate
system. The terms pitch, yaw and roll or elevation, azimuth and roll are sometimes used to
specify rotations about the X, Y and Z axes respectively.

Specification of position in 3D is straightforward because there is no potential for
crossover between the axes of the object and those of the world coordinate system. Orienta-
tion is more troublesome becauseit is possibleto rotate axesin the object’ sreference frame
onto different axesin theworld reference frame. 1n addition, the order of rotationsisimpor-
tant because applying rotations about the three axesin different orderswill producedifferent
results. The general convention used throughout the thesisis to apply rotationsin X, Y, Z
order.

Quaternions are an aternate means of specifying and manipulating rotations, but
they are lessintuitive. Quaternions were discovered by Hamilton in 1844 [51] and applied
to the task of describing rotations by Cayley in 1845 [25]. Quaternionswere first brought to
the attention of the computer graphics community by Shoemakein 1985 [85], but they were

used in the aerospace community as early as 1970 [47]. A detailed description of quater-

1To determinethe direction of positiverotation in aright- or left-handed system, the thumb of the
corresponding hand is pointed in the positive direction along the axis in question and the curl of the
fingers indicates the direction of positive rotation. Alternately, when viewed from the positive end
of an axislooking toward the origin, a positive rotation proceeds in a counter-clockwise direction.
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Figure 1.1: The arrangement of the right-handed Cartesian coordinate system that
is used throughout the thesis. Arrows indicate the positive direction of each axis or
positive rotations as appropriate. As the circles illustrating positive rotations may
be ambiguous, the arrowhead should always be considered to be at the front most
(closest to the reader) part of the circle.

nionsfrom amathematical perspective can be foundin Altmann [4]. Rotationsare specified
by unit quaternions because these have a straightforward geometric interpretation. Briefly,
a unit quaternion is four-element vector in which the first element represents the cosine of

half the angle of rotation and the second, third and fourth elements are the components of a

vector in three dimensions about which the rotation takes place.

1.2.3 Input and Output Devices

The terms control and display are commonly used in the study of human motor control and
I will usethem in their generally accepted form. A control is the physical object, such asa
mouse, joystick, or knob, that is used to specify input. The term display is used to describe

the virtual object that movesin response to the control, providing feedback to the user. In



the field of computing, the term display is more commonly associated with the computer
screen rather than the visual content. For this reason terms such as tracker and cursor are
often used to avoid this ambiguity. In this chapter | will use the term tracker to refer to the
object on the display (screen) whose position and orientation isacted upon by the control. In
later chapters, when discussing the studiesthat were carried out, | will usetheterms physical
pointer to refer to the control and virtual pointer to refer to the display. Thesetermsare more
common in the virtual environment literature and have clear meaningsfor subjects.

Input devices (controls) comein different forms, each presenting its own set of con-
trol dynamics. Zhai and Milgram put forward a rough sensing-based taxonomy for classi-
fying input devices in three dimensional interaction tasks [108]. In their taxonomy input

controls can be categorized along three abstract axes. The three axes are:
e Integration: separated vs. integrated
e Mapping: position vs. rate
e Sensing: isotonic vs. isometric

An integrated control combines the manipulation of multiple degrees of freedom
into asingle physical control object. Inthecase of aseparablecontrol there may beadistinct
physical control object for each degree of freedom.

A control-display mapping isthe processby which the position? of thetracker on the
display is atered by operations performed with the control. Poulton [77] describes several
different types of control-display mappings that have been developed. A position control
is one in which changes to the position of the control map directly to changes in the posi-

tion of the tracker. The precise amount of change may be modulated by a gain factor that

2Unlessan explicit distinctionismade, positionin theremainder of thissectionisgeneral position
and thus refers to both position and orientation.



can be linear or non-linear. Poulton also refers to a position control as a zero order control.
Mathematically, the relationship between the control and the display can be expressed by

the equation,

where D(t) represents the position of the tracker on the display at time¢, I is an arbitrary
gain function (usually monotonic and often continuous), and C'(¢) isthe position of the con-
trol at timet.

With a rate control, movement of the control is used to adjust the velocity of the
tracker. A linear or non-linear gain factor can aso be applied in this setting. The position of
the tracker changes according to its current velocity setting. Rate control is also referred to

asfirst order control, and is expressed as

where I and C'(t) arethe sameasbeforeand D’(t) istherate of changein the position of the
tracker. Inthis case D(t), the position of the tracker on the display, is given by integrating

over timefrom aninitial tracker position
t

D(t) = / F(C(r))dr + D(0)
0

Higher order controls have been developed, but in practice it has been found that
their operation becomes increasingly difficult. In an acceleration control or second order
control, the control altersthe accel eration of the tracker. The position of the tracker changes
according to the velocity, and the velocity changes according to the acceleration, so that a
doubleintegral is required. Position control is the most direct control-display mapping. At
any giventimet, D(¢) can be determined from C'(¢) and F. Velocity control and accelera-
tion control are less direct, requiring some knowledge of the history of the control to deter-

mine the display.



In the preceding discussion, D(t) and C'(t) are both six-valued functions, one for
each degree of freedom, and F is a vector of gain functions, one for each degree of free-
dom. Although, it is conceivable that the gain function used for position is different from
that of orientation, it would be unusual for the three position degrees of freedom or the three
orientation degrees of freedom to have different gain functions.

An isotonic control® is one with little or no resistance to movement. Isotonic con-
trollers with a broad range of movement are commonly used as both rate and position con-
trollers. The Ascension Bird™ [7] and the Polhemus Fastrak™ [76] are examples of com-
mercially availableisotonic controllers.

Anisometric control* is one that provides resistance to movement. It is possible to
use an isometric controller for both position and rate control, but rate control is much more
common. An example of acommercially available isometric controller isthe SpaceBall™ .

Isometric position controllers map force to position. They are sometimes difficult
to use because they typically have arestricted range of motion and position control requires
a constant force to be applied for the tracker to remain stationary anywhere other than the
“home” position. Isometric rate controllers map force to velocity. Manipulations are thus
often brief and benefit from the availability of a self-centering capability inthe device. Zhai
and Milgram [108] tested the four combinations of sensing (isometric or isotonic) and map-
ping (position or rate) and found that isometric position controllers provided the poorest per-
formance. In the same study they found that isometric rate controllers and isotonic position
controllers provided the best performance.

Thisthesis deals with isotonic position controllers because of their superior perfor-

mance and more natural correspondence with free hand movement in an open environment.

Sisotonic adj. ...2 Physiol. (of muscle action) taking place with normal contraction. [3]
4isometricadj. ...2 Physiol. (of muscle action) devel oping tension whilethe muscleisprevented
from contracting. [3]
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The control-display transformation is simple, thus placing the smallest possible cognitive
burden upon the user to determine how the the display will react in response to manipula-
tion of the control. The goal isto leave the user with as much cognitive processing capacity

as possible to deal with the other factors when performing the assigned task.

1.2.4 Viewing

The perception of objectsin the real world takes advantage of many pieces of visual infor-
mation to enhance our perception of depth. Wickens, Todd and Seidler [106] provideabroad
overview of alarge number of depth cuesthat have been identified in the human visual sys-
tem. Designers of 3D graphics applications generally make use of some set of these depth
cuesto enhance depth perception in synthesized displays. Depth cuescan be subdividedinto
two principal categories, monocular and binocular. Monocular® cues do not rely upon the
availabity of two distinct images in the visual system. Binocular® cues are cues that rely

upon the presentation of two disparate images to each eye.

Monocular Depth Cues

There are two principal projection techniques used for viewing three dimensional images,
orthographic and perspective. Both of these techniques are commonly used and each hasits
advantages and disadvantages.

An orthographic projectionisa* projection of asingleview of an object on adraw-
ing surface that is perpendicular to both the view and the lines of projection” [105]. The
implication of using an orthographic projection techniqueisthat the size of an object on the
display does not change as a function of its distance from the viewer. This allows accurate

comparisons of distances and sizes regardless of the position of the object in the environ-

Smonocular adj. with or for one eye. [3]
Shinocular adj. adapted for or using both eyes. [3]
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ment. An orthographic projection does not convey any depth information to the viewer. Or-
thographic projection is sometimes referred to as a parallel projection.

A perspective projection is “the technique or process of representing on a plane or
curved surface the spatial relation of objects asthey might appear to theeye” [105]. Theim-
plication of using aperspective projectionisthat the size of an object changes based uponits
distance from the viewer. As objects get further away from the viewer they become smaller
and as objects get closer to the viewer they becomelarger. It isimportant to note that in or-
der to judge depth the viewer must have some knowledge about the true size of the object.
Perspective projection is sometimes referred to as polar projection, a technique that makes
use of linear perspective.

A variety of depthinformation can be generated from movement of either the viewer
or of an object. Mation perspectiveis adepth cue that arises from the change in the appear-
ance of objects asthe observer moves. Motion parallax isa special case of motion perspec-
tive based upon side to side movement of the viewer’'s head. Objects at different distances
from the observer’sfixation point are perceived to move at different rates. Another motion
based depth cueisthe kinetic depth effect. Thekinetic depth effect is perception of 3D struc-
ture from the movement (typically rotation) of the object itself. The kinetic depth effect is
also referred to as “ structure from motion.”

I will use the terms fixed viewpoint and head-tracked viewpoint to distinguish be-
tween the two primary motion-based depth cues. A fixed viewpoint display isoneinwhich a
default viewpoint is sel ected and there isno changein the rendering of the scene based upon
changes in the position of the head of the viewer. A head-tracked display is one in which
therendering of the sceneis adjusted based upon the estimated position of the viewer’seyes
making motion parallax available. Inthe case of amonoscopic display the midpoint between

the eyesis used to generate the scene in a head-tracked display.
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Occlusion is a powerful monocular depth cue. Occlusion or interposition are the
names given to the effect of objects nearer to the viewer blocking the view of objects that
arefarther away along the line of sight . Early computer graphics systems displayed objects
by showing only thewireframes of their polygonal edges. No occlusion was present and this
allowed surfaces (shown as outlines) behind other surfacesto be seen, sparking many efforts
in the development of hidden-line removal algorithms. The problem of correctly computing
occluding objects till existswith the use of solid shaded images. Themost common solution
employed is the Z-buffer algorithm. In a sense the Z-buffer algorithm mimics the physica
occlusion process, only alowing the pieces of an object that are closer to the viewpoint to

be displayed.

Binocular Depth Cues

The mechanics of the visua system provide avariety of additional depth cuesthat includes
stereopsis, vergence and accommodation. “ Stereopsis’ is the perception of depth based on
retinal disparity from the presence of horizontally separated eyes’ [74]. Disparity isthe dif-
ference between both eyesin the projection of theimage of an object onto theretinarelative
to the projection of the fixation point. Vergence is a proprioceptive muscular cue that is de-
rived from the rotation of the eyes that is necessary to fuse the two disparate images [106].
Accommodation is another proprioceptive muscular cue that is based upon the adjustment
of the lens in order to bring an object into focus upon the retina[106]. Binocular fusion is
the process within the visual system that combinestwo disparate retinal imagesinto asingle
image with depth.

Several elements combine in the perception of images containing binocular dispar-

ity. The following brief description of the elements involved in the perception of disparity

"stereopsis n. the perception of depth produced by combining the visual images from both eyes;
binocular vision.
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Panum's
B = A fusional
area
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Figure 1.2: Elements of the binocular vision system. The eyes are fixating on the
point F with corresponding points on the left and right retina of f and f’, respectively.
All points lying on the horopter (A) produce the same amount of disparity relative to
F. Points in front or behind (B) the horopter produce different amounts of disparity
relative to F. Panum’s fusional area represents the zone for which the visual system
can fuse the disparate retinal images. The point B outside Panum’s area would not
be successfully fused. (Adapted from Patterson and Martin [74])

information is derived from Patterson and Martin’s survey paper [74]. The fixation point
is the location in space to which the eyes have adjusted so that there is no relative retinal
disparity between the two images for objects at that point. The longitudinal horopter is a
curved line through the fixation point for which objects present equal amounts of disparity
in the images for both eyes. The region in front and behind the horopter for which images
can be successfully fused is known as Panum'sfusional area. Figure 1.2illustratesthese el-
ements. Itemsin front of the horopter have crossed disparity and items behind the horopter
have uncrossed disparity.

When viewing images on a computer display it is assumed that vergence and ac-

commodation act so as to place the fixation point at the surface of the display. Disparity
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information is generated based on this assumption. Items behind the surface of the display
have uncrossed disparity and thosein front of the display have crossed disparity.

I will use the terms monoscopic (mono) and stereoscopic (stereo) to distinguish be-
tween two types of computer display. A monoscopic display is one where no disparity in-
formation is present. A stereoscopic display is one that contains disparity information. In

both cases, other depth cues may or may not be present.

1.3 Research Questions

Thegoal of agreat deal of work in thefield of human-computer interaction (HCI) isto under-
stand what obstacles people are faced with when using computers. A variety of approaches
are used to study interface techniquesin HCI. In one approach, two or more interface tech-
niques are compared to see which one allows better performance. A second approach isto
study a particular input technique and determine how a particular set of factors affect per-
formance. By understanding these factors, it is often possible to reduce or eliminate their
effect. In thisresearch | have followed the second approach, where a specific input tech-
nique is systematically perturbed by a set of factorsin order to devel op an understanding of
the influence of those factors.

This research addresses questions such as:

e How accurately can we perform three or six degree of freedom input tasksin asimu-

|ated three dimensional environment?

e How does the type of visual feedback provided by the user interface affect the user’s

response time or accuracy in performing atask?

e Does operating in certain regions of the input space (e.g. near vs. far) affect perfor-

mance?
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e Arethe dimensions such astop-to-bottom, | eft-to-right and front-to-back equivalent?
e How doesincorporating an orientation component in the task influence performance?

e How does the total number of degrees of freedom under control affect performance?

1.4 Effectiveness

Most studies of interaction tasks focus on speed or accuracy as the primary measures of
“goodness’ for the interface. peed isthe catch-all term used to describe any of the poten-
tial measurementsthat involvetime. In some cases researchers do measure and analyzethe
speed of movement, but more commonly they study task compl etion time, the elapsed time
from the beginning to the end of the task. Similarly, accuracy is the catch-all term for any
measure of error in the performed task. The measure of error can be the number of mistakes
made, or the distance between adesired | ocation in space and the location actually achieved.

Aninteractiontechniquethat allowsan operation to be performedinlesstimeor with
fewer errors than some other technique is considered to be the better of the two. Unfortu-
nately, this can sometimes|eave us with an incomplete picture of the difficulties associated
with atask, especialy if there are speed-accuracy tradeoffs.

| usetheterm effectivenessto refer to acollection of measuresthat are used to evalu-
ate and compare input techniques. Asan aid in understanding effectiveness, | have adapted

the following maxims of effective input based upon Grice's[46] maxims of conversation®.

1. speed —theinput action can be performed quickly
2. accuracy —theinput action matches what is required

3. conciseness— the input action contains only the information needed

8Maxims of conversation have been used because of my belief that the development of the user
interface aimsto improve the conversation between the human and the computer.
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4. felicity —theinput action does not put unduephysical, mental or emotional strain upon

the user

Any given input operation will involve a balance amongst these measures. In some
cases, improving one measure will degrade another. When comparing two activities, the
more effective oneis the one for which more measures are improved than are degraded. A
common situation is the tradeoff between speed and accuracy. Without any change to the
task a user making rapid responsesis likely to have more errors than a user making slow
responses. Examining either of these measures alone would indicate a difference. One user
is faster while the other is more accurate. In such a situation the input operations could be
considered equivalent, with neither being more effective than the other.

Speed and accuracy are obviously important measures for an input operation to be
effective. | have chosen to add conciseness and felicity to the set of measures by which an
input is judged. These are necessarily less objective than the first two, but potentially just

asimportant in developing an understanding of task difficulty.

141 Tradeoffs Among Measures

To determine effectiveness a large set of dependent measures are used to develop a broad
idea of how the independent factors influence the task under examination. Effectiveness
is not judged by some sort of single composite ranking. Rather, it relies on the interface
designer to usethe gathered measuresto devel op adeep understanding of theinteractivetask
and how that task meshes with the requirements of the interface. The goal of the interface
designer should beto balance these maxims. Sometimesone maxim may beviolatedin order

to improve one of the others.
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Conciseness— Pointing

Bolt’s[15] “Put-That-There”’ system isagood example of an input technique that makesuse
of many moredegrees of freedom than are needed. In*Put-That-There” asix degree of free-
dom input deviceis used to specify input on awall, whichisjust atwo dimensional surface.
Thiswould violate the maxim of conciseness because the user is providing more informa-
tion than is needed. A more concise alternative might be to have the user physically touch
points on thewall. But thiswould probably take longer (speed) and it might be difficult for
the user to touch certain points (felicity). Inthis situation amore effective input mechanism

was created by making use of more degrees of freedom than are actually needed.

Felicity — Head operated beam targeting

Chung's[28] study of beam targeting is an excellent example of a situation where time to
completion for atask is somewhat less than satisfactory. In Chung’s study participantswere
asked to find abeam direction that intersected atumor while intersecting aslittle other brain
matter as possible. He found that some beam directions were rarely explored because of the
human factorsinvolved. The particular beam directionsthat were avoided involved looking
up or down, placing a great deal of strain on the user’s neck. Thisfinding is extremely sig-
nificant becauseit tellsusthat peoplewill avoid interaction tasksthat are physically stressful
or uncomfortable. Aninterface designer with knowledge of this constraint can adapt thein-
terface to avoid the need for uncomfortable operations. Chung’swork indicates that factors
other than just speed and accuracy will affect the manner in which an input device is used.

An uncomfortable action that is avoided will not appear in measures of speed and accuracy.
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1.5 Motivation

| have subdivided the factors that influence effectivenessinto four areas: cognitive, percep-
tual, biomechanical and technological. Cognitive elements are factors relating to the ability
of a human operator to conceive of and carry out a certain motion or action. Perceptual el-
ements describe the visual feedback environment that allows an operator to see his or her
actions and make the necessary corrections. Biomechanical factors are those that relate to
physical ability to make certain motions and the kinesthetic® feedback accompanying those
motions. Technological elements are the capabilities or limitations of the input and output
devices available (e.g. mechanical, electromagnetic, computational etc.).

In this section, | will elaborate on the issues that drive the questions of Section 1.3
in relation to the four factors influencing effectiveness stated above. While | have divided
the discussion that followsinto these four areas, it should be noted that thereis agreat dea

of overlap between the cognitive and perceptual aress.

151 Cognitive

When devel oping interactive tasksin asimul ated three dimensional setting it would be ben-
eficial to have prior knowledge of the accuracy that can be expected and what factors might
affect accuracy. Accuracy, interms of how close the actual input is to the required input, is
of central importance to this work. In most of this work | am more concerned with time as
anindicator of task difficulty, not asafactor to beimproved. Nonetheless, accuracy is often
traded off against performancetime and it may not always be possible to separate these two
elements.

Orientation is often not anissue in two dimensional systemswherethereisonly one

9kinesthetic adj. asense of awareness of the position and movement of the voluntary muscles of
the body. [3]
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rotational degree of freedom. Few tasksin two dimensional systems require orientation to
be specified. In contrast, many tasks required within three dimensional systemsreguire ori-
entation to be specified. The problem becomes further encumbered by the presence of three
rotational degrees of freedom, rather than just a single rotational degree of freedom when
there are only two spatial dimensions. When input of rotational and translational degrees of
freedom is combined, the resulting six degree of freedom interaction task takes on a com-

pletely different character.

15.2 Perceptual

Computer systems that require the specification or manipulation of abjectsin three dimen-
sions are often extremely challenging to use. Specific applications that make heavy use of
threedimensional information include computer aided design and manufacturing (CAD/CAM),
architectural design and virtual reality'®. There are many aspects to this problem including
the large amount of data, the time required to perform complex computations on the data
and therestrictioninherent in current displaysfor viewing output in two dimensions. Of im-
portance here is the restriction that requires most input and output from three dimensiona
systemsto take placein two dimensions.

Engineersin non-computerized environments have recognized the difficulty of spec-
ifying three dimensional objects within the constraints of two dimensional representations.
One of the most common techniquesfor specifying three dimensional input istaken fromthe
world of drafting. Indrafting, threedimensional objectsare presented viathree orthographic
projections from the top, front and side. To aid in visualization, a perspective projection of

the object is amost always included as a redundant fourth view.

ysers of real-time computer graphics workstations are able to manipulate a virtual world in the
form of images; ... The step into virtua reality is made by tracking the user’s head movements and
using this to control the perspective view seen by the user [98].
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In computer systems using thistechnique, usersare provided with three orthographic
views and a perspective view. Most interaction takes place in the orthographic views. Input
in the orthographic viewsislimited to two degrees of freedom along the axes parallel to the
plane of the display.

A perspectiveview may often be easier to understand but it can al so be ambiguous or
deceptive. Because of this deceptive quality it is essential that users be provided with some
mechanism that will allow them to easily change their view to one that is more appropriate
for the task at hand. Some computer applications only provide users with a single perspec-
tive view. Perspective projection allows usto view three dimensional objectsin asomewhat
more natural way. Nonetheless, we are still operating with aprojection of three dimensiona
spaceto two dimensions (unless stereopsisused) and the possibility for confusion still exists.

For example, one common source of confusionthat can arisein aperspective display
isthe determination of relative position between objects. The perspective projection causes
agreater reductionin the display size of adistant object than anear object. Thus, what might
appear astwo equidistant objectsof similar sizemay in fact betwo objectsof vastly different
size and depth. Figure 1.3 shows an example of such a situation.

Input has posed an even bigger problem in three dimensional systems than output.
Even though a perspective view may be misleading, it does areasonably good job of assist-
ing in the visualization of three dimensional objects. The process of computing a viewing
projection for athree dimensiona object takes three dimensional information and reduces
it to two dimensions. The transformation goes from more information to less information.
In the case of input with atwo degree of freedom device we are faced with a more diffi-
cult problem, that of trying to generate at | east three input degrees of freedom with only two
degrees of freedom available.

Some systems [12][11][1][2] have sought to deal with this problem by allowing a
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Figure 1.3: In the perspective projection (left) both cubes appear to be of equal size
and at an equal distance from the front. In the orthographic view (right) taken from
above the objects it becomes apparent that one of the cubes is larger than the other
and is further from the front than the other. An orthographic side view (not shown)
would show that the larger cube is also lower than the other cube. In the perspective
view the cubes appear to be the same size because the larger cube is farther away
from the viewer along the viewing axis.

user to use abjects or elements of objectsto constrain theinteraction space. Thus, one might
point at the surface of acube in aperspective view to indicate a two-dimensional sub-space
in which interaction should take place. By restricting one degree of freedom in the object
space, mapping thetwo degree of freedominput to the two-dimensional sub-spaceisstraight-

forward.

1.5.3 Biomechanical

Work by Soechting, L acquanti and Terzuolo[88] has shownregular distortions of hand move-
ment when subjects are asked to draw figuresin three dimensional space. These distortions
varied based upon the plane in which the figures were drawn. These distortions are shown
to be a result of biomechanical factors and subjects are not aware of them. This suggests
that accuracy in three dimensional tasks might be affected by the position and orientationin

which thetask is carried out.
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1.5.4 Technological

Advances in technology have made it possible to provide binocular disparity in computer
displays. The smulation of depth using this technology can enhance visualization by pro-
viding a more realistic image. The addition of depth to the display can eliminate many of
the ambiguities present in simple perspective projections.

Another advance in technology has made it possible to specify the position and ori-
entation of a point in three dimensions using a device that is relatively natural and unen-
cumbering. It has always been possible to control the degrees of freedom involved using
multiple controllers. New sensing technology has made it possible to unify control into a
single devicethat can sense all six degrees of freedom simultaneously. The common 6DOF
isotonic position controllers such as the Polhemus Fastrak [ 76] and the Ascension Bird [7],
integrate al the degrees of freedom into a convenient easy-to-use control device.

The increase in the general level of computing power has made three dimensiona
applicationsmore common and accessible. It has a so increased the richness of the graphics
that can now be displayed. Intriguing new applications such as virtua reality are enabled

through afusion of computing, input and output technology.

1.6 Research Goals

The focus of thisresearch is to better understand how people perform interactive tasksin a
computer simulated three dimensional computer environment using an isotonic 6 DOF po-
sition control input device. The research explores how different target positionsin conjunc-
tion with different display modes (monoscopic vs. stereoscopic) and different head-tracking
modes (fixed viewpoint and head-tracked viewpoint) affect auser’sability to perform avari-

ety of simpletasks. Thegoal of thiswork isto establish aframework within which designers
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of interactive 3D applications can determine what kind of user performanceispossiblefor a
given interactive task. Alternately, knowledge of what factors affect performance might al-
low designersto determinehow to assembleatask in order to achieveadesired performance
level. By focusing on relatively simple tasks that are components of more sophisticated in-
teractive tasks, | hope to apply these findingsto a broad range of future applications.

Early studies have been performed in this area, but the results are somewhat incon-
sistent. Additiona studiesarerequired to enablethe devel opment of acomprehensivemodel
of task performancein a 3D environment.

The simplest task imaginable is the specification or location of pointsin 3D. In a
point location task a user must match the tip of a pointer to a fixed point in space as ac-
curately as possible using the 6 DOF device. Volume location is a closely related task in
which auser must move the pointer into avolumein space. Docking isamore sophisticated
task that combines point or volume matching with orientation matching. It is probably the
simplest composite 6 DOF input task. Tracking is a slightly more taxing form of this task
where subjects must continually try to match the position and orientation of the pointer to
the position and orientation of a moving object.

Path tracing is a potentially more complex task than point location that requires a
user to move a pointer along a specified path in space. The path can be a straight line, vary-
ing along only one dimension, aplanar curve, varying in two dimensions, or aspacefilling
curve, varyingin al threedimensions. Path tracing may be moredifficult becauseit requires
auser to constrain hisor her movement during the entiretask rather than just at the endpoints.
On the other hand, a user may hope that movement naturally mimics the path (e.g. straight
line) and that no additional effort isrequired.

| have conducted a series of experiments to investigate the nature of interaction in

3D. The first experiment is a point location study. The structure of this experiment and its
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results are described in Chapter 4. Chapter 5 describes a study of adocking task. Chapter 6
and Chapter 7 describe two path tracing experiments. The first of these path tracing experi-
ments used straight line paths and the second used planar curves, both in three dimensiona
space.

When conducting many computerized tasks it is possible for the system to provide
enhanced feedback to the user indicating when the user is operating within some desired
performance bounds. For example, consider a 2D task where the user isto move the mouse
controlled tracker (arrow cursor) into asguareregion. Thereisundoubtedly visual informa-
tion that shows when the cursor is within the region. Nonetheless it is possible to provide
enhanced feedback in the form of a colour change of the region, or an auditory beep. As
these additional forms of feedback take advantage of aternate human perceptual channels,
they were generally not used in the studies that were conducted.

Before getting into the details of the experiments, Chapter 2 outlines the literature
that motivated and informed the work | have carried out. Chapter 3 describes the computer
system and the common environment in which all of the experiments were conducted, as
well as other elements common to al of the experiments.

After describing the outcomes of each of the experiments, Chapter 8 tiestogether all

of the results and lays the groundwork for future studies which are discussed in Chapter 9.
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Chapter 2

Prior Work

In this chapter | expand upon the earlier work in the three areas of Human-Computer Inter-

action and Graphics that form the basis of thisthesis. These areas are
e input device taxonomies,
e three dimensiona operations using two dimensional input and
e truethree dimensional interaction.

The study of input devices and the taxonomies that have been devel oped to describe
them are important because research in this area has taken into account the pragmatics of
matching input devices with input techniques and human ability. Early device taxonomies
tended to focus upon the number of simultaneous degrees of freedom under control (dimen-
sional integrability), and whether an object was user defined or application defined. The
interchangeability of devices at the program level was of more concern than the suitability
of adevicefor agiven task. Pragmatics seeks to go beyond programatic interchangeability
to understanding how the different physical quantities being sensed, and the ergonomics of

the sensing device affect the use of the device.
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The study of three dimensional input without three dimensional input devicesisrel-
evant for three reasons. One isto identify the elements that are necessary for three dimen-
sional input. Because of the restricted input environment, research was highly focused upon
understanding the essential elements of three dimensional interaction. Second, several dif-
ferent interaction techniques were developed to allow users to interact with athree dimen-
sional environment. Lastly, thisbody of work identifies many of the basic three dimensional
interaction tasks that are commonly required.

Any description of input and interaction in three dimensions is confounded by the
fact that more than three degrees of freedom are present. In fact even in two dimensions,
more than two degrees of freedom are available. In many two dimensional input tasks we
are only concerned with position along the two Cartesian axes. Even though orientation as
athird degree of freedom is present in two dimensions, it is often overlooked or dealt with
as a specia case. Orientation is hardly ever specified in conjunction with position in two
dimensional tasks.

The transition to three dimensions results in one more translational degree of free-
dom, and two more rotational degrees of freedom. So, in three dimensionsthere are atotal
of six degrees of freedom and fully half of them are devoted to rotation. The nature of most
tasks performed in three dimensions makes the rotational degrees of freedom more salient
than in two dimensions. As such, much of the research that studies interaction in three di-
mensions concernsitself with devices that sense six degrees of freedom simultaneously.

The study of six degree of freedom (three dimensional) input is the central concern
of thiswork. Prior work inthisareaissparse. Some of theresearchin thisareahas attempted
to determine the types of tasks that must be performed and the different conceptual models
for performing these tasks. Other work has concerned itself with performance variations

between different types of six degree of freedom input devices. Morerecent work has begun
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to investigate how many degrees of freedom can be operated upon simultaneously. These
studies also seek to understand how the task or its structure affect the number of degrees of

freedom that can be controlled simultaneously.

2.1 Input Device Taxonomies

One of the most important efforts in the study of input devices and interaction techniques
has been the devel opment of input device taxonomies. These taxonomies are aimed at un-
derstanding the similarities and differences between input devices. Through a use of these
taxonomies it is possible to determine how one device may be substituted for another, or
how software can be written to make the best use of the devices available.

Thedevel opment of taxonomiescan be separated into two approachesto the problem
that | have named the software engineering approach and the user engineering approach.
The software engineering approach was developed first and, as its name suggests, it seeks
to foster device interchangeability via a software encapsulation of the input provided by a
device. Advocates of this approach classify devices based on logical properties such asthe
number of degrees of freedom a device can sense or the tasksthat can be performed through
itsuse. The user engineering approach followed later, and argued that the interchangeability
promoted by the software engineering approach ignored the physical characteristics of the
device and of humans. Taxonomies developed by this group distinguish devices based on
the tasks! that a device is best suited for or the physical properties that the device senses.

The software engineering group hoped to simplify the development of interactive

1Because both groups use tasks to devel op their taxonomies, the difference between them might
appear to be minor or even non-existent. The distinction is that one group focuses on how the use of
logical tasks can be used to facilitate a very high degree of interchangeability amongst devices. The
other group focuses upon how suitable or unsuitable adeviceisfor an actual task, often reducing the
level of interchangeability because very low-level characteristics of thetask and the device aretaken
into account.
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software by developing a set of virtual devices. Virtual devicesarelogical devicesto which
physical devices can be mapped. A small comprehensive set of virtual deviceswould allow
application software developers to support many input devices while needing to code for
only afew. The virtual device approach would also make software more portable because
devel opers would code for generic rather than specific devices.

Theefforts of the software engineering group werewell described by Foley and Wal-
lace in 1974 [40], who reduced the large number of then-current input devices to a set of
only four virtual devices: button, pick, locator, and valuator. A pick is used to designate
user defined objects within the software system. A button is used to designate system de-
fined objects. A locator isused to determine position and/or orientation. A valuator is used
to determine asingle value within some number space. |n addition to establishing the notion
of virtual devices, this extremely important paper identified the importance of decomposing
interactive tasks into lexical, syntactic and semantic levels and pointed out the pitfalls of
incorrectly processing input at one level that was intended for adifferent level.

The virtual device approach was modified for use in the ACM SIGGRAPH Graph-
ics Standards Planning Committee system (Core)[48], [49] and later used as the basis for
graphical input in the Graphical Kernel System (GKS) [50]. The GKS standard proposes
six virtual input devices. Locator, valuator, pick and choice (button) are the same asin Fo-
ley and Wallace [40]. Two new virtual devices, stroke and string were added. A strokeisa
sequence of points; a string is a sequence of characters. These were needed only for prag-
matic reasonsand provide an early sign that apure software engineering based approach was
not sufficient.

Tenyearslater Foley, Wallace and Chan [41] revisited theinteraction standards prob-
lem and decided to take a user task centered approach instead of their earlier device centered

approach. They proposed the following six interaction tasks:
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e sclect

position

orient

e path

quantify
o text

Generally, each of these interaction tasksis closely related to the virtual devices of
earlier schemes, with the exception of orient: select unifies choice (button) and pick from
the earlier standards; position is roughly equivalent to locator; path to stroke; quantify to
valuator and text to string. This approach recognizes that a mapping can be established be-
tween almost any input device and these logical interaction tasks. For example, an input
string can be used to specify an orientation, or aseries of button clicks on avirtua keyboard
can be used to supply an input string. The key difference between this work and Foley and
Wallace's earlier work is an expansion of the interchangeability between devices.

The ability to handle exotic input devices is an extremely interesting result of not
dealing directly with devices. Aslong as the function of the input device can be mapped
into one of the above tasksit will fit into the taxonomy. Thus, speech input as a means of
selection can be classified by this scheme [41], whereas none of the approaches devel oped
by the user engineering group can do so.

The user engineering group sought to match input devices to tasks based on the af-

fordances® and restrictions offered by the input device. Buxton [23] provides an excellent

2According to Norman[70], the term affordance refers to the perceived and actual properties of
thething, primarily those fundamental propertiesthat determinejust how the thing could possibly be
used.
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Figure 2.1: Photographs of the Etch-A-Sketch (a) and Skeedoodle (b) children’s
toys. The templates used to constrain the movement of the Skeedoodle joystick
are visible in (b).

example of input device affordances when he comparestwo children’s drawing toys, Etch-
A-Sketch™ and Skeedoodle.™ Etch-A-Sketch uses two knobs to move the drawing tip, one
for the X-axis and onefor the Y-axis. Skeedoodle uses ajoystick to move the drawing tip.
Etch-A-Sketch affords the drawing of straight lines parallel to the X and Y axes, but lines
of other slopes and curves require a careful and difficult coordination of the input controls.
Skeedoodle, on the other hand, affords much greater drawing freedomfor curvesand lines of
any slope, but perfectly straight lines are difficult to produce. In fact the Skeedoodle toy in-
cluded snap in templates for the control joystick to constrain movement for drawing certain
shapes. Figure 2.1 shows the Etch-A-Sketch and Skeedoodl e toys.

Thegoal of the user engineering group isto simplify the process of matching tasksto
devices. Thus, the user engineering group tendsto classify devices based upon the physical
property being sensed and how the deviceis used. Their belief isthat by understanding the
nature of the desired input for the software system, one can select the input device that most

closely affords the sensing of thisinput. Theintent is to indicate that even though a virtual
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keyboard can be used to enter astring, areal keyboard is better suited to the task.

The earliest taxonomy based on sensing phenomenawas devel oped by Buxton [22].
He argues that it is not sufficient to classify devices based upon their lexical properties as
proposed be the software engineering group. He states that pragmatics must also be con-
sidered. His categorization was based upon the number of dimensions of control and the
physical property being sensed (position, motion or pressure). A sub-classification is made
between devices with the same dimension of control based upon type of control motion. In
this classification, a tablet and mouse are more closely related than a tablet and a joystick
even though they all provide two dimensional locator input according to their lexical clas-
sification.

Tablets, sensing trand ational motion, operate over alarge physical area, thereby re-
quiring large hand and arm movements. Joysticks, sensing rotary motion, operatein amuch
smaller physical areawith correspondingly smaller hand and arm movements. Buxton chooses
to differentiate with respect to sensing properties, rather than trying to make difficult and
possibly arbitrary distinctions over the amount of space used. Nonethel ess, he indi cates that
the amount of space that a device uses is an important factor. This gives rise to questions
about how the available input space of adeviceis used. Are there certain methods of using
theinput spacethat are easier and thus consistently favoured by users? Ismovement in some
directions preferred over other directions?

Mackinlay, Card and Robertson [64] assembled a more comprehensive “ physically
based” sensing taxonomy. They extended Buxton’snotion of property being sensed, in two
ways. First, they distinguish between absolute and rel ative quantities and, second, they sep-
arate translational and rotational movement. Instead of distinguishing based upon number
of dimensions, Mackinlay et al., distinguish between the axesin which the device operates.

The dimensionality of adevice isindicated by composing the axesin which it operates. A
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Figure 2.2: Table adapted from Mackinlay et al. [64] for classifying devices in their
taxonomy, illustrating how a six degree of freedom such as a Polhemus Isotrak is de-
scribed. In the table, P indicates position, F indicates force, R indicates rotation and
T indicates torque. The labels across the top indicate either translation or rotation
with respect to the indicated Cartesian axis. The labels along the bottom indicate
the number of values that can be sensed by the device in each degree of freedom.
final distinction is made between the number of valuesthat adevice can sensein aparticular
axis. A copy of the table they use for making classifications can be found in Figure 2.2.

A more encompassing set of distinctions, matching task semanticsto devicesis till

possible. According to Jacob et al. [57],

Bleser [14], developed a device taxonomy and input model that explicitly in-
corporated the physical attributes of input devices, including the notion of the
physical separability of input degrees of freedom, and knowledge about task

reguirements.

A recent study by Jacob et al. [57] has brought to the forefront the importance of
matching device characteristicsto the task. The study also attemptsto utilize knowledge of
human perception to further our understanding of input tasks. In their study, subjects were

reguired to perform two tasks using either amouse or aPolhemustracker. Each task required
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subjects to move a cursor to atarget position on the screen. In one task subjects needed to
match thesize of the cursor to thesizeof thetarget. Inthe other task subjectsneeded to match
thegray level of the cursor to the gray level of thetarget. Based on prior studiesin cognitive
psychology by Garner [43] and Garner and Felfoldy [44], the position and size adjustment
task was considered to beintegral 3, whereasthe position and gray level adjustment task was
considered to be separable. When using a mouse for the two tasks, subjects were allowed
to control position or the task element (size or gray level) but not both at the same time.
When using the Polhemus, subjects were alowed to control position and the task element
simultaneously. Theresults of their study showed that subjects performed the separabl e task
faster with the separable device (mouse) and integral tasks faster with the integral device
(Polhemus). It is especialy interesting that the mouse yielded faster performance than the
Polhemus on the separable task, since anaive analysis might conclude that more degrees of
freedom are always better.

In their analysis of movement trgjectories, Jacob et a. [57] describe a technique
for determining whether the trajectory is integral or separable®. In an integral trajectory,
movement cutsacrossall dimensionssimultaneously. Inaseparabletrajectory, movementis

broken up into sub-movementseach of whichtakesplacein fewer than al of thedimensions.

SGarner and Felfoldy [44] categorized stimulus dimensions as integral and nonintegral (separa-
ble). They technically defined integral dimensions as those which produced a Euclidean metric and
nonintegral dimensions as those which produced a city-block metric. A somewhat less formal def-
inition of thesetermsis that integral dimensions are those which can be considered together, while
separable dimensions are those which cannot. When separable dimensions are combined into a task,
selective attention must be paid to each of the dimensions and this produces the city-block metric.

4Jacob et al. used the terms Euclidean pattern and city-block pattern, respectively, to describethe
two different trajectory types
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2.2 ThreeDimensionsfrom Two Dimensions

Johnson [59] was one of the first people to have to deal with the difficulties of interacting
in a three dimensional environment. Johnson developed his * Sketchpad I11” system on the
heels of Sutherland’s [91] original two dimensional Sketchpad system. In Sketchpad 111
users could interactively specify three dimensional objects while viewing them on the dis-
play. Three dimensional input for Sketchpad I11 was specified using multiple controllers,
because integrated controls with three or more degrees of freedom did not exist.

Three dimensional computer graphics has been constrained for many years by lim-
itations in both the input and output media available. Many of the most common input de-
vices available (e.g. light pen, tablet and mouse) are able to sense position in only two di-
mensions or with only two degrees of freedom®. Almost completely overlooked is the fact
that even in two dimensions, an input control can possess three degrees of freedom if rota-
tionistakeninto account. Computer displayshave aso been limited to output in two dimen-
sions. Most of the input and output techniques devel oped have been designed to make the
most effective use of what is available.

Thevarioustechniquesfor 3D output arefairly well known and will not be discussed
further. The techniques developed to overcome the limitations of atwo dimensional input

space can be grouped into four main categories (adapted from Banks[8]):
e cross product
e partitioning the input space
e discarding range degrees of freedom

e overloading the input mapping

SNote that some mice advertised 2D + rotation sensing and some tablets (GTCO) offered two
degrees of tilt and one of pressure for atotal of five degrees of freedom
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2.2.1 CrossProduct of the Input Space

The simplest way to control more degrees of freedom isto use morelocators. Theadditional
locators can be either physical or logical. For example, two mice can be used to control
four degrees of freedom. Alternately, amodifier key on the mouse or keyboard can be used
to select between one of two logical mice. In general, & locators, each with n degrees of
freedom, will allow & x n degrees of freedom to be controlled.

Chen [26] demonstrates an example of this approach in one condition where three
virtual locators, each with one degree of freedom (sliders), are used to control the three ori-

entation degrees of freedom.

2.2.2 Partitioning the Input Space

Partitioning the input spaceinvolves subdividing theinput space either statically or dynam-
ically. Based upon where the input is located it can be mapped onto different dimensions
or degrees of freedom. Nielson [69] describes a technique for dynamically partitioning the
input space based upon the location and orientation of athree dimensional cursor called a
jack. Selecting an axis of the jack allowstrandational movement of the object or cursor to
be constrained to the selected axis.

Chen [27][26] describes an Overlapping Sliders controller (see Figure 2.3). In this
controller a3x3 grid is superimposed upon an object to berotated. Vertical movement along
the three horizontally centered squares causes rotation about the X-axis while horizontal
movement along the three vertically centered squares results in rotation about the Y-axis.
Circular movement around the eight outer squares results in rotation about the Z-axis.

Chen’s overlapping dliders provide good compatibility between the input and the
operation to be performed. The implementation scheme bears a striking resemblance to

Ledeen’s[68] (Appendix VI1II) character recognizer for the upper case English aphabet. In
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Figure 2.3: An Overlapping Sliders controller showing the movements that would
cause a rotation to take place.

Ledeen’srecognizer a 3x3 grid is overlayed on a character stroke and the sequence of cells
visited by the stroke determinesthe character. This suggeststhat an evenricher set of control
gestures could be built into asimilar controller allowing control of more than three degrees
of freedom.

Conner et al. [31] and Zeleznik et al. [107] describe three dimensional widgets. The
three dimensional widget technique makes use of severa different control handles that are
attached to the item being manipulated. Operation of each control handle causes one or two
dimensions of input to be mapped to control of one or two degrees of freedom of an object.
Because handles appear explicitly on or around the object being manipulated, the presence
of many handles at different spatial locations can be used to manipulate many degrees of
freedom.

Itis easy to confuse the partitioning of the input space with the cross product of the

input space. Both of these techniques are aimed at altering the association between control
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degreesof freedom and display degreesof freedom. By partitioning theinput space, associa-
tion changes can be adapted to the contents of the display and appear more dynamic. Using
a simple cross product of the input space does not provide for the same level of dynamic

coupling between control and display.

2.2.3 Discarding Range Degrees of Freedom

Discarding range degrees of freedom typically reducesthe number of degrees of freedomin
the range of a control to match the number of degrees of freedom available in the domain
of the control. Essentially the result isthat control movement in an n-dimensional manifold
gets mapped to some other n-dimensional manifold.

Neilson [69] and Bier[10] make use of elements within the computer model to de-
fine constraints such as axis of rotation or plane of motion that then only allow one and two
degrees of freedom, respectively, to be controlled.

Chen [26] developed the virtual sphere and Shoemake [86] developed the arcball.
Both of these techniques project the mouse coordinates onto a unit sphere and use the dis-
placement vector to determine an amount of rotation. A mapping between the positions on
the sphere and the required rotation in three dimensions can be established because only two
degrees of freedom are needed to describe the position of apoint ontheunit sphere. Thedis-
carded degree of freedom in this case is the rotation about the vector from the origin to the
surface of the unit sphere.

Hanrahan and Haeberli [52] dynamically map two degrees of freedom to arbitrary
surfaces. They use a modified z-buffer scheme to determine the visible object under the
cursor. It isthen possible to map the input degrees of freedom to a position on the two di-

mensional surface in question.
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2.24 Overloading thelnput Mapping

Overloading theinput mapping involves carefully examining the two dimensional input and
using it to selectively generate three dimensions of control. Evans et al. [35] developed a
technique where circular, or stirring motions could be used to specify action in athird di-
mension independently of the other two dimensions of the control. Thisdiffersfrom Chen's
approachinthat thelocation of the circular motion isnot restricted to any particular location

on the display or size of motion.

2.3 Three Dimensional Input

The development of more sophisticated sensing technol ogies has made it possible to deter-
mine the position of a control in three dimensions. The movement into three dimensions
also made the orientation of the control, that was often overlooked in two dimensions, more
important. Most three dimensional input devices are also referred to as six degree of free-
dom devices, three positional degrees of freedom and three rotational degrees of freedom.
Research into the use of six degree of freedom input has taken several different approaches
as scientists and application devel opers havetried to understand thisrelatively new technol-
ogy.

The researchers exploring six degree of freedom input fall into two somewhat arbi-
trary groups. One group is investigating how tasks that are reasonably well understood in
two dimensions can be extended into three dimensions. The other group is looking at how
six degree of freedom input can be used in new and exotic ways. For alack of any other
better names, | have chosen to call these “traditional input tasks” and “virtual reality tasks.”
These names are intended to reflect the emphasisthat | place on the work, they may differ

from the emphases of others.
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2.3.1 Traditional Input Tasks

Traditional three dimensional input tasks are almost all directly derived from two dimen-
sional input tasks. Zhai [111] provides the following list of two dimensional tasks that are

in the process of being extended to three dimensions:
e inking
e target acquisition
e pursuit tracking
e Sweeping out regions
e orientation
e navigation
e docking

Inking isthe process of laying down some sort of track in space and possibly in time.
It can also be used to describe freehand gesturesin space. Target acquisition isthe process of
moving a cursor from some starting point to a defined end point. Two dimensional versions
of thistask tend not to include an orientation component, whereasthree dimensional versions
often include orientation. Pursuit tracking is the process of attempting to keep a cursor in
contact with an object as it moves along a path. Once again, in two dimensions, orientation
is often disregarded. In three dimensions, orientation is frequently included. Swveeping out
regionsisthe processof defining an areaintwo dimensions. Inthreedimensionsitisthepro-
cess of defining avolume. Orientation isthe process of determining rotation in two dimen-
sions and has only one degree of freedom. In three dimensions orientation is more general

and has three degrees of freedom. Navigationisthe process of controlling the movement of
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an object or the viewpoint. Docking is the process of fitting one object into another, often
by matching position and orientation.

Itisinteresting to note that rotational control is disregarded in most two dimensional
tasks. In fact there are specific two dimensional tasks dealing with rotational information,
namely orientation and docking. When extending the above tasks to three dimensions, ori-
entation becomes much more critical. It isimportant to distinguish between atarget acqui-
sition task involving only position and one involving both position and orientation. When
target acquisition includes an orientation component it becomes very similar to the docking
task.

Another interesting element of this task list is that it differentiates between appar-
ently identical tasks based upon their semantics. Inking and sweeping out regions are two
tasks that are essentially composed of a sequence of points (the GKS stroke). The primary
differenceisthat inking implies a stoke used to convey content within an application, while

sweeping aregion is coupled to selection.

2.3.2 Virtual Reality Tasks

A system where the software application can sense the position and orientation of auser’s
head in order to determinethe current viewpoint isaprimary requirement for virtual reality
(VR) system®. The use of head-tracking makes it possible to determine the position and
orientation of the user’s head and, by extrapolation, the user’s eyes. The displayed scene
can then be recomputed based on changes in the viewpoint. The addition of six degree of

freedom sensing for hand input freesthe user from therestrictions of atwo dimensional input

5The issue of what makes a system VR is a somewhat contentious one. Some argue that immer-
sion isthe critical factor and thus VR requires the user to wear aHMD or be surrounded by the 3D
virtual environment as in Cruz-Neira's CAVE [32]. Others argue that the term VR can be applied
to any system where the user interacts with a simulated environment rather than areal one. At the
present time it seems that any graphical system can use the term VR if its designer so chooses.
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device that may be unnatural in the virtual environment.

Virtual reality approaches can be grouped into three broad categories based uponthe
typeof immersionintoareal or simulated environment. Thesethree categories, and thelevel
of immersion they typically involve are, immersive virtua reality (high), fish tank virtual
reality (medium) and augmented reality (low).

Immersive virtual reality [21][38][13] typically refers to the situation which com-
bines head-tracking with a head mounted display (HM D) containing a separate display ded-
icatedto each eye. The CAVE system[32] isanother typeof immersivevirtual reality system
that does not requireaHM D because the images of the virtual environment are displayed on
thewalls surrounding the user. Immersive VR systemsare generally quite costly because of
the specialized hardware needed to operate the HM D and the tracking devices.

Fish Tank virtual reality [6][33] [34] or adesktop virtual environment refers to the
setting in which head-tracking is used in conjunction with a single standard display. Fish
tank VR is somewhat less costly to implement, needing only a standard display, however,
thereisapotential for interference between the elements of the real world and the elements
of the virtual world.

Augmented reality refersto asituation in which computer generated imagery iscom-
bined with an image of the real world. There are several mechanisms through which this
combination can be performed. A fairly simple approach isto project computer images on
real world objects in order to alow flexible and dynamic reconfiguration of those objects.
A more sophisticated approach used by Feiner et al. [37] employs a see-through display
similar to a pair of eyeglasses. The computer generated images are projected onto the in-
ner surface of the glasses and the user seesthe computer generated images overlayed on the
real world. The approach used by Schmandt [82] and Wang et al. [99] is to combine the

views of real and computer generated objects by having users look though a half-silvered
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mirror; objects can be real, virtual, or a combination of the two. A final approach presents
users with a display where real and computer generated images are combined using video
mixing prior to their presentation. This approach is often used to overcome the luminance
differences between real and computer generated images.

Subdividing the aspects of avirtual reality system into input and output isrelatively
straightforward. Input involves sensing the position of the user’ shead and hands. Output in-
volves providing visual feedback to the user based on the current viewpoint. Input tasks are
the primary concern in thiswork. Nonetheless, it is important to have some understanding
of how human vision works because the perception of the three dimensiona environment
is based upon the visual simulation. There are certainly applications that make use of more
inputs or where haptic and auditory output are provided in addition to the visual display, but

those applications are beyond the scope of thiswork.

Input

In many virtual reality applications, the user operatesin afairly large environment. These
applicationsrequire the user to move through the environment to arrive at objects of interest
and then interact with those abjects. Chung [28] makesthe distinction between two modes of
operation in three dimensional interaction tasks related to one’s position, steering and navi-
gation. Steering is used to describe the process of changing position or orientation. Naviga-
tion is the process of understanding one’s current position and orientation relative to other
objectsin the scene.

Ware [103] describes three operational metaphors that can be used to understand
steering tasks when using the hand to direct an isotonic six degree of freedom controller.
These metaphors are eye-in-hand, world-in-hand and flight.

Theeye-in-hand metaphor describes an interaction stylewhere animaginary eyeball
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isheldin the hand of the user. In this environment the scene remainsfixed and the viewpoint
isunder the user’s control. The view of the scene changesasthevirtual eyeball istransated
and oriented in space relative to the objects being viewed.

With the world-in-hand metaphor the user holds the object or scenein hishand. In
this setting the viewpoint is fixed and the scene is under the user’s control. The displayed
view of the scene changes as the virtual scene in the user’s hand is manipulated.

Theflight metaphor decoupleslocation and orientation control in the interface. The
eye-in-hand and world-in-hand metaphors provide reasonable control over orientation, but
location control is weak when dealing with a large scene. In the flight metaphor location
is operated as a rate control and orientation continues to operate as a position control. The
position of the viewpoint moves according to its current velocity. Changesin the position of
the control are mapped to velocity changes of the viewpoint. Orientation of the viewpoint
is mapped directly from the control.

Virtual reality systemsmakeafundamental distinction betweenlocal and at-a-distance
interaction. Local interaction takes place anywhere within the volume of space that a user
can reach with their hand. At-a-distance interaction encompasses any interaction that re-
quires a user to indicate or operate upon an object outside their immediate reach.

Selection, as afundamental operation in amost every user interface, isan excellent
example of the difference between these two formsof interaction. Local selectionisconsid-
ered amatter of ssimply moving the tracker into the volume of space occupied by the object
to be selected. Selection at-a-distance has been a much more difficult task.

Bolt [15] used the location of the user’s finger coupled with its orientation to cast
aray from the finger to awall in order to select abjects and specify positions. While not
even closeto virtual reality, the selection technique used in Bolt'ssystem isa direct ancestor

of what has been dubbed laser selection in virtual reality applications such as Liang and



Green’'s IDCAD [61]. While Bolt had the advantage of an opaque wall just a few metres
from the user, many virtual reality applications attempt to allow interaction over spacesthat
are conceptually much larger. Small angular changes of the control lead to large changesin
distance at the end of the pointer. Thislead Liang and Green to devel op cone selection asan
adjunct to the laser selection technique. The need for even more control over selection lead
Forsberg et a. [42] to develop what they call aperture based sel ection where a combination
of gaze direction and hand position are used to control the direction and size respectively,
of a selection cone.

Mine[67] provides abroad discussion of many different interaction techniques that
have been developed for use within immersive environments. Mine identifies five funda
mental formsof interaction as movement, sel ection, manipulation, scaling and menuinterac-
tion. While the specification of scaling and menu interaction as fundamental techniques ap-
pears somewhat odd, it highlightstheincreasingly dominant role that semanticshastakenin
classifying activitiesin virtual reality systems. Earlier approaches might have viewed scal-
ing and menu sel ection as simply a sequence of movement and sel ection operations coupled

to specific objectsin the environment or locations on the display.

Output: Stereopsisand Depth

The presentation of a stereo image for computer graphics applications has taken many dif-
ferent approaches. Johnson [58] provides a brief overview of the techniques that had been
devel oped by thelate 1980s. Whileresearch into new display technol ogiesis ongoing, John-
son'sarticleis still representative of the most widely used approaches. The primary subdi-
vision of output techniquesis into time-multiplexed and time-parallel systems.

In the time-multiplexed or field sequential [63] approach, the presentation system

alternates rapidly between images for each eye and a selection mechanism of some kind is
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used to insure that each eye sees only the image intended for it. Thus, when the image for
the right eye is displayed the selection mechanism alows the image to pass through to the
right eye while blocking the image from the left eye. When the next field is displayed, the
sel ection mechanism allows the new image to passto the previously blocked left eye, while
blocking theright eyethat received the previousimage. The human visual system then fuses
these two imagesinto a single image that appears to have depth.

One of the most common field-sequential systems employs a high-frequency com-
puter monitor capable of displaying fields at 120 Hz (60 Hz to each eye) and apair of liquid
crystal (LCD) shuttered glasses worn by the viewer to select which eye sees the currently
displayed image. An infrared signal is used to synchronize the glasses and the monitor.

The time-parallel approach harkens back to the stereoscopes of the 19th century
where two slightly offset images were presented to each eye by aspecial viewing device. A
contemporary anal og to the stereoscopeisthe ViewMaster™ children’stoy. In more modern
settings, two computer displaysare used to present adlightly differentimageto each eye. In
some systems full size monitors are used forcing the user to sit in a specific position, while
in more recent systems small light-weight displays are mounted in a headset that is worn by
the user. Sutherland [92] was one of thefirst to devel op a stereoscopic computerized display
systemin the late 1960s.

Field-sequential displays tend to be more common than time-parallel display sys-
tems because they are relatively inexpensive, only requiring the addition of a pair of LCD
glasses. Time-parallel displays are more expensive because two display systems are needed
in addition to an apparatus to properly present the images to the eyes. Field-sequential dis-
plays are common in desktop virtual environment applications because they make use of
standard display technology. Time-parallel systems are used in immersive settings where

it isimpractical to use a single display, or in settings where potential side effects of field-
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sequential displays are unacceptable.

Wickens, Todd and Seedier [106] conducted areview of the literature on depth per-
ception and found that motion, binocular disparity (stereopsis) and occlusion are the most
powerful depth cuesin displays. Braunstein et al. [20] found that occlusion dominates mo-
tion in the perception of depth.

A study by Tittleand Braunstein [95] indicates that a cooperative rel ationship exists
between binocular disparity and stereo from motion. They also showed that the perception

of depth was greater for rotational motion than for translational motion.

2.4 Difficulty of Three Dimensional I nteraction

When using an isotonic six degree of freedom input device in three dimensions, severa is-
suesthat could reasonably be disregarded intwo dimensional interaction become much more

important. Conner [31] nicely summarizesthis point with the following statement.

Theinterfacecan easily obscureitself, and 3D interactiontaskscan requiregreat
agility and manual dexterity. Indeed, physical human factors are a central part
of 3D interface design, whereas 2D interface designers can assume that hard-

ware designers have handled the ergonomics of device interaction.

24.1 Physical Constraints

Just becauseit is physically possibleto perform some action, does not necessarily mean that
the action will be performed in the course of routine work. Chung [28] describes a study
that compared four head-tracked and three non-head-tracked modes for steering a beam in
asimulated radiation therapy task. In addition to anumber of objective measures of perfor-

mance, Chung replayed the experimental trial sto obtain aqualitativeimpression of subject’s
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performance. Chung reports that subjects seldom followed a systematic search strategy for
determining the best beam direction. While unable to describe the reasons why many beam
paths were unexplored, Chung states that beam paths that would require looking straight
up or straight down were often ignored. He states that the head mounted display apparatus
would have exerted alarge torque on a subject’ sneck when they looked in these directions,
presumably making it uncomfortable.

Thework of Soechting et al. [88] indicatesthat non-uniformitiesare present in hand
movement that are aresult of the kinematics of the arm. When subjects were asked to draw
free-hand circles in different planes relative to the body, the actual path deviated from the
intended path, yet subjects were unaware of this deviation. This suggests that performance
of amovement islikely to vary if the plane, or the spatial region in which movement takes

place, varies.

2.4.2 Dimensional Integrability

Multiple degreesof freedom can be controlled simultaneoudly, or separately. Wareand Slipp
[104] performed astudy inwhich they compared aSpaceBall, asix degreeof freedom mouse
and control panel input using a regular two dimensional mouse. One of the tasks required
subjectsto navigateinto anarrowing tube with square cross sections. Thesix degree of free-
dom mouse easily outperformed the SpaceBall, but was roughly equivalent to the Control
Panel. What makesthis surprising isthat the control panel interface required constant move-
ment of the two dimensional mouse to operate 12 virtual buttons. In thisapplication the abil-
ity to manipulatesix degreesof control simultaneously with the six degree of freedom mouse
is balanced by the more precise input control, constrained to operatein only one dimension
at atime, offered by the control panel.

Thework on theintegrability and separability of input tasks by Jacob[57] et al. that
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was discussed in Section 2.1 clearly demonstrates that in certain situations atask or device
may provide unused, unneeded or unwanted simultaneous control over avail able degrees of

freedom.

2.4.3 Visual and Geometric Constraints

Occlusion is a common problem encountered in three dimensional tasks that is infrequent
in two dimensions. When viewing a shaded three dimensional scene, objects close to the
viewpoint obscure objects that lie further from the viewpoint along the viewing axis. This
same situation exists in the physical environment around us, but changing our viewpoint to
eliminate the occlusion is much easier.

Oneway of dealingwiththe occlusion problemisto render the objectsin the sceneas
outlines only (wireframe) rather than fully shaded objects. The wireframe approach mostly
eliminatesthe occlusion problem, but at the sametimeit eliminates apowerful depth cue. In
addition, anew prablemrelating to scene density isintroduced. Thewireframeoutlinesof al
the objects along the viewing axis are now visible. If there are many objectsin the scenethe
view becomes crowded and confusing to the user. McWhorter et a. [66] conducted a study
of user’ s subjectiverankings of CAD drawings and found that users ranked wireframe stereo
displays high in terms of geometric information, but lower than occlusion based techniques
in their level of realism.

Trandation parallel to the viewing axis and rotations about axes perpendicular to the
viewing axis (parallel to the projection plane) are also problematic. Inthe case of trandlation
under the control of a two dimensional input device these operations are difficult because
small movementsin the input map to large movements of the object being controlled. Inthe
case of rotations, the mapping of input control to the object is non-uniform and only allows

arestricted range of rotations.
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Phillips et al. [75] propose a novel way of dealing with these problems by auto-
matically adjusting the viewpoint. In the case of occlusion they search for a viewpoint that
will provide an unoccluded view of the object being manipulated. In the case of geometric
problems they rotate the viewpoint about the object under control to eliminate the parallel

or perpendicular constraints.

2.4.4 Dimensional Bias

Gestures are a frequently used form of non-verbal communication between people. Ges-
tures can be used in situations where visual contact can be made but voice contact can not.
Gestures can a so be used to provide a more natural form of interaction. In these situations
gesturesthat are already known to users are used as input rather than requiring usersto learn
some new input technique.

Sturman [90] describes a variety of tasks where hand gesturesin three dimensions
can be used. One example comes from the gestures used by a ground based construction
worker to direct the actions of a crane operator. A system that can recognize the gestures
of the construction worker could be used to operate the crane. Interestingly, most of the
gestures are essentialy planar, performed with the hand moving freely in space.

Boritz[17] investigated recognition of gesturesinthree dimensionsand found that a
majority of gestures could be described in one or two dimensions. In his scheme a principal
planeisdetermined for each gesture and the 3D gestureis then projected onto this principal

plane. Recognition of the gesture then proceeds in the same manner asfor 2D gestures.
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2.45 Directional Bias

Zhai and Milgram[109] conducted astudy to investigate accuracy in asix degreeof freedom
pursuit-tracking task. They used an isometric rate controller and a self-devel oped elastic’
rate controller to manipulatethetracker. They found significant differencesin tracking error
along all three axes. In particular, tracking error in the Z direction was 40% greater than in
the X direction. Tracking error in the Y direction fell in between the error rates for the X
and Z directions.

Fitts' Law [39][24] doesnot consider direction of movement, but assumesthat move-
ment time should be uniform in all directions. Boritz, Booth & Cowan [19] conducted a
study to determineif the speed and accuracy of mouse movement in a plane parallel to the
desktop wasisotropic or if it varied with the direction of movement. Subjectswere required
to perform asimpletarget selection task using both their dominant and non-dominant hands.
Two target sizes, two target distances and eight target directionsweretested inafully within
subjects factorial design. They found that movement time does vary with direction. While
only a small subset of the conditions displayed a statistically significant difference, they
found that for movements made by right-hand-dominant subjects using their right hands,
movement horizontally to the right was always fastest and movement straight down was al-
ways slowest. When right-hand-dominant subjects used their left hand, movement straight
down was almost aways slowest, but the fastest condition was movement horizontally to
the left.

They further showed that even in two dimensions performance is not directionally

uniform. Possible causes for this non-uniformity include:

e Perceptual scanning biaswould allow the targets on the horizontal axisto be detected

’An elastic control falls somewhere between an isometric and an isotonic control on the sensing
axis, allowing more movement than an isometric control but lessthan an isotonic control. An elastic
control islikely to possess a self-centering feature.
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prior to other targets.

e Biasintroduced by the use of ascanned raster display® would allow targets at the top

of the display to be detected before those at the bottom of the display.

e Biomechanical limitations on movement that requirelarger limb movementsto move

the mouse straight down.

e More practiced and finer control for left and right movements that can be performed

using only the wrist.

24.6 Synopsis

This chapter has reviewed the devel opment of input techniquesfor three dimensional envi-
ronments. It began by examining the development of input device taxonomies intended to
aid in the matching of devicesto input requirements. The review of interaction techniques
used to manipulate objectsin 3D environments highlighted a variety of problemsrelated to
interaction in 3D using devices with fewer degrees of freedom than the task demands. The
discussion of three dimensional input outlined how 3D interactivetasks are being devel oped
based upon the 2D interactive tasks that preceded them.

Viewing and interacting in a 3D environment is difficult, but the additional limita-
tion of using a conventional 2D display makes interaction even more problematic. A num-
ber of techniques have been developed to reduce the limiting effects of the display. While
these techniques have been shown to be effective in enhancing the ability to performtasksin

3D environments, thereislittle known about how these techniques might interact with each

8Raster video displaysare typically filled by an electron beam that scans from top to bottom. Pre-
sentation of a stimulus on the screen appearsinstantaneous but actually requires approximately 16ms
(assuming a60Hz display). Theresult isthat itemsat the top of the display are shown beforeitemsat
the bottom of the display. While the amount of timeinvolved is small, it is within human perceptual
limits.
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other, with the content of the display and with the structure of the interactive task itself. By
combining some of these factorsinto controlled laboratory experiments, this thesis seeksto
further our understanding of interaction in desktop virtual environments. The goal isto di-
rect othersin the devel opment of interactivetechniquesthat are derived from our knowledge

of human capabilities in these environments.

53



Chapter 3

Experimental Overview

Asstated earlier, the central focus of thisthesisisaseries of four experiments. These exper-
iments were each conducted using the same general structure and experimental procedure.
In this chapter | will describe common elements shared by all of the experiments: the com-
puter system — both hardware and software — and the preliminary screening steps in each
experiment. The format will follow the structure used for the descriptions of the individua

experiments in the chapters that follow.

3.1 Hypotheses

Thefollowing independent variables were manipul ated although each experiment only used

a subset:

e Display mode—monoscopic versusstereoscopic. Earlier studiesby Zhai [110], Arthur
etal. [6] and Sollenberger and Milgram[89], suggest that stereoscopic viewing should

result in improved performance.



e Head-tracking mode — fixed viewpoint or head-tracked viewpoint. Earlier work by
Arthur et al. [6] and Sollenberger and Milgram[89], suggest that the presence of head-

tracking should result in improved performance.

e Target position — six positions +10cm from the starting position at the origin along
one of the X, Y or Z axes. Very few studies have considered different target posi-
tionsin space. Takemura et al. [93] found no differences across a wide variety of
different target positions. Ware and Balakrishnan [101] found a difference between
the X-axis target position and the Z-axis target position. These differing results pro-
videlittle insight, however, most prior work suggeststhat Z-axis targets should have

poorer performance than target positions along the X- and Y-axes.

e Target orientation — seven orientations: a default orientation and +45°from the de-
fault orientation about one of the X, Y or Z axes. No studies have been found that
distinguish between different target orientations and thus there are no expected dif-

ferences between target orientations.

Thefollowing dependent measures were gathered for each task, but once again, not
every dependent measure was used in each experiment. The dependent measures are al
linked to the notion of effectiveness whose characterization isthe overall goal of thisthesis.
A clickisdefined as the transition of abutton from the up position, to the down position and
back to the up position. In all experiments, subjects used the middle mouse button — with
the mouse held in the left hand — to provide the clicks that moved them through the trials.
Theideal path isthe shortest distance between two pointswhen no explicit path is specified.

When an explicit path is specified, theideal path isthe explicit path.
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Speed
e trial completion timeisthetime from the click by the subject to start thetrial until the
click to end the trial.
Accuracy

o final positionerror isthe distance between thetip of the pointer and thetip of thetarget

when thetrial end click isreceived.

o final position axis error is the absolute value of the position difference between the
pointer and the target along each of the X, Y and Z axes when the end trial click is

received.

o final orientation error isthe differencein orientation between the pointer and the tar-

get when the trial end click isreceived.

o final orientation axis error isthe projection of the unit vector representing the axis of

rotation onto the X, Y and Z axes.

e RMSerror isroot mean square of the distancefrom thetip of the pointer to the closest

point on the ideal path from the start position to the target position.

e RMSaxiserror istheroot mean square of the of the distance from thetip of the pointer
totheclosest pointintheideal pathaongthe X, Y, and Z axesfor each pointer position
along the movement from the start position to the end position.

Conciseness

e path length is the length of the movement path of the tip of the pointer between the

trial start and trial end clicks. Path length is computed as the piecewise sum of the
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distance between successive pointer positions.

e orientation length is the cumulative total amount of rotation of the pointer between
the trial start and trial end clicks. Orientation length is computed as the sum of the

successive absol ute differences between pointer orientations.

Felicity

Felicity was measured by a set of questionnaires, one that was administered at the end of
each viewing condition session and a final questionnaire that was administered at the end of
the experiment after all viewing condition sessions had been compl eted.

The post-session questionnaire asked subjects to score the task based on the diffi-
culty of determining some property of the stimulusand the difficulty of interactively match-
ing or tracing that stimulus using the pointer. These questions were answered on a5 point
scalewhere 1 was“easy” and 5 was “hard.” The specific questions varied somewhat asthe
wording was adjusted for each of the experiments. Copies of the post-session questionnaires
can be found in Appendices A.3 through A.6.

At theend of the experiment subjectswere asked to score all viewing conditionsthey
encountered according to task difficulty and ease of use. Subjects were also asked to rank
the viewing conditions they encountered in order of their preference for the mode, the ease

of use of the mode and their performance in the mode.

Dependent M easure Details

Many of these dependent measuresarefairly easy to understand, but the RMSerror and final

orientation axis error are somewhat unusual. RMS error is defined as:

> (di)?

n

RMSerror =
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where d; isthedistance (error) from thetip of the pointer to the ideal movement path at step
1 and n isthe number of samplesin the path between the start and end clicks.

Final orientation axiserror is given asthe projection ontothe X, Y and Z axes of the
unit vector representing the axis of rotation for the rotation that takes the final orientation of
the pointer to the orientation of the target. This vector is determined from the 2nd, 3rd and
4th elements of the quaternion that rotates the final orientation of the pointer to the orienta-
tion of the target. This vector must be normalized first, because in its quaternion form the
magnitude of the vector is reduced by the magnitude of the rotation.

The projection of therotation axis vector isused instead of the Euler rotations about
X,Y and Z because the computation to extract the Euler axisrotationsis problematic. Con-
version of the singleaxisrotationto Euler rotationsresultsin animplicit ordering of rotations
about X, Y and Z. The conversion also limits the maximum rotation about one of the axes
(usually the Y-axis) to 90°, which may unfairly bias the results. A more extensive explo-

ration of thisissue appearsin the Discussion Section of the Docking Experiment.

Significance Level

For statistical testing, an « level of 0.05 was used to determine whether or not the indepen-
dent variables had a significant effect.
Two-tailed tests' were usedin all circumstancesto allow outcomes contrary to initial

expectations to be considered significant.

LA more detailed argument in favour of two-tailed tests can be found in Howell [55]. If aone-
tailed test is conducted and a potentially significant result is detected in the other tail (at the original
a level) then accepting this result as significant implies an o level that is actually 50% higher than
initialy planned. Conducting two-tailed tests even when there is some expectation of the outcome
allowsfor acontrary result to be found significant while maintaining the original « level.
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\ | E1 | E2 | E3 | E4 | Total |

Potential Subjects | 10| 10| 9| 11 40
Failed Screening

Handedness 0O, 0] O 1 1
Colour Vision 1] 0o 0| O 1
Stereo Vision 0| 2| 1, O 3
Other 1| 0] 0| 2 3
Accepted 8/ 8| 8| 8 32

Table 3.1: Table showing the number of potential subjects for each experiment, the
number disqualified for failing one of the screening tests, the number lost for other
reasons (e.g. system failure) and the final number of subjects accepted into each
experiment.

3.2 Participants

Paid volunteer subjects were recruited via postings to local network newsgroups. All sub-
jects were graduate or undergraduate computer science or engineering students. In order to
reduce the variance not accounted for by the experimental factors, subjectswere required to
be male, right-handed, and with normal colour vision and acceptable stereo vision. Subjects
were informed of these requirementsin the recruiting posting and in the consent form. To
ensure that subjects met these criteria they were screened prior to the experimental session.
Each experiment made use of eight subjects none of whom participated in any of the earlier
experiments. Table 3.1 shows the number of subjects eliminated asaresult of the screening

tests for each experiment.

Handedness

Handedness screening was conducted via the Edinburgh Inventory developed by Oldfield
[71], modified to include a question on the hand used to control a computer mouse. A copy
of the handedness screening form appearsin Appendix A.2. Handedness (sinistrality) is not

a binary condition where an individual is strictly right- or left-handed, but rather a contin-
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uum where an individual lies somewhere between being exclusively right- or left-handed.
Oldfield[71] and Annett [5] have conducted extensive research on determining where some-
one lies on this continuum. Oldfield’s Edinburgh Inventory was sel ected because it was felt
to be easier to administer and score than Annett’ s procedure. Using the modified Edinburgh
Inventory a subject was accepted to be right-handed if he indicated that he used hisleft hand

exclusively for no morethan 2 of the 21 taskslisted.

Colour Vision

Colour vision isacomplex process with avariety of possible deficiencies. The stimuli used
in the experiments relied heavily upon the ability to distinguish between colours. Screen-
ing for normal colour vision was performed using InSight-2 InColor [9], a software package
that implements the Farnsworth Dichotomous Test for Color Blindness Panel D-15 [36]. In
this test subjects are shown a series of 15 colour caps (coloured circles) and simply told to
order them by closest match starting from a specified colour. Individual swith normal colour
vision will arrive at a specific ordering, perhaps making one or two transpositionsin the se-
guence. Thosewith acolour deficiency will form orderingsin some other sequence (varying
according to the specific deficiency). Under controlled conditions the D-15 Panel is atool
used to diagnose colour vision deficiencies. For screening purposes subjects were consid-
ered to have normal colour vision if they showed two or fewer transpositions of the normal

colour sequence.

Binocular Vision

In most real world viewing, the depth information based upon the binocular disparity of an
object in stereo image pairs matches the depth informati on obtained by vergence and accom-

modation [74]. Many of the techniquesto simulate depth viabinocular disparity —including
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the field-sequential stereo technique used here — are unable to simulate depth viafocal dis-
tance. Inthese systems, focal depthis centered upon the surface of the display while dispar-
ity generally indicates a depth somewhere in front or behind the display. In order for these
systemsto work, anindividual’ svisual system must be ableto deal with the conflicting depth
cuesand give priority to the disparity cue. Fortunately, these depth cues can be decoupled in
most individuals. However, some individuals with otherwise normal binocular vision may
not be ableto fuse disparity informationin display systemssuch asthe oneused in thisstudy.

Acceptable stereo vision is defined for the purposes of this study as the ability to
correctly make stereoscopic depth judgments on stimuli similar to those displayed in this
experiment. To test for this ability a specia screening test was developed in which a subject
is shown a set of three objects and asked to state which of the three — identified by number
—isdifferent from the other two in depth. The three objects are identical to the pointer and
target used in the first experiment. The presentation of the stimuli is carefully controlled so
that disparity istheonly availabledepth cue. The stereoimagesaredrawnin an orthographic
projection. A screening session consists of athreetrial segment used to instruct the subject
about thetask and verify that the equipment isfunctioning, followed by arandomized fifteen
trial segment. A subject is accepted as long as no more than one error is made in the fifteen
trial segment.

Onoccasion, subjectsdo not immediately adapt to the display and are unableto make
correct depth judgmentsfor thefirst threeto five trials. After a series of incorrect responses
(subjectsare not told whether their responses are correct or incorrect), subjectsmake correct
depthjudgmentsinall theremaining trials. Inthissituation, subjectsare shown an additional
fifteen trial sequence and required to make no errorsin these trialsin order to be accepted.

According to Patterson and Martin [74] approximately 30% of the population has

difficulty perceiving depth information in static stereoscopic displays of brief duration, but
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this deficiency is greatly reduced when display duration is increased. A study by Tittle,
Rouse and Braunstein [94] showed that most subjects that had difficulty judging depth in
static disparity displayswere able to make use of disparity information in displays with dy-
namic disparity.

In the screening test, subjectswere allowed to view the static stimuli until they made
aresponse. During experiment trials, the moving pointer provided dynamic disparity infor-

mation, presumably making the disparity depth judgment easier than in the screening task.

3.3 Equipment

A system for conducting experiments of 6DOF interaction tasks in a desktop virtual envi-
ronment was assembled for this study. The system made use of a Silicon Graphics Indigo 2
workstation, a stereo capable monitor, mechanical and magnetic trackers, LCD glasses and

custom software.

3.3.1 Hardware

A computer system for conducting experimentsin an interactive virtual three dimensional
environment supporting head-tracking and stereopsis (using thefield sequential presentation
technique) was devel oped to conduct these and future experiments. The system consists of
aSilicon GraphicsIndigo 2™ three dimensional graphicsworkstation with a133MHz MIPS
R4600 CPU, 64 M of memory, a1 GB internal hard drive and a GR3-Elan graphics board.
The workstation was connected to 10 Mbps Ethernet local area network with most file sys-
tems accessed via NFS. The display was a 19” colour monitor with a resolution of 1280
pixels horizontally and 1024 pixels vertically (512 pixels vertically in stereo), a Shooting
Star Technologies ADL-1™ [87] six degree of freedom head tracker, a Polhemus Fastrak™

[76] six degree of freedom input device, and apair of CrystalEyes"™ LCD shuttered glasses.
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Figure 3.1: Photograph of experiment system components used in three of the four
experiments. The subject seated in front of the monitor is wearing the LCD glasses
and the ADL-1 head-tracker. The pointer can be seen in the subject’s right hand
and the mouse is visible in the subject’s left hand. The Fastrak controller is visible
in the lower right background. The Fastrak transmitter is mounted in the wooden
structure in the foreground at the lower right.

Figure 3.1 shows the experiment system hardware used in three of the four experiments.
The ADL-1 and Fastrak input devices were sel ected because of their high sampling
rates and low sensing lags. According to its specifications, the ADL-1 has a sensing lag of
less than 2ms and accuracy of 0.5 cm. In our experiments eye position is only estimated
to within a few centimetres. Trip [96] reported a somewhat lower accuracy (2.0 cm) than
the manufacturer’s claim, however, even this was within the accuracy we required for head
position. The specifications of the Polhemus Fastrak indicate a sensing lag of 4ms and an
accuracy of 0.08 cm. The sensing lag of the Fastrak is a huge improvement over the earlier

Isotrak 11,™ which has a sensing lag of 20ms. A formal analysis of the system lag was not
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Figure 3.2: The physical pointer used in this study. The Fastrak receiver is enclosed
within Crayola Model Magic™ modeling material, shaped by hand and coloured us-
ing felt markers to resemble the virtual pointer.

performed. Informally, the data timestamps indicate that the system obtained data from the
two input devicesat 30 Hz. Assuming an average one frame delay until the datais rendered
to the display would imply the average sensing lag of the system is50 ms.

The receiver of the Polhemus Fastrak was encased in Crayola Model Magic™ mod-
eling material that was shaped and coloured to resemble the the virtual pointer displayed in
the virtual environment. When dry the modeling material has weight and consistency sim-
ilar to that of styrofoam used to make cups. The physical pointer was coloured using felt
tipped Crayola Markers" as required for each experiment. Figure 3.2 shows the physical
pointer asit appeared in the |ast three experiments.

There was no attempt to match the size of the physical and virtual pointers. The

virtual pointer wasintended to be small in comparison to the size of thedisplay. The physical



pointer was intended to be comfortable to hold. The virtua pointer was a tetrahedron-like
object, in which the height (1.73cm) was twice the width (0.87cm). The differencein size
along one dimension allowed one vertex to be easily identified as the tip and the opposite
face to beidentified as the base.

The physical pointer, the virtual pointer and the target had identical appearancesin
each experiment, but the colouration changed after the first experiment. In the first exper-
iment the two front faces were drawn with a single colour. For the other experiments, a
checkerboard scheme was used on the two front faces. Figure 3.3 shows the pointer as it
appeared in the last three experiments.

Thefield-sequential system used here employs a high-frequency computer monitor
to display the images and a pair of liquid crystal shuttered lenses to select which eye sees
the currently displayed image. Aninfrared signal is used to synchronize the glasses and the
monitor.

When operating in stereoscopic mode the decay rate of the phosphor may not be fast
enough to achieve a good separation between the stereo pairs[62]. A phosphor with aslow
decay rate may persist on the display into the next field when the image for the opposite eye
is being drawn. The resulting field-to-field persistence or “bleeding” between the images

for each eye interfereswith the fusion process and produces adoubleimage. In practice, the

AALDS

(@) (b) () (d)

Figure 3.3: Appearance of the pointer and target in the default (a), —45°X (b),
+45°Y (c) and +45°Z (d) orientations.
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decay rates of the red and blue phosphors have been found to be fast enough, but the decay
rate of the green phosphor is slower and can bleed between fields in certain situations.

Two methods were used to deal with this problem. In the first two experiments no
colours making use of the green phosphor were used. In the third and fourth experiments,
where some shaded objectswere used, agray background was used to mask potential bleed-
ingintothefield for the opposite eye. Theintent wasfor theintensity of the gray background
to be stronger than the intensity of any phosphor persistence from the prior field.

Subjects used the mouse held in their left hand to advance through the experiment
trials. Themouse provided ahand held button that could be easily operated without any need
to be located visually. A button was deliberately not attached to the Polhemus receiver. At-
taching a button to the receiver would have added an additional degree of freedom to the
control in the right hand. The need to operate a button on the receiver would have limited
the potential hand posture used by subjects to grip and manipulate the pointer. In these ex-
periments subjects were encouraged to use the hand posture that they felt best suited their
use of the control. The keyboard was removed to provide a physically unobstructed envi-

ronment for operation of the control.

3.3.2 Software

A software system was developed by the author using C++ and the Silicon Graphics GL
graphics library to conduct the experiments. The software system was developed in order
to allow extensive control over all the components used within the experiments. At the out-
set of the work described here, the following broad requirements were established for the

software.

e display of visual information during the experiment
e capture and coordination of input device operations
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e time-stamped logging of input

e complete software controlled scripting of experimental trials

o facility for real-time playback of experimental trials

The software system allowsan experimenter to assemble an experiment from avari-
ety of components. Thereference coordinate framefor the virtual environment uses aright-
handed coordinate system with the origin (0,0,0) located at the centre of the monitor’sphos-
phor surface (pixel location (639.5, 511.5)), the positive X -axis pointing to theright, the pos-
itive Y-axis pointing upwards and the positive Z-axis pointing out toward the viewer. The
pointer moves in asimilar right-handed coordinate system whose axes are aligned parallel
with the axes of the virtual display, but whose origin is offset to result in acomfortable hand
and arm position for a subject seated in front of the display. There is a one-to-one mapping
between the coordinate system used for the control and the coordinate system used for the
display.

I would like to briefly discuss the importance of each of the requirements stated
above and relate the benefits that have accrued from developing the software to support
them.

Accuratedisplay of visual information wascrucial to the experimentsthat were con-
ducted. The system supports the presentation of three dimensional objectsin the virtual en-
vironment along with two dimensional information such as buttons or text. In three dimen-
sionsthe display simulated aviewing portal into asmall virtual environment located behind
the glass of the monitor. Rendering of objects on the the display mimicked what a viewer
would seeif the virtual objects were replaced with real objects of the same sizes and at the
same positions in space. The general approach described by Deering [33] for head-tracked

stereo wasfollowed with the exception of the correctionsfor the refraction and curvature of
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the screen.

The different viewing conditions used in this study would change the detailed na-
ture of the display. In the perspective-only condition (no binocular disparity and no head-
tracking) the display represented a perspective projection of the environment from a fixed
view position. The head-tracked perspective condition alowed the display to be adjusted
to mimic what the viewer would see from their current view point. 1t should be noted that
in this study eye-point was estimated based on the sensed head position and not measured
directly. The same eye-point estimation was used for al viewers.

Binocular disparity could be added to the display with or without head-tracking. The
binocular (stereoscopic) display was generated by producing an estimated position for each
eye. In the non head-tracked condition these positions are fixed as in the monoscopic case.
In order to make the displayed disparity more accurate, theinter-pupilary distance (IPD) can
be specified. In this study the IPD of each subject was measured using aruler? and used in
all the stereoscopic displays they were shown. An unfortunate side effect of the hardware
system used to generated stereoscopic imagery is that the vertical resolution of the display
is reduced by half from its monoscopic counterpart. One potential means of keeping the
vertical resolution constant between both display modeswould be to render the monoscopic
display at half the resolution as well.

During the course of the experiments the system had to capture and record infor-
mation from multiple sources. Two sensing devices were used, the Polhemus Fastrak for
pointer position and orientation and the Shooting Star ADL-1 for head position and orienta-
tion. These devices sense data in their own coordinate frames and do not provide any tim-

ing information. As data comes in from each device it must be timestamped and adjusted

2A device known as a pupilometer can be used to measure inter-pupilary distance. In a conver-
sation with some optometrists they indicated that in the absence of such adevice, aruler can be used
to give good measurements of 1PD by measuring from bridge of the nose to the outside edge of the

pupil.
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to the reference coordinate frame. In this system, the data from both devices are collected
viaapolling loop and are given the same timestamp by the software system after they have
been retrieved. During the experiments the middle mouse button is used by the subjects as
a hand held button to indicate the start and end of atrial. The button click event is times-
tamped when it is extracted from the system event queue. To avoid unpredictable system
response and dependencies upon the file system, the experiment system stores al datain
memory buffers that are flushed to disk only at the end of ablock of trials. The buffers are
not flushed after each trial asthis could result in unpredictable delays between trials.

All of the significant input that occurs during the course of an experiment was cap-
turedto allow for future playback. For thework described here, thereweretwo event streams.
Thefirst stream consists of al the timestamped data from the two sensing devices. The sec-
ond stream containsthe trial start and stop events. These streams are saved to separatefiles
during the experiments and recombined during playback. The playback facility allows the
experimenter to replay any trial and extract additional information. Inasystemwhereahigh
frame rate and low lag are important, the computation performed while the subject isinter-
acting with the system can be kept to aminimum. Upon playback, when interactiveresponse
is not as critical, instrumentation can be added to the system to gather additional statistics.

In the tracing experiments (Experiments three and four) where a path of some sort
had to be displayed, cylindrical sections (only onein the case of the straight line path) were
used to connect the start and end points rather than asingle pixel line. A single pixel lineis
difficult to see and fuse. The cylindrical sections were composed of polygonal facets and a
GL lighting mode was used to shade the polygons and smooth the edges between facets. In
order to makethe lighting somewhat natural awhite light source was used. Theimplication
wasthat highlights on the surface of the rendered cylinders may appear whiterather than the

colour assigned to the curve.
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In experiments one and two, green was avoided because of the lengthier decay time
of the green phosphor that might cause bleeding between framesin the stereoscopic display
mode. Because of the lighting asmall amount of green may appear on the display. To mask
potential bleeding a dark gray background was used rather than the black background used

in earlier studies.

3.4 Procedure

An experiment is composed of the following five components. The first three components
are expressed within the experiment system software and control the presentation of trials

to the subject. Thelast two are for logical organization purposes only.

Experiment Sequence Ter minology

e Trialsarethebasic component of each experiment and consist of asubject performing

the experiment task.

e Blocks are a grouped sequence of trials intended to be performed in succession with

no planned breaks.

e Sessions are a sequence of blocks having the same overall viewing parameters (e.g.

monaoscopic and head-tracking).

e Jittings represent a group of sessions given on the same day. Some experiments can
be completed within a single sitting, but longer experiments require multiple sittings

on separate days.

e A full session set is used to describe the group of sessions administered to subjects

across one or more sittings.
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Pre-Experiment Activity

Before an experiment can begin, all potential subjects must read and sign a consent form.
The consent form isrequired by the university ethicsreview board. The form givesthe sub-
ject some basic information about the experiment, along with outlining the payment and
withdrawal conditions. A sample consent form can be found in Appendix A.1. Once a sub-
ject has consented to perform the experiment, the screening tests described in Section 3.2

are performed. If successful on the screening tests, subjects proceed to the experiment.

Experiment Organization

Trials represent relatively short periods of activity, and are meant to be performed in fairly
rapid succession. Trials are grouped together into a block. Each block was intended to be
of five to ten minutesin duration followed by a break, to prevent subjects from becoming
overly fatigued during the experiment. Short planned breaks are provided between blocks
to allow subjectsto rest their arms and their eyes. Blocksin turn are grouped into a session.
Each session is performed under the same viewing conditions and subjects remain seated
in front of the display during the entire session. Between sessions, subjects can get up and
move about the room or go to the restroom.

At the end of each session, ashort one page questionnaire regarding the difficulty of
performing the task in the particular viewing condition is administered to the subject. The
end-of-session questionnaires are presented in AppendicesA.3 through A.6. At the comple-
tion of afull session set, when sessionsfor all the viewing conditions have been completed, a
lengthier three page questionnaire dealing with all viewing conditionsis administered. The

end-of-experiment questionnaire can be found in Appendix A.7.
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Figure 3.4: An image of the screen during the homing phase of a trial. The virtual
pointer and homing target are in almost the same position and orientation. The red
box indicating that the tip of the virtual pointer is within the homing tolerance is vis-
ible. The background of the screen was black. The background of the image has
been lightened to allow better reproduction.

General Trial Operation

Subjects were required to perform atask in three dimensions. A subject manipulated the
pointer via the Polhemus input device using his dominant right hand. The middle mouse
button on the mouse held in the left hand was clicked to advance through the experiment
trials.

A trial consisted of two phases, aninitial homing phase during which the subject had
to movethetip of the pointer to the tip of the homing target located at afixed centre point in
thevirtual environment, and atargeting phase where the subject had to then movethe pointer

to the tip of the trial target. The homing target is aso referred to as the start target and the
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Figure 3.5: State transition diagram showing the stages of each trial.

trial target isreferred to as the end target.

During the homing phase, subjects received visual feedback in the form of ared box
that appeared around the tip of the homing target when the tip of the pointer was within a
homing tolerance of 0.5cm from the homing target. When the red box appeared subjects
could click the middle mouse button using their left hand to advance to the targeting phase;
the homing target wasremoved and thetrial target was displayed. Figure 3.4 showsanimage
of the screen during the homing phase of atrial.

Subjects could not advance to the targeting phase if the homing tolerance was not
met. No feedback regarding proximity was given during thetargeting phase. Subjectshadto
maketheir own determination of proximity using thevisual cues availablewithin the current
experiment condition. Subjects clicked a second time with the mouse when they were satis-
fied with their performance during the targeting phase. Whatever stimuli had been present
during the trial was then removed from the display and the position of the virtual pointer
was frozen. After a short delay the system re-enabled the virtual pointer and advanced to

the next trial. Figure 3.5 graphically represents the phases of atrial.
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Experiment 1123|414
Independent Variables

Display Mode XX | X|X
Head-Tracking Mode X X | X
Target Position XX |X|X
Target Orientation X
Dependent Variables

Trial Completion Time XX | X|X
Final Position Error XX | X|X
Final Position Axis Error XX | X|X
Final Orientation Error X

Final Orientation Axis Error X

RMS Error X | X[ X|X
RMS Axis Error XX | X|X
Path Length XX | XX
Orientation Length X

Table 3.2: Summary of the independent variables that were manipulated for each
experiment and the dependent variables that were analyzed for each experiment.

3.5 Design

The independent variables manipul ated during each experiment and the organi zation of ses-
sions was different for each experiment. Full descriptions appear in the chapter for each
experiment. Table 3.2 provides asummary of the independent and dependent variables that
were used in each experiment.

For compatibility between the stereoscopic and monoscopic conditionsall target po-
sitionsin thevirtual environment were behind the screen surfaceand were displayed at asize
appropriateto a perspective projection based on anominal viewing position of 40cmin front
of the screen surfacefor thefixed viewpoint condition. To mitigate the effects of the appara-

tus, subjects wore the stereo glasses and head-tracker (when appropriate) in al conditions.
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3.6 Training

At the beginning of thefirst phase of thefirst experiment session subjectsweregiven detailed
instructionsregarding the operation of theinput device, the virtual environment and the task
they wereto perform. Other researchers (e.g. Hinckley et al. [53]) have chosen not to give
detailed instructionsto subjectsin order to avoid possible influence by the experimenter. In
my opinion this magnifiesthe already large differences between subjects. Subjectsthat may
have had a passing encounter with a 3D interface or asimilar input device are well ahead of
those that have absolutely no experience. By providing detailed instructionsto each subject
I hoped to more quickly bring all subjectsto a similar basic understanding of the operation
of the input device and of the virtual environment.

Subjectsarefirst trained in the operation of the pointer. The physical pointer isplaced
into their right hand and the mouseis placed into their left hand. They aretheninstructed us-
ing thefollowing script that served as aguidefor the experimenter, but was not read directly.
Variations were made when necessary to accommodate individual subjects, but deviations

were minimized.

“Onthe screen you are seeing a 3D virtual environment. Notice the pointer
on the screen and how it moves as you move the object in your right
hand. As you move your hand left and right the pointer also moves left
and right. As you move your hand up and down the pointer on the screen
moves up and down. Now notice that as you move your hand away from
you or toward you, the pointer on the screen also seems to move away
from you or toward you. Finally, notice that you can also rotate the object
in your hand and the pointer on the screen will rotate as well, allowing

you to see other sides of the pointer.”
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Subjects are allowed to experiment with the pointer for a moment or two and then they are

instructed about the primary depth cuesin the system as follows.

“Now let me tell you more about the depth cues available in the visual
display. Thereis a perspective depth cue which is that objects get smaller
when they are farther away from you and larger when they are closer
to you. You'll notice that if you move the pointer away from you it gets
smaller and if you move it towards you it gets larger. There is also an
occlusion depth cue. Occlusion is what we call the situation that arises
when an object closer to you blocks your view of an object that is father
away. You will notice this if you move your pointer close to the station-
ary object on the screen. When the pointer is closer to you than the sta-
tionary object, the pointer blocks your view of the object and when the
pointer moves farther away, it eventually moves behind the other object

and blocks your view of the pointer.”

The stereoscopic and motion parallax cues, when present, are described as follows.

“In this mode the pointer should appear to move in space with a realistic
sense of depth. We call this stereoscopic viewing. To get a feeling for
how this mode works watch the pointer on the screen as you move it

towards you and away from you.”

“In this mode you will notice that movement of your head changes the
scene. As you move your head the view of the workspace is generated
based on the estimated position of your eyes and should represent what
you would see from that location if you were looking into a real environ-

ment.”
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After experimenting with the pointer and the viewing mode, the subject is asked if
he has any questions. These are typically answered aslong as the experimenter believesthe
answerswill not biasthe subject’ sperformancein any of the visual modes. Theexperimenter
then proceeds to train the subject to perform the task that he is required to perform in that
particular experiment. Task specific training is described in the training section for each

experiment.

3.7 Reaults

Each experiment was first screened for outliers. After outliers were removed the influence
of the independent variables upon each of the dependent measures was analyzed using are-
peated measures analysis of variance (ANOVA). Because of the number of factorsinvolved
in each of the analyses the ANOVA tables are large. The tables appear at the end of each
chapter so they are easier to find and to facilitate better page layout.

Homogeneity of variance is an important assumption that underlies the analysis of
variancetechniqueused to analyzethese and other experiments. Thetypica method of check-
ingif thisassumptionisvalidisto perform aplot of themodel residualsagainst the predicted
values. If thevarianceisrelatively homogeneous, then the plot appearsrelatively uniformas
predicted valuesincrease. If thevarianceisnot homogeneous, then the pl ot appearsto spread
out — indicating increasing variance — as the predicted values increase. A transformation of
the data (log or square root) can be performed if the residual plot does not appear uniform.
A second ANOVA can then be computed for the transformed data and used to make all sta-
tistical conclusions. Upon examination of the residuals, alog transformation was applied to
all the dependent measuresin al experiments.

A demonstration of this analysis appears in the Results section of the first experi-

ment. While this analysis was carried out for each of the dependent variablesin all of the
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experimentsit is only presented oncein full detail in Chapter 4.

Repeated measures ANOVA have an additional requirement of sphericity for the co-
variance matrix of the within subjectsterms (Howell [54]). Violation of thisassumption can
inflate the Type | error rate. Adjustments to the degrees of freedom developed by Green-
house and Geisser, and by Huynh and Feldt, can correct for violations of this assumption.
To account for the possihility of violations of the sphericity requirement, the Huynh-Feldt
adjusted degrees of freedom (Fyr) and probability are used in addition to the conventional
F and p values and the adjusted p value is used to test for significance. It should be noted
that when the numerator degrees of freedom is equal to one, no adjustment is necessary and

thus no correction factor is computed.

3.8 Discussion

The results section provides only the statistical analysis of the data that was gathered for the
experiment. Interpretation of thefindingsin theresults sectionisperformedinthediscussion
section for each experiment. The discussion section aso draws upon related research and
attempts to explain the possible causes of the observed results.

In a statistical sense aresult is only significant if the probability that the observed
data may be due to chance is less than some set threshold. However, in alogical sense, a
finding that a particular independent variable did not influence task performance in some
way is potentialy just as interesting. These issues are explored in the experiments where

certain independent variablesfailed to produce statistically significant results.
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3.9 Conclusion

The conclusion section highlights afew of the most important findings for each experiment.
Each of the experiments tended to produce a large number of significant results as well as
an interesting non-significant result or two. While all of these findings are important, afew
stand out because they can be more easily generalized to a broader class of tasks or be more

readily applied within the context of systems currently under development.
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Chapter 4

Experiment 1.

Point L ocation

The point location experiment was the first experiment to be carried out. Point location isa
3D task even though a pointer making use of six degrees of freedom was used. In the point
location task subjects have to match the position of the tip of a pointer to the position of
thetip of astationary target object. As one of the simplest possible tasks, the point location
experiment served as a means of determining a baseline against which the results of future

experiments could be compared.

4.1 Hypotheses

The experimental hypotheses of this experiment were that display mode (monoscopic ver-
sus stereoscopic), head-tracking mode (fixed viewpoint versus head-tracked viewpoint) and
target position (+10cm along one of the X, Y or Z from afixed starting location) have an ef-
fect upon performancein a 3D point location task. To evaluate the effect of the independent

variables upon the task several different dependent measures were gathered.
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Thefollowing six dependent measures were analyzed in this experiment: trial com-
pletion time, final position error, final position axis error, RMS error, RMS axis error and
path length. A detailed description of these measures appears in Section 3.1. RMS error is
the root mean square of the distance from the tip of the pointer to the closest point on the
ideal path. For thisexperiment, the ideal path used to compute the RM S error is considered
to be the straight line between the tip of the homing target and the tip of thetrial target.

For statistical testing, an « level of 0.05 was used to determine whether or not the

independent variables had a significant effect.

4.2 Participants

Subjects were recruited as specified in Chapter 3. One potential subject was excluded for

failing to have normal colour vision. Eight subjects were accepted into the experiment.

4.3 Equipment

The standard equipment specified earlier in Section 3.3 earlier wasused. The appearance of
most of the equipment can be seen in Figure 3.1. Figure 4.1 shows an image of the screen
from one of the trialsin this experiment.

The pointer and target had identical appearances. Both were tetrahedron-like, in
which the height (1.73cm) was twice the width (0.87cm). The differencein size along one
dimension allowed one vertex to be easily identified as the tip and the opposite face to be
identified as the base. The base was half intensity magenta and the other faceswere full in-
tensity red, blue and magenta. The shape of pointer can be seen in Figure 3.3. Notethat in
this experiment the front faces of the pointer and were a single solid colour as and not the

checkerboard shown in Figure 3.3.
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Figure 4.1: An image of the screen during a trial of the point location experiment.
The target is visible to the right with the virtual pointer located near the centre of the
image. The background of the screen was black. The background of the image has
been lightened to allow better reproduction.

The colours used for the pointer and target were sel ected to avoid green because the
decay rate of the green phosphor is slightly longer than a single frame time in the stereo-
scopic display, which results in bleeding between the images for each eye in the display,

thereby impeding subjects’ ability to correctly fuse the stereoscopic image.

4.4 Procedure

Subjectswererequired to perform a point location task inthree dimensions. Subjects manip-
ulated the pointer viathe Polhemusinput device using the dominant right hand. The middle
mouse button on the mouse held in the left hand was clicked to advance through the exper-

iment trials. A trial consisted of two phases, an initial homing phase in which the subject
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had to move the tip of the pointer to the tip of the homing target located at a fixed centre
point in the virtual environment and a targeting phase where the subject had to then move
the pointer to the tip of the trial target. During the homing phase, subjects received feed-
back in the form of ared box that appeared around the tip of the homing target when thetip
of the pointer was within 0.5cm of the homing target. When the red box appeared subjects
could click the middle mouse button using theleft hand to advanceto thetargeting phase; the
homing target wasremoved and thetrial target was displayed. Subjects could not advanceif
the homing tolerance was not met. No feedback regarding proximity was given during the
targeting phase. Subjects had to make their own determination of proximity using the vi-
sual cues available within the current experiment condition. Subjects clicked a second time
with the mouse when they were satisfied with their performance. The trial target was then
removed from the display and the position of the virtual pointer was frozen. After a short

delay the system re-enabled the virtual pointer and advanced to the next trial.

45 Design

The experimental design consisted of four within-subject independent variables: display
mode (2 levels, monoscopic or stereoscopic), head-tracking mode (2 levels, active or in-
active), target position (6 levels, 10cm from the centre point along the positive and negative
X, Y or Z axis) and block (4 levels, representing the successive blocks of trials within a par-
ticular session). For compatibility between the stereoscopic and monoscopic conditions, all
target positionsin the virtual environment were behind the plane of the screen. To mitigate
the effects of the apparatus, subjects wore the head tracker and stereo glassesin al condi-
tions even when head-tracking or stereo viewing were disabled. The receiver of the Polhe-
mus was encased in modeling material that was shaped and coloured similar to the pointer

in the virtual environment.
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An experiment session comprised one of the four combinations of display and head-
tracking modes. After each session, subjects completed a short questionnaire dealing only
with that session. Each subject performed four sessions, thereby covering al four combi-
nations of display and head-tracking modes. The combinations of display mode and head-
tracking mode were counterbalanced across subjects according to alatin square where each
condition was performed first, second, third or fourth an equal number of times. After the
final session, each subject completed alonger questionnaire about al the conditions.

Each subject completed four consecutive sessions, one for each display condition.
Each session was divided into five blocks, a training block followed by four experiment
blocks. Each experiment block contained 30 trials consisting of five repetitions of each tar-
get position presented in random order. The training block was an abbreviation of an exper-
iment block consisting of 15 trials. To minimize fatigue subjects were given a one minute
break after each block.

Each subject performed atotal of 480 experiment trials. Each subject spent approx-
imately 90 minutes performing the experiment, including time for breaks and time to com-

plete the questionnaires, but not including the time spent on the screening tasks.

4.6 Training

Task specific training was provided to subjects using the following script. Aswas the case
for the general training in the use of the pointer and the environment, the the script served

as abasisfor the experimenter, but was not read directly.

“Your task is to move your pointer from the starting point to the
ending point as quickly and as accurately as possible. The start-

ing point is located at the tip of the stationary object on the screen.
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Move your pointer to the starting point now. Notice that when the
tip of your pointer is close to the tip of the starting target a red box

appears around the tip of the target.”
[Experimenter waits while subject moves pointer to start target.]

“The red box must be present for you to be able to start a trial. To

start a trial click the middle mouse button with your left hand.”
[Experimenter waits for subject to click with the middle button.]

“The starting target has disappeared and another target has ap-
peared somewhere in the virtual environment. Move your pointer
to the target object so as to touch the tip of your pointer to the tip

of the target.”
[Experimenter waits for subject to move pointer to target.]
“Good.”

“When you are satisfied that your pointer is as close as possible to
the target, click the middle mouse button with your left hand. This
will end the trial. The orientation of the pointer with respect to the
target does not matter. You can have the pointer in any orientation
you choose. All that matters is that you get the tip of the pointer

as close as possible to the tip of the target.”

“Please try to perform the task as quickly and as accurately as

possible.”

“Do you have any questions?”
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The experimenter answered any questions that would not bias the subject’s perfor-
mance in any of the visual modes. Typical questions were, “Does the orientation of the
pointer matter?’ and “Does it matter what side of the pointer | have facing forward?’ The
answer to these questions was always, “No.”

No instruction as to what was fast enough, or what was accurate enough was given,
but the enforced accuracy requirement for the homing phase may have given subjects some
guidance. If subjects asked whether they were to favour speed over accuracy or vice-versa
they weretold that they would haveto decide for themselveshow quickly or accurately they
should perform the task.

The experimenter observed the subject during the training trials. When the training
trials were over the experimenter asked and answered any questions using the same guide-
line stated previously. The experimenter then told the subject that he would be on his own
during the actual trials. The experimenter then reminded the subject to perform the trials as
quickly and as accurately as possible, left the room and started the first experiment block.
The experimenter re-entered the room after each block to check on the subject and tell the
subject to rest his arm for at least one minute. After waiting for a minute the subject was
asked if he wasready to proceed. If the subject responded in the affirmative then the exper-

imenter left the room again and initiated the next experiment block.

4.7 Results

The dependent variables stated earlier were gathered for each trial. Acrossall eight subjects

atotal of 3840 individual trials were compl eted.
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Preliminary Screening

In an attempt to remove invalid trials, screening tests for outliers were performed. All tri-
alswith afinal position error greater than twice the largest target dimension (3.46¢cm) were
inspected. Thisyielded 21 trials (0.55%), which upon inspection revealed that most of the
error wasaongtheZ-axis. Becausethe Z-axisisthe most difficult to visualizeit was decided
that it would beinappropriateto removethesetrials. An attempt to screen out trialsbased on
movement time, on a per subject basis, using a technique from Jolicoeur et al. [60] yielded
28 potential outlier trials (0.73%), however, because subjects were not given any guidance
about how quickly to perform the task and because of the small humber of trials involved,
it was decided not to remove thesetrials either. Threetrialswere found to have atrial com-
pletion time under 0.5 seconds. Upon examination of logging data these trials were found
to have been ended accidentally by subjects and were eliminated. Lastly, all trialswith path
lengths over 100cm were examined. Thisyielded a single trial with a 156cm path length.
Upon examination of the video taped record of the session it was found that the subject pro-
ceeded to rub his nose during the trial using the hand that held the physical pointer. This
trial wasremoved. The remainder of the analysisis based upon the 3836 remaining trials.
Theexperimentisa 2 (display mode) x 2 (head tracking mode) x 6 (target position)
x 4 (session block) design with repeated measures on al factors. For the following analy-
sis, the repetitions of each target position performed by a subject within asingle block were
averaged together to yield asingle score. The result was a series of 768 measures, one for

each subject in each of the conditions.

Analysis of Residuals

The residuals for trial completion time vs. predicted values are plotted in Figure 4.2. The

plot shows how the spread of the residual sincreases asthe predicted valuesincrease. A log
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Figure 4.2: Predicted values vs. residuals for trial completion time.

transformation was thus performed on the data and the plot of the corresponding residuals
can be seen in Figure 4.3. In this plot the residuals appear more uniform and are indica-
tive of relatively homogeneous variance. Analysis of the residuals has been done for each
of the ANOVAS, and a log transformation applied in every case. The plots and a detailed
discussion are not included for the sake of brevity. It should be noted that whenever trans-
formed datais used, all statistical procedures make use of the transformed data even though

the non-transformed values are used in the interpretation of these results.

Degree of Freedom Adjustments

Repeated measures ANOVA have an additional requirement of sphericity for the covariance
matrix of the within subjects terms (Howell [54]). Violation of this assumption can inflate
the Type | error rate. Adjustmentsto the degrees of freedom developed by Greenhouse and
Geisser, and Huynh and Feldt, can correct for violations of this assumption. To account for

the possibility of violations of the sphericity requirement, the Huynh-Feldt (Fyr) adjusted
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Figure 4.3: Predicted values vs. residuals for log of trial completion time.

degrees of freedom and probability are used in addition to the conventional F and p values
and the adjusted p valueis used to test for significance. The ANOVA tables at the end of the
chapter provide both the conventional probahility value (conv. p), the adjusted probability
value (adj. p) and the the Huynh-Feldt epsilon value used to adjust the degrees of freedom
(H-F ¢). It should be noted that when the numerator degrees of freedom is equal to one, no

adjustment is necessary.

Trial Completion Time

The repeated measures ANOVA for the log of trial completion time indicates significant
main effects for display mode I'(1,7) = 152.83, p < 0.0001, target position Fyr(3.7,25.9)
=11.32, p < 0.0001, and block Fyr(3,21) = 7.97, p = 0.0010. Significant interaction ef-
fectswere found for display mode x target position Fyr(4.8,33.6) = 12.47, p < 0.0001 and
display mode x head-tracking mode x block Fyr(3,21) =8.39, p=0.0007. The remaining

independent variable of head-tracking mode and all other interactionswere not statistically
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Figure 4.4: Mean of trial completion time in seconds for each of the target positions
in both display modes.
significant (p > 0.05). Full results of the ANOVA can be seen in Table 4.18 at the end of
this chapter.

Thesignificant main effectsfor display mode and target position must beinterpreted
together in light of the significant display mode x target position interaction. Figure 4.4
shows the means for each display mode across the target positions. Post hoc analysis using

Tukey’sWSD procedure for the interaction reveals that changesin the pattern of trial com-

Target Position | Mono  Stereo |

x-left 4.35 3.33
x-right 453 343
y-bottom 5.19 3.80
y-top 4.79 3.49
z-far 5.46 3.95
Z-near 5.70 3.39
Overall 5.00 357

Table 4.1: Mean trial completion times in seconds for each target position in the two
display modes.
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\ | x-left  x-right y-bottom t-top zfar z-near

x-left B B M
x-right M B M
y-bottom B
y-top B M
z-far

Z-near S

Table 4.2: Pairwise contrasts using Tukey’'s WSD between target positions in the
monoscopic and stereoscopic display modes. B indicates that the target positions
are significantly different in both display modes, M indicates that the target posi-
tions were significantly different only in the monoscopic display mode and S indi-
cates a significant difference between target positions only in the stereoscopic dis-
play mode.

pletion timefor two of the targetsisresponsible. The z-near target changes from having the
slowest performance in the monoscopic condition to having the second fastest performance
in the stereoscopic condition, and the bottom target changes from being significantly slower
than the target to the right to no longer being different from that target. Table 4.1 showsthe
cell means for each target position in both display modes. Table 4.2 shows the details of all
the pairwise contrasts between target position for the stereoscopic and monoscopic condi-
tions.

The significant main effect for block must be interpreted in light of the significant
display mode x head-tracking x block interaction. Figure 4.5 shows the mean trial com-
pletion time for each display and head-tracking mode combination across the four session
blocks. In the monoscopic display mode, head-tracking appears to provide a slight benefit
over thefixed viewpoint in the early blocks that disappearsin thelater blocks. In the stereo-

scopic display mode, head-tracking appearsto hinder the early blocks when compared with

the fixed viewpoint condition, but this differenceis minimized in the later blocks.
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Figure 4.5: Plot of the mean trial completion time (seconds) vs. block for the display
and head-tracking modes.

Final Position Error

The repeated measures ANOVA for log of final position error found a significant main effect
for target position Fyr(4.0,28.0) = 5.27, p = 0.0028. A significant interaction effect was
found for head-tracking mode x block Fpr(3.0,20.8) = 6.03, p = 0.0041. Table 4.19 at the
end of this chapter provides the full results of the ANOVA for final position error.

Table 4.3 shows the final position error for each of the target positions. It is fairly

clear that performancein the z-far target position is different from the other target positions.

Position | Error |
x-left 0.34
x-right 0.35
y-bottom | 0.33

y-top 0.35
z-far 0.43
Z-near 0.35

Table 4.3: Mean of final position error in centimetres for each of the target positions.
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Figure 4.6: Plot of the mean final position error in centimetres vs. block for both
head-tracking modes.

Table 4.4 provides the mean final position error for each of the blocks in both head track-
ing modesand Figure4.6 illustratesthe rel ationship between head-tracking mode and block.
Final position error remainsrel atively constant across blocksin the non-head-tracked condi-
tions. Inthe head-tracked conditionsfinal position error starts out higher in theinitial phases

and then dropsto the same level as the non-head-tracked condition in the later blocks.

Final Position AxisError

A more detailed analysis of the positioning error can be obtained by considering the axis

as an additional factor and performing afive factor ANOVA on the data. This ANOVA re-

| Head-trackingmode | B1 B2 B3 B4|

fixed 034 032 037 033
head-tracked 048 038 033 031

Table 4.4: Mean of final position error for both head-tracking modes in each of the
four session blocks.
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veadls significant main effects for target position Fyr(4.3,30.1) = 7.90, p = 0.0001 and for
axis Fyr(2,14) = 27.99, p < 0.0001. Significant two-way interactions werefound for head-
tracking mode x block Fppr(3.0,21.0) = 4.75, p = 0.0111, display x axis Fpr(2.0,14.0) =
10.58, p = 0.0016, head-tracking mode x axis Fpr(1.8,12.5) = 4.25, p = 0.0430, target po-
sition x axis Fyp(6.0,42.0) = 3.88, p = 0.0036 and block x axis Fyr(6.0,42.0)=3.35,p=
0.0086. A single significant three-way interaction of head-tracking mode x target position
x axis Fyr(10.0,70.0) = 2.70, p = 0.0074 was also found. Full results of the ANOVA can
be found in Table 4.20 at the end of this chapter.
Interpretation of these significant effects can bedividedinto thefollowingfour groups

where each group accounts for any significant effects wholly contained within that group.

head-tracking mode x target position x axis

head-tracking mode x block

display mode x axis
e block x axis

Table 4.5 shows the mean final position axis error broken down by head-tracking
mode and block. Thisis different from the final position error in that final position error
represents the Euclidean distance between the pointer and the target, whereas the mean of
the final position axis errors is the simple arithmetic mean of the final position axis error
components. The mean of the final position axis errors remain fairly stable across the four
blocksin the fixed viewpoint condition. In the head-tracked condition the mean of thefinal
position axis error starts out higher in the first block and drops below the fixed viewpoint
condition in the third and fourth blocks.

Table 4.6 shows the final position axis component errorsin the two display modes.

The source of the display mode x axisinteractionisaresult of thedropinfinal position axis
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\ Block \ Fixed Head-tracked \

1 0.17 021
2 0.16 0.17
3 0.18 0.16
4 0.16 0.15

Table 4.5: Mean component axis error in centimetres for the two head-tracking
modes across the blocks of the experiment averaged over the other conditions.

error along the Z-axis between the monoscopic and stereoscopic display modes.

\ Axis\ Mono Stereo \

X 0.13 0.16
Y 011 011
z 0.32 0.20

Table 4.6: Mean error in cm along the X, Y and Z axes in the two display modes
averaged over the other conditions.

Table 4.7 shows the axis component errors in each of the blocks. The source of the
block x axis interaction stands out clearly. The Z-axis error improves from the first to the

fourth block while the X- and Y-axis errors hardly vary at al.

|Axis| B1 B2 B3 B4]
X [014 014 015 014
Y |01 011 o1 011
Z |032 025 025 021

Table 4.7: Mean error in centimetres along the X, Y and Z axes across the four
blocks of the experiment averaged over the other conditions.

Finally, Table 4.8 shows the mean error along the X, Y and Z axes broken down by
target position and head-tracking mode. The clear overal trend isfor the Z-axis error to be
larger thanthe X - and Y-axiserrors. Thesourceof theinteraction effect isthelarge changein
Z-axiserror for the z-near and z-far targets between the non head-tracked and head-tracked

modes.
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Fixed Head-Tracked
Pos. X Y Z X Y Z
left 019 010 0.20| 015 0.10 0.24
right 015 010 025|012 012 0.27
top 014 0413 022|011 011 0.25
bottom | 0.16 0.11 024|012 0.11 0.26
z-near | 012 0.09 019|012 011 0.33
far 0.17 013 029|014 012 0.36

Table 4.8: Mean error in centimetres along the X, Y and Z axes for each of the target

positions in both head-tracking modes.

Path Length

A repeated measures ANOVA for the log of the path length found significant main effects
for display mode F(1,7) = 44.17, p = 0.0003 and target position Fyr(4.0,27.7) = 5.62, p
= 0.0020. A single significant two-way display mode x block interaction Fyr(3.0,21.0) =

6.28, p = 0.0033 was also found. Full results of the ANOVA are givenin Table 4.21 at the

end of the chapter.

Table 4.9: Mean path length in centimetres for each of the target positions.

Table 4.10: Mean path length in centimetres during each block in the two display

modes.

Position | Length |

x-left
x-right

y-top
z-far
Z-near

y-bottom

16.78
18.65
19.37
19.95
17.89
17.38

| Block | Mono  Stereo |
1 1992 17.88
2 1934 17.08
3 2047 16.33
4 19.73 15.93
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Theaveragepath length in the stereoscopic display modewas 16.81cm, significantly
shorter than the average path length of 19.86cm in the monoscopic mode. Table 4.9 shows
the average path length for each of the target positions. The path length for the target to the
left is shortest, the paths to the top and bottom targets are longest and the pathsto the z-near
and z-far targets fall in the middle. Table 4.10 shows the mean path length for each of the
blocks of the experiment in the two display modes. The interaction effect is observablein
the progressive reduction in path length for the stereoscopic display mode, while the path

length remains relatively unchanged in the monoscopic display mode.

RMSError

The ANOVA for RM S error of the the movement of the pointer reveal ed significant main ef-
fectsfor display mode F(1,7) = 16.73, p=0.0046 and target position Fyr(4.4,30.8) =10.39,
p < 0.0001 aswell asasingle two-way display mode x position interaction Fyr(3.6,25.2)
=3.22, p=0.0328. Theresults of the ANOVA for RMS error can befound in Table 4.22 at
the end of the chapter.

Figure4.7 illustratesthe effects of target position and display mode upon RMSerror.
Overall the stereoscopic display mode hasless error than the monoscopic display mode. The
interaction effect is visible as the difference between the gap for the z-near and z-far target

positions vs. the gap for the other target positions.

RMSAXxisError

As for final position error, the RMS error along the entire movement can be examined in
terms of X, Y and Z components. Once again a five factor ANOVA was performed as for
position error. Full results of this ANOVA are given in Table 4.23. Significant main effects

were found for display mode F(1,7) = 7.53, p = 0.0287, target position Fyr(4.6,32.2) =
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Figure 4.7: Plot of RMS error in centimetres for each of the target positions in both

display modes.

10.78, p < 0.0001 and axis Fyr(1.8,12.6) = 47.69, p < 0.0001. Four significant two-way
interactionswerefound for display mode x block Fyr(2.1,14.7) = 3.78, p=0.0457, display
mode x axis Fpr(1.7,12.0) = 4.63, p = 0.0365, target position x axis Fyr(3.5,24.5) =
33.86, p < 0.0001 and block x axis Fyr(5.2,36.1) = 5.08, p = 0.0012. One significant

four-way interaction was found for display mode x head-tracking mode x block x axis

Fur(6,42) = 2.62, p = 0.0300.

Target Position

|[Pos. | X Y Z
left 0.12 0.40 0.89
right 0.38 042 1.09
top 042 014 133
bottom | 042 0.35 1.43
z-near | 044 056 0.36
far 045 050 052

Table 4.11: Mean of RMS error in centimetres along the X, Y and Z axes across all

target positions.
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Figure 4.8: Plot of the mean RMS axis error in centimetres vs. target position for
each of the axes.

Due to the significant target position x axis interaction, the effect of axis must be
consideredin conjunction with the effect for target position. Table4.11 givesthe RM S error
alongtheX,Y and Z axesacrossall target positionsand Figure 4.8 illustratestherel ationship
between these variables. The significant interaction isthe product of three factors. First, the
RMS error along the X-axisisrelatively stable except for the left target position whereit is
much lower than the other cases. Second, the Y RMS error is relatively stable except for
the bottom target position where it is much lower than the other positions. Third, the RMS
error along the Z-axisislower in the z-near and z-far target positionsthan in the other target

positions.

| Display mode | X Y Z |
mono 041 041 112
stereo 0.33 038 0.75

Table 4.12: Mean of RMS error in centimetres along the X, Y and Z axes for both
display modes.
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The effects of display mode and axis are considered together because of the signifi-
cant interaction between these two factors. Table 4.12 shows the mean RM S error between
the stereoscopic and monoscopic display modes acrossthe X, Y and Z axes. The interaction
liesin the large effect that display mode has upon reducing the RMS error along the Z-axis

in conjunction with the minimal effect in reducing the RMS error along the X and Y axes.

Questionnaires

At the end of each session subjects were required to answer four questions: two about task
difficulty and two about the target positions. The two questions dealing with task difficulty
were answered on a5 point scalewhere1is*easy” and 5is“hard.” Thefirst question asked
subjectsto ratethe difficulty of determining thetarget position and the second question asked
subjectsto rate the difficulty of matching thetarget position. Thetwo questionsdealing with
target positions asked subjects to indicate whether they found any target positions easier or
harder to matchand if so, which ones. A copy of the post-session questionnaire can befound
in Appendix A.3.

At the end of the experiment subjects were asked to score all the display and head-
tracking mode combinationsaccording to task difficulty and ease of use. Subjectswerealso
asked to rank the display mode and head-tracking mode combinationsin order of their pref-
erencefor the mode, the ease of use of the mode and their performance in the mode. A copy
of the post-experiment questionnaire can be found in Appendix A.7.

In both the post-session and post-experiment questions, subjects clearly found the
stereoscopi ¢ condition to be easier than the monoscopic condition, but did not indicate much
difference between the head-tracked and non-head-tracked conditions. A summary of sub-
jects’ responses to the questions about the display mode and head-tracking combination is

givenin Table4.13. Subject’ sresponsesregarding which targetswere easier and which were
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Fixed Head-tracked
Question Mono | Stereo | Mono | Stereo | Friedman | p
Determine position | 3.0 19 3.1 20 | 7.09 0.07
Match position 3.1 13 25 18 | 9.86 0.02
Task difficulty 33 18 35 19 |84 0.04
Mode usefulness 3.8 15 3.6 19 |1871 < 0.001

Table 4.13: Means of subjects’ responses to the subjective questions regarding dis-
play mode and head tracking mode conditions. The first two questions were an-
swered immediately after a particular condition, and the last two questions were an-
swered after all conditions had been completed. All questions were answered on a
scale of 1 to 5 where 1 indicated easy or useful and 5 indicated hard or not useful.

Easer

Fixed Head-tracked

Response | Mono | Stereo | Mono | Stereo
None 2 1 1 0
Z-Near 3 5 2 5
Far 0 0 0 0
XY axes 2 3 3 2
X-axis 2 0 1 0
Z-axis 0 0 0 1

Other left

Table 4.14: Summary of subjects’ responses indicating which targets were easier
across the head-tracking and display mode conditions. Column totals do not always
add to eight because some subjects indicated multiple target positions. The row for
other indicates a response given only once.

harder were coded by the experimenter into one of the target positions, target axes or com-
binations. In broad terms, subjects generally found the z-near targets and the X and Y axes
to be easier and the z-far targets and the Z-axis to be harder across al display mode and
head-tracking conditions. Subjects’ coded responses are summarized in Table 4.14 and Ta-
ble 4.15.

Figure 4.9 provides summaries of the rankingsindicated by subjectsfor the various

visual feedback modes according to their preference, ease of use and performance.
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Harder

Fixed Head-tracked

Response | Mono | Stereo | Mono | Stereo
None 2 3 0 2
Z-Near 0 0 1 0
Far 5 5 4 4
XY axes 0 0 0 0
X-axis 1 0 0 1
Z-axis 0 0 3 1

Other Top Y-axis

Table 4.15: Summary of subjects’ responses indicating which targets were harder
across the head-tracking and display mode conditions. Column totals do not always
add to eight because some subjects indicated multiple target positions. The row for
other indicates a response given only once.
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Figure 4.9: Rankings of subjects’ preference, perceived ease of use and perceived
performance for each of the viewing conditions. The height of a bar indicates the
number of times a particular rank was assigned by a subject.
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4.8 Discussion

The Results section showed that many of the independent variables had significant effects
upon the dependent measures. These effects, their potential causes and their relationship to

other work in the literature are explored in this section.

4.8.1 Speed
Stereoscopic viewing was faster than monoscopic viewing

The results for trial completion time clearly show a significant overall effect for display
mode, with stereoscopic viewing superior to monoscopic viewing across all other condi-

tions.

Trial completion time varied acrosstarget positions

Theresults also show asignificant effect for target position in conjunction with a significant
target position x display mode interaction indicating that the pattern of differences across
target positionsvaries between display modes. The most noteworthy variationisthereversal
for trial completiontimefor the z-near target position, from being slowest in the monoscopic
condition to being comparable to the X-axis in the stereoscopic condition. Thisfinding is
somewhat surprising in light of work by Zhai [110], however, his studies did not consider
the direction along each axis separately. Table 4.16 shows the normalized performance for
each target position in the stereoscopic and monoscopic conditions.

Takemura et al. [93] had subjects perform a volume location task (1cm and 2cm
cubes) using a field-sequential stereo display and alarge number of target locations. They
found no significant differences between any of the target positions. It may be that the re-

duced accuracy requirement of the volume location task resulted in a reduced sensitivity to
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position differences.

Wareand Balakrishnan [ 102] had subjects performavolumelocation task (1cm cube)
with targets to the left or behind the starting location of the pointer, using a head-tracked
field-sequential stereo display. They found performance aong the Z-axis to be 10% slower

than performance aong the X-axis.

Head-tracking had almost no influence

Theresultsfor trial completion time show no significant main effect for head-tracking. The
only place where head-tracking had any effect upon trial completion time is in the head-
tracking x display mode x block interaction. Upon inspection of the results it appears that
in the stereoscopic display mode head-tracking appears to have degraded performance in

three of the four blocks for this experiment condition.

4.8.2 Accuracy

Far target position had the largest position error

Theresultsfor final position error showed a significantly larger error for the z-far target po-

sition as compared with the other target positions. This may be aresult of the differencein

Target position | Mono  Stereo
x-left 1.22 0.93
x-right 127 0.96
y-bottom 145 1.06
y-top 134 0.98
z-far 1.53 11
Z-near 1.60 0.95
Overall 1.40 1.00

Table 4.16: Normalized trial completion time for each target position in the two display
modes. Times have been normalized by dividing by the overall mean trial completion time
for the stereo condition.
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visual size of the target in the different positions due to perspective projection. Relative to
the targets on the X and Y axes, the z-near target is bigger on the display and the z-far tar-
get issmaller on the display. In addition, as objects get farther away from the viewer, each
individual pixel on the surface of the screen, represents a progressively larger area on the
surface of the object. Subjects may have employed a pragmatic strategy of attempting to
match the target position within a certain number of pixels. Thiswould lead directly to an
increasein error as measured in the physical workspace as any given pixel error represents

alarger physical error asthe target gets farther from the subject’ sviewpoint.

Head-tracking increased position error in early blocks

The head-tracking x block interaction showsthat during the early blocks head-tracking sig-
nificantly increased the final position error, but this effect disappears in the later blocks.
There are afew possible explanations for this result. Subjects may have tired of the head-
tracker after the first block or two and stopped making use of it. Alternately, subjects may
have learned how to make use of the visual feedback afforded to them in the head-tracked
mode and were able to reduce their error over time. However, as the improvement only al-
lowed subjects to achieve the same level of performance asin the non head-tracked mode,

the first explanation seems more plausible.

Considerationsfor head-tracking

Head-tracking used in conjunction with a stationary monitor is sometimes referred to as
“Fish-tank Virtual Reality.” Aninherent property of thisviewing model isthat parallax shifts
areinducedin any pointsnot located onthe Z = 0 plane. You cansimulatethiseffect yoursel f
by looking at a distant object through awindow and touching the projection of the object at

the window’ s surface. If you then move your head left or right you will notice that the pro-
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jection of the abject does not stay in the same place, but moves with respect to your finger.

Sollenberger & Milgram [89] studied the ability of subjects to identify the visual
network to which a specified point belonged in monoscopic and stereoscopic displays, with
and without rotation of the network. They found that stereoscopic viewing and rotation im-
proved performance both individually and in combination.

Arthur et a. [6] studied the same task, using monoscopic and stereoscopic displays
with and without head-tracking. The motion parallax induced via head-tracking is similar
to the effect of rotation. They found that the head-coupl ed stereoscopic moderesulted inthe
shortest response time and lowest error rate.

Thelack of any significant effect (other than theinteraction discussed above) involv-
ing head trackingisinteresting. Inthestudy by Arthur et al. [6] head movement wasthe only
body movement required in theinteraction task. | was unable to find many other studies that
considered head-tracking within an interactive task other than the study by Ware and Bal-
akrishnan [102]. Unfortunately, their study was primarily concerned with lag and framerate
and did not contrast fixed versus head-tracked viewpoints.

In this experiment, subjects had to co-ordinate any head movement used to obtain
better visual information about the 3D environment with hand and arm movements used to
performthe primary point location task. It may bethat head movement wasusedintheinitial
phases of a monoscopic session to improvethe discovery of target positions, but once those
positions were known, head movement was no longer used because it interfered with the
positioning task. A study where target position is allowed to vary more widely might be
able to determineif thisisindeed the case.

Itisalso possible that the mechanical nature of the ADL-1 head tracker discouraged
head motion. The ADL-1 moves freely within its working volume, but the apparatus adds

asmall amount of inertiato head movements. While the ADL-1 is much less massive than
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most immersive virtual reality helmets, a device with less inertia might better afford head
motion. If it isthe case that the ADL-1 was somewhat restrictive of head motion, then it ap-
pears that the task demands were not sufficient to compel subjects to overcome this restric-
tion. The ADL-1 is the same device used in the study by Arthur et al. [6] where a benefit

was found for head-tracking.

Position error waslargest along the Z-axis

Theresultsof the analysisof final position axiserror paintsacomplex picture. Itisclear and
not unexpected that the amount of error varies acrossthe axes. Positionsaongthe X and Y
axesare fairly easy to visualize, but positions along the Z-axis are much more difficult. For
both display modes the largest error is found in the Z-axis. Stereoscopic viewing is most
influentia in reducing the amount of Z-axis error. Thisis consistent with the findings of

other researchers such as Zhai[111] and Massimino [65].

X-axiserror was slightly higher in the stereoscopic display mode

Whilethe error along the Y-axisis stable between display modes, the error along the X-axis
isincreased in the stereoscopic condition. This contrasts with the findings of Zhai [111]
where error along the Y-axis was slightly worse than error along the X-axis. It should be
noted that Zhai’ sstudy involved adifferent task (pursuit tracking), differentinput controllers
(isometric rate and elastic rate), and only investigated a single display mode (stereoscopic).
Furthermore, the stereoscopic display technique resultsin aloss of visual resolution along
the Y-axis (but not along the X-axis) which could interfere with task performance. Addi-

tional work isclearly required in this areato shed more light on this finding.
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Z-axiserror wasreduced across blocks

Thesignificant effectsfor display, axisand display x axisshow that the stereoscopic display
mode significantly reduces the Z-axis error, but has no effect upon the X- and Y-axis errors.
The significant block, axis and block x axisinteraction show that over blocks subjects Z-
axiserror was reduced, but X- and Y-axiserror remained unchanged. This may indicate that
subjectsare operating at closeto their optimal ability for the X and Y axesfrom the outset of
the experiment. Further studiesshould investigate means of reducing Z-axiserror as quickly

aspossible.

Head-tracking interfered with Z-axis position error reduction

The significant display mode x block and display mode x head-tracking mode x block x
axisinteraction showsthat in both head-tracked and fixed viewpoint stereo modes, the Z-axis
position error isreduced fromthefirst block to thelast block, although the Z-axis position er-
ror is consistently higher in the head-tracked mode. The two monascopic conditions do not
exhibit this steady reduction, but instead exhibit much more variability across blocks. This
may indicatethat subjectswereunableto make effective use of the head-tracker in the mono-
scopic mode. Even though the head-tracker was not beneficial in the stereoscopic mode it

did not interfere with subjects’ ability to steadily reduce their Z-axis error.

Head-trackingincreased Z-axiserror for Z-axistargets

Themain effectsfor target position and axisin conjunction with the two-way target position
x axis and head-tracking mode x axis interactions and three-way target position x head-
tracking mode x axisinteraction must be considered together. In doing so it becomes appar-
ent that across both display modes, the largest detrimental effect of head-tracking was upon

the Z-axis error for the z-near and z-far target positions in the head-tracked conditions.
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Z-axistargetshad the lowest RMSerror

Display mode and target position have ajoint effect upon RMS error. Thereisaclear differ-
encein the RMS error between display modes for the target positions along either the X or
Y axes. Thisdifference becomes non-significant in the two Z-axistarget positions. Thisre-
sult and the result for path length reveal that there are some elements of the task that benefit
fromthe Z-axisrather than being hindered by it. Itisimportant to notethat in thistask, RMS
error is being computed against the straight line path from the start position to the target po-
sition. This causesthe metric itself to be somewhat forgiving along the axis upon which the
path islocated. Soin the case of straight lines, path length and path error can be reduced by

arranging targets along the Z-axisif one is willing to accept more end point error.

RMSerror revealed weaknessfor certain target positions

To obtain adetailed view of how the actual movement varied from the optimal movement,
RMSerror along the X, Y and Z axeswasinvestigated. There were many significant effects
and interactions, making it somewhat difficult to draw conclusions. However, afew things
did stand out.

The effects for axis, position and axis x position upon RMS error indicate that the
left target had the smallest X -axiserror, thetop position had the smallest Y-axiserror and the
z-near and z-far targets had the smallest Z-axis errors. However, thisis not too surprising
given the nature of the task and how X, Y and Z errors with respect to the optimal path are
computed. What issurprising is that the X-axis error for the right target and the Y-axis error
for the bottom target are comparableto the errorsalong other axes. Rather than pointing out
the advantage of certain positions, this result reinforces the weakness of certain positions,
in particular theright target and the bottom target. Thetwo Y-axistargets exhibit the largest

Z-axis errors indicating that these positions seem to make Z-axis control more difficult.
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Pos. \Timemono Time stereo Path\

x-left 1 1 1
x-right 2 3 4
y-bottom 4 5 5
y-top 3 4 6
z-far 5 6 3
Z-near 6 2 2

Table 4.17: Rank ordering of trial completion time (in both display modes) and path
length.

4.8.3 Conciseness
Stereoscopic viewing produced a reduction in path length over blocks

Intermsof the overall path length, stereoscopic viewing was significantly better than mono-
scopic viewing. When the display mode x block interaction is examined it becomes evident
that thereisablock to block improvement in path length for stereo viewing, but monoscopic

viewing is mostly unchanged across the blocks.

Z-axistargetshad short path lengths but long trial completion times

The effect of target position upon path length isinteresting, especially when compared with
the effects of target position upon trial completion time. The movement path to the | eft tar-
get was shortest and is consistent with trial completion time in that it was also the fastest.
However, the z-near and z-far targets have relatively short movement pathsin contrast to
their trial completion times that were generally high. The longest paths belong to the top
and bottom target positions. Table 4.17 compares the rankings of trial completion time and

path length for the target positions.
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Considerationsfor path length

Zhai [112] has recently suggested the use of the ratio of total movement to shortest possi-
ble movement as a measure of the coordination of the movement. In this sense the most
coordinated movement will be the one with values approaching 1.0 and less coordinated
movementswill havelarger values. The basic ideaisthat simultaneous movement along all
three axes will minimize the total path length. Non-simultaneous movement along the axes
will increasethetotal path length. Unfortunately, this may not provide sufficient insight into

where any strengths or weaknesseslie.

484 Fdicity

The subjective responses made by subjectsregarding the effectiveness of the display modes
and head-tracking modesisclearly inlinewith their measured performance. Subjectsfound
the stereoscopic condition easier and more useful than the monoscopi ¢ condition, whilethey

found little difference between the head-tracked and non-head-tracked conditions.

Subjectsfelt the near target waseasier even when measured performanceindicated it

was har der

When required to specify which target positionswere easier or harder to match, subject’sre-
sponseswere generally consistent with measured performance, but therewere afew surpris-
ing exceptions. Some subject’s found the z-near target to be easier in both the stereoscopic
and monoscopic display modes and seldom singled it out asbeing harder. Thisis consistent
withtheir performancein the stereoscopic condition, but contrasts sharply with performance
in the monoscopic condition where the z-near target was the most difficult.

The match or mismatch between actual measured performance and subjective per-

ceptions is important. When subjects perceive a task to be more difficult they may avoid
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the task, or they may expend more effort on the task if they are trying to meet some speed
or accuracy requirement. If the task is considered to be less difficult, subjects might show a
preferencefor thetask, or they might feel that lessattentionisrequired to meet aspeed or ac-
curacy reguirement. Ininteractivetasksit may be moreimportant to focus on potential mis-
matches between performance and perception than simply trying to improve performance.
This experiment has shown that a potential mismatch between performance and perception
exists in a 3D point location task. Further investigation is required to determine whether

such amismatch is significant and if it has an adverse effect upon performance.

49 Conclusions

The purpose of this experiment was to determine what effect, if any, stereoscopic viewing,
head-tracking and target position would have on performance in a point location task. As
expected we found that stereoscopic viewing is superior to monoscopic viewing. No sig-
nificant main effect was found for head-tracking, but there were several situationsin which
head-tracking interacted with some other variable. These casestended to indicate that head-
tracking resulted in somewhat poorer performance, generally through increased error or re-
duced skill improvement over time. These findings for head-tracking stand in contrast to
other studies that made use of head-tracking where it was found to provide significant ben-
efit to subjects. Thisindicates that the benefit of head-tracking should not be considered a
foregone conclusion and raises many opportunities for further study. Some of the possible
guestions include: Was head-tracking detrimental because of the mechanical nature of the
device used? Were there insufficient cues in the environment from which to obtain depth
information via motion parallax?

Performance was found to vary across target positions both in terms of the time to

completethetrial, final position error, final position axis error, path length, total RM S error
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and axis RMS error. In fact, target position was the only independent variable that had a
significant effect upon every dependent measure that was used. It should be clear that the
position of the target in the workspace had a significant influence upon subjects’ ability to
perform the task. When all the dependent measures are considered, it is clear that no single
target position offered the best or worst of everything. Nonetheless, the target to the left
had good performance along many of the measures used, and the bottom target had poor
performancea ong many of themeasures. Interestingly, the z-near and far targetshad shorter
path lengths and tended to minimize the RM S error across al three axes.

Thedifferencein error acrossaxesisnot initself that surprising or interesting. How-
ever, when combined with other independent variables, it is possible to see how different
target positions or display modes influence error levels. One of the most interesting results
isthe detrimental effect that head-tracking has, either increasing Z-axiserror in some cases,
or inhibiting improvement in others.

Finally, we found that while subjective perceptions of the effectiveness of the dif-
ferent display conditions matched objective performance measures, perceptions of the ease
and/or difficulty associated with different target positions did not always match objective

per formance measures.

114



Source SS  df MS F  conv. p adj.p H-Fe
display 20.069 1 20.069 152.83 <« 0.0001

Error 0.919 7 0131

head-track 0.419 1 0419 0.33 0.5820

Error 8.801 7 1257

dxh 0.911 1 0911 2.59 0.1516

Error 2.463 7 0352

position 3.613 5 0723 1132 < 00001 <« 0.0001 0.74
Error 2235 35 0.064

dxp 1.332 5 0266 1247 < 0.0001 <« 0.0001 0.96
Error 0747 35 0021

hxp 0.019 5 0.004 0.18 0.9689 0.9534 084
Error 0745 35 0021

dxhxp 0.117 5 0.023 1.01 0.4262 0.4156  0.73
Error 0811 35 0.023

block 1.299 3 0433 7.97 0.0010 0.0010 1.00
Error 1.141 21 0.054

dxb 0.219 3 0073 2.52 0.0855 0.0938 0.90
Error 0608 21 0.029

hxb 0.075 3 0025 0.74 0.5419 0.5419 1.00
Error 0716 21 0.034

dxhxb 0.366 3 0122 8.39 0.0007 0.0007 1.00
Error 0305 21 0.015

pxb 0272 15 0.018 1.40 0.1609 0.1627 0.98
Error 1.358 105 0.013

dxpxb 0214 15 0.014 1.19 0.2935 0.3031 0.84
Error 1.264 105 0.012

hxpxb 0185 15 0.012 0.85 0.6215 0.6067 0.86
Error 1526 105 0.015

dxhxpxb 0229 15 0.015 0.99 0.4762 0.4687 0.77
Error 1.625 105 0.015

Total 84.468

Table 4.18: Experiment 1 - Repeated measures ANOVA table for log trial completion
time.
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Source SS  df MS F conv.p adj.p H-Fe
display 2.341 1 2341 122 0.3063

Error 13.456 7 1922

head-track 0.156 1 0156 0.09 0.7709

Error 11.919 7 1.703

dxh 0.059 1 0059 0.06 0.8166

Error 7.154 7 1.022

position 5.579 5 1116 527 0.0010 0.0028 0.80
Error 7415 35 0212

dxp 0.511 5 0102 068 06392 0.6305 0.94
Error 5231 35 0.149

hxp 0.786 5 0157 221 0.0753 0.0808 0.93
Error 2488 35 0.071

dxhxp 0.367 5 0.073 057 07235 0.7235 1.00
Error 4522 35 0.129

block 1.069 3 035 206 01357 01432 091
Error 3626 21 0173

dxb 0.166 3 0055 029 0828 0.828 1.00
Error 3949 21 0.188

hxb 2.633 3 0.878 6.03 00040 0.0041 0.99
Error 3.055 21 0145

dxhxb 0.473 3 0158 095 04336 04109 0.68
Error 3477 21 0.166

pxb 1358 15 0.091 111 03554 03554 1.00
Error 8551 105 0.081

dxpxb 1.042 15 0.069 0.82 0.6503 0.6069 0.66
Error 8864 105 0.084

hxpxb 1447 15 0.096 132 0.2020 0.2020 1.00
Error 7661 105 0.073

dxhxpxb 1669 15 0111 156 0.0977 0.1274 0.74
Error 7485 105 0.071

Total 142.679

Table 4.19: Experiment 1 — Repeated measures ANOVA for log of final position er-
ror.
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Source SS  df MS F conv.p adj.p H-Fe
display 0.174 1 0174 004 0.8504

Error 31.735 7 4534

head-track 0.018 1 0018 0.01 0.9398

Error 20.422 7 2917

dxh 0.250 1 0250 0.21 0.6609

Error 8.334 7 1191

position 18.112 5 3622 790 < 00001 0.0001 0.86
Error 16.043 35 0.458

dxp 1.381 5 0276 1.08 0.3889 0.3889 1.00
Error 8958 35 0.256

hxp 1.987 5 0397 222 0.0744 0.0899 0.83
Error 6.273 35 0.179

dxhxp 0.580 5 0116 0.35 0.8780 0.8780 1.00
Error 11553 35 0.330

block 0.714 3 0238 0.59 0.6307 0.6280 0.98
Error 8525 21 0.406

dxb 0.142 3 0047 0.13 0.9402 0.9402 1.00
Error 7576 21 0.361

hxb 3.397 3 1132 475 0.01112 0.01112 1.00
Error 5002 21 0.238

dxhxb 1.362 3 0454 1.77 0.1839 0.1945 0.84
Error 5390 21 0.257

pxb 1578 15 0.105 0.62 0.8517 0.8517 1.00
Error 17.777 105 0.169

dxpxb 2120 15 0.141 0.80 0.6730 0.6435 0.77
Error 18501 105 0.176

hxpxb 2779 15 0185 1.25 0.2461 0.2461 1.00
Error 15536 105 0.148

dxhxpxb 3383 15 0.226 1.66 0.0703 0.0829 0.87
Error 14.253 105 0.136

Table 4.20: Experiment 1 — Repeated measures ANOVA for log of final position error
along axes (continued on next page).
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Source SS  df MS F  conv.p adj.p H-Fe
axis 211.819 2 105909 2799 <« 00001 <«<0.0001 1.00
Error 52977 14 3.784

dxa 25.900 2 12950 1058 0.0016 0.0016  1.00
Error 17130 14 1.224

hxa 11.740 2 5,870 4.25 0.0361 0.0430 0.89
Error 19337 14 1.381

dxhxa 0.910 2 0.455 0.66 0.5305 0.5305 1.00
Error 9602 14 0.686

pxa 11918 10 1192 388 0.0003 0.0036 0.60
Error 21489 70 0.307

dxpxa 2307 10 0231 104 0.4239 04221 0.85
Error 15.604 70 0.223

hxpxa 4151 10 0415 270 0.0074 0.0074  1.00
Error 10.760 70 0.154

dxhxpxa 0616 10 0.062 0.33 0.9713 0.9713 1.00
Error 13195 70 0.189

bxa 3.257 6 0543 3.35 0.0086 0.0086  1.00
Error 6.799 42 0.162

dxbxa 1.248 6 0.208 1.00 0.4374 0.4294 0.78
Error 8725 42 0.208

hxbxa 1.798 6 0.300 1.71 0.1432 0.1518 0.91
Error 7375 42 0.176

dxhxbxa 0.740 6 0.123 0.45 0.8389 0.8389  1.00
Error 11.440 42 0.272

pxbxa 3770 30 0.126 0.97 0.5147 0.5071 0.80
Error 27.183 210 0.129

dxpxbxa 3738 30 0125 0.91 0.5997 0.5997 1.00
Error 28.635 210 0.136

hxpxbxa 3.748 30 0.125 0.88 0.6512 0.6512  1.00
Error 29.841 210 0.142

dxhxpxbxa 3481 30 0.116 0.83 0.7257 0.7061 0.85
Error 29.454 210 0.140

Total 903.605

Table 4.20: Experiment 1 — Repeated measures ANOVA for log of final position error
along axes (continued from previous page).
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Source SS  df MS F conv.p adj.p H-Fe
display 5.484 1 5484 4417 0.0003

Error 0.869 7 0124

head-track 0.196 1 019 070 04311

Error 1.963 7 0.280

dxh 0.048 1 0048 042 0.5360

Error 0.801 7 0114

position 2.414 5 0483 562 0.0007 0.0020 0.79
Error 3.009 35 0.086

dxp 0.107 5 0021 131 0.2826 0.2906 0.80
Error 0572 35 0.016

hxp 0.031 5 0.006 018 0.9678 0.8800 051
Error 1196 35 0.034

dxhxp 0.114 5 0.023 070 0.6253 0.5301 0.46
Error 1132 35 0.032

block 0.279 3 0.093 244 0.0928 0.0928 1.00
Error 0800 21 0.038

dxb 0.424 3 0141 6.28 0.0033 0.0033 1.00
Error 0473 21 0.023

hxb 0.041 3 0.014 060 0.6200 0.6006 0.88
Error 0478 21 0.023

dxhxb 0.011 3 0004 025 08619 0.8619 1.00
Error 0297 21 0.014

pxb 0.128 15 0.009 0.68 0.7973 0.6869 0.47
Error 1.310 105 0.012

dxpxb 0.146 15 0.010 0.92 05438 0.5237 0.72
Error 1.111 105 0.011

hxpxb 0.124 15 0.008 0.63 0.8414 0.7817 0.67
Error 1.373 105 0.013

dxhxpxb 0.124 15 0.008 0.70 0.7811 0.7678 0.91
Error 1.247 105 0.012

Total 34.388

Table 4.21: Experiment 1 — Repeated measures ANOVA for log of path length.
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Source SS  df MS F  conv. p adj.p H-Fe
display 16.173 1 16.173 16.73 0.0046

Error 6.768 7 0.967

head-track 1519 1 1519 114 0.3216

Error 9.346 7 1.335

dxh 0.160 1 0160 044 0.5265

Error 2.524 7 0.361

position 32.655 5 6531 10.39 < 0.0001 < 0.0001 0.88
Error 22000 35 0.629

dxp 1.619 5 0324 322 0.0171 0.0328 0.72
Error 3522 35 0101

hxp 1.059 5 0212 113 0.3606 0.3607 0.85
Error 6534 35 0.187

dxhxp 0.498 5 0100 0.63 0.6786 0.6638 091
Error 5543 35 0.158

block 0.507 3 0169 195 0.1519 0.1519 1.00
Error 1.818 21 0.087

dxb 1.258 3 0419 280 0.0652 0.0652 1.00
Error 3148 21 0.150

hxb 0.356 3 0119 138 0.2754 0.2774  0.93
Error 1.801 21 0.086

dxhxb 0.291 3 0097 08 0.4848 0.4848 1.00
Error 2411 21 0115

pxb 0879 15 0059 113 0.3420 0.3597 054
Error 5462 105 0.052

dxpxb 0783 15 0.052 0.95 0.5150 0.5052 081
Error 5780 105 0.055

hxpxb 0606 15 0.040 0.61 0.8641 0.7816 058
Error 6.995 105 0.067

dxhxpxb 0457 15 0.030 0.64 0.8394 0.7470 054
Error 5034 105 0.048

Total 166.099

Table 4.22: Experiment 1 — Repeated measures ANOVA for log of RMS error.

120



Source SS  df MS F  conv. p adj.p H-Fe
display 29.609 1 29.609 7.53 0.0287

Error 27.518 7 3.931

head-track 4722 1 4722 191 0.2094

Error 17.304 7 2472

dxh 1.107 1 1107 0.87 0.3820

Error 8.908 7 1.273

position 86.635 5 17.327 10.78 < 0.0001 < 0.0001 0.92
Error 56.236 35 1.607

dxp 3.530 5 0706 196 0.1087 0.1087 1.00
Error 12589 35 0.360

hxp 3.289 5 0658 1.60 0.1869 0.1869 1.00
Error 14426 35 0412

dxhxp 1.793 5 035 080 0.5594 0.5399 0.82
Error 15751 35 0450

block 0.353 3 0118 0.64 0.5972 0.5830 0.90
Error 3851 21 0183

dxb 3.053 3 1018 378 0.0260 0.0457 0.70
Error 5660 21 0270

hxb 0.833 3 0278 1.08 0.3773 0.3773 1.00
Error 5377 21 0256

dxhxb 1.057 3 0352 151 0.2422 0.2422 1.00
Error 4915 21 0234

pxb 1566 15 0104 0.71 0.7673 0.6257 0.35
Error 15392 105 0.147

dxpxb 2038 15 0136 111 0.3563 0.3563 1.00
Error 12846 105 0.122

hxpxb 159 15 0106 0.64 0.8322 0.7835 0.72
Error 17352 105 0.165

dxhxpxb 0864 15 0.058 0.50 0.9361 0.8654 058
Error 12104 105 0.115

Table 4.23: Experiment 1 — Repeated measures ANOVA for log of RMS error along
component axes (continued on next page)

121



Source SS  df MS F  conv. p adj.p H-Fe
axis 408.225 2 204112 47.69 <0.0001 < 0.0001 0.90
Error 50919 14 4.280

dxa 11.752 2 5,876  4.63 0.0286 0.0365 0.86
Error 17764 14 1.269

hxa 2.223 2 1.112 148 0.2612 0.2612 1.00
Error 10518 14 0.751

dxhxa 0.979 2 0490 0.59 0.5696 0.5696 1.00
Error 11.694 14 0.835

pxa 614963 10 61496 3386 <« 0.0001 < 0.0001 0.35
Error 127121 70 1.816

dxpxa 6.800 10 0.689 1.89 0.0611 0.0611 1.00
Error 25521 70 0.365

hxpxa 2169 10 0.217 0.49 0.8879 0.7998 057
Error 30.684 70 0.438

dxhxpxa 1449 10 0.145 0.59 0.8156 0.7015 048
Error 17150 70 0.245

bxa 3.205 6 0.534 5.08 0.0005 0.0012 0.86
Error 4414 42 0.105

dxbxa 0.871 6 0.145 1.37 0.2489 0.2653 0.73
Error 4450 42 0.106

hxbxa 0.638 6 0.106 1.22 0.3147 0.3255 059
Error 3.6568 42 0.087

dxhxbxa 1.367 6 0.228 2.62 0.0300 0.0300 1.00
Error 3.649 42 0.087

pxbxa 2000 30 0.070 0.81 0.7432 0.6916 0.66
Error 17.966 210 0.086

dxpxbxa 1.683 30 0.056 0.70 0.8779 0.8213 0.67
Error 16.837 210 0.080

hxpxbxa 1488 30 0.050 0.52 0.9828 0.9436 059
Error 20.094 210 0.096

dxhxpxbxa 2165 30 0.072 0.93 0.5734 0.5527 0.71
Error 16.268 210 0.077

Total 1896.938

Table 4.23: Experiment 1 — Repeated measures ANOVA for log of RMS error along
component axes (continued from previous page)
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Chapter 5

Experiment 2:

Docking

Thedocking experiment wasthe second of the four experimentsinvestigating 3D interaction
to be carried out. Docking is atask that makes use of all six degrees of freedom present in
theinput control. In the docking task subjects have to match the position and the orientation
of a pointer to the position and orientation of a stationary target. The docking experiment
wasthe only one of the four experimentsthat explicitly made use of the orientation degrees-
of-freedom and the only one that did not make use of the head-tracker. Figure 5.1 showsthe

equipment setup that was used in this experiment.

5.1 Hypotheses

The experimental hypotheses of this experiment are that display mode (monoscopic versus
stereoscopic), target position (+10cm aong one of the X, Y or Z axes from afixed starting
location) and target orientation (a default orientation and +45° from the default orientation

around one of the X, Y, or Z axes) have an effect upon performancein asix degree of free-
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Figure 5.1: Photograph of the experiment system setting used in this experiment.
The subject can be seen seated in front of the monitor wearing the LCD glasses.
The pointer can be seen in the right hand and the mouse in the left hand. The Fas-
trak controller and transmitter can be seen in the lower right.

dom docking task. To evaluate the effect of the independent variables upon the task several
different dependent measures were gathered.

Thefollowing eight dependent measureswere analyzed in thisexperiment: trial com-
pletion time, final position error, final position axis error, RM S error, path length, final ori-
entation error, orientation length and final orientation axis error. A detailed description of
these measures appears in Section 3.1. RMS error is the root mean square of the distance
from thetip of the pointer to the closest point ontheideal path. For thisexperiment theideal
path used to computethe RM S error is considered to be a straight line between the tip of the
homing target and the tip of thetrial target. Orientation is not considered in the determina-

tion of the ideal path.
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For statistical testing, an « level of 0.05 was used to determine whether or not the

independent variables had a significant effect.

5.2 Participants

Subjectswererecruited as specified in Chapter 3. During the screening processtwo potential
subjects were excluded because they were unable to make correct depth judgments during
the screening test. Eight subjects were accepted into the experiment, none of whom partic-

ipated in the other experiments.

5.3 Equipment

The standard equipment specified in Chapter 3 was used with the exception that the ADL-1
head-tracker was not worn by subjectsin thisexperiment. Figure 5.1 showsthethe hardware
used in this study. Figure 5.2 shows an image of the screen from one of the trials in this
experiment.

The pointer and target in this task were identical tetrahedron-like abjects, in which
the height (1.73cm) was twice the width (0.87cm), and one face was perpendicular to the
base. The difference in size along one dimension allows one vertex to be easily identified
asthetip and one face to be identified as the base.

In the default orientation the tip points upward along the positive Y axis, the base
was parallel to the XZ plane and the perpendicul ar face was to the back and parallel to the
XY plane. Thebasewashalf intensity magenta, the back facewasfull intensity magentaand
the two front faces used both full intensity red and full intensity blue. The two front faces
had a different colour in their top and bottom halves. The top half of one face was red and

the bottom half of the same face was blue. The opposite face had the reverse colouration.
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Figure 5.2: An image of the screen during a trial of the docking experiment. The tar-
getis visible to the right in the +45°Z orientation with the virtual pointer located near
the centre of the image. The background of the screen was black. The background
of the image has been lightened to allow better reproduction.

Figure 3.3 illustrates the appearance of the pointer and target in different orientations.

5.4 Procedure

Subjects were required to perform a 6 DOF docking task. Subjects manipulated the pointer
via the Polhemus input device using the dominant right hand, and used the middle mouse
button with the mouse held in the left hand to advance through the experiment trials. A trial
consisted of two phases, an initial homing phase and a docking phase.

During the homing phasethe subject had to movethetip of the pointer tothetip of the
homing target. The homing target waslocated at a fixed centre point and was awaysin the

default orientation. Subjectsreceived feedback intheform of ared box that appeared around
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the tip of the homing target when the tip of the pointer was within 0.5cm of the homing
target. When the red box appeared subjects could click the middle mouse button using the
left hand to advance to the docking phase; the homing target wasremoved and thetrial target
was displayed at one of the six positionsin one of the seven orientations. Subjectscould not
advance to the docking phase if the homing tolerance was not met. The pointer was not
required to be in any specific orientation for the homing phase.

During the docking phase subjects were instructed to match the position and orien-
tation of the pointer with the position and orientation of thetrial target. No feedback regard-
ing proximity (position or orientation) was given during the docking phase. Subjects had to
make their own determination of proximity using the visual cues available within the partic-
ular experiment condition. Subjects middle clicked with the mouse when they were satisfied

with their performance. After a short delay the system advanced to the next trial.

55 Design

The experimental design consisted of three within-subject independent variables: display
mode, target position and target orientation. For compatibility between the stereoscopic and
monaoscopic conditionsall target positionsin thevirtual environment were behind the screen
surface and were displayed at a size appropriate to a perspective projection based on anom-
inal viewing position of 40cm in front of the screen surface. To mitigate the effects of the
apparatus, subjects wore the stereo glassesin al conditions. The receiver of the Polhemus
was encased in modeling material that was shaped and coloured to resemble the pointer in
the virtual environment. The physical pointer is shown in Figure 3.2.

Each subject participated in two sessions conducted on separate days. One session
was conducted using the monoscopic display mode and the other session was conducted us-

ing the stereoscopic display mode. After each session, subjects completed a short question-
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naire dealing only with that session. The selection of initial display mode was counterbal-
anced so that half the subjects were given the monoscopic display first and half the subjects
were given the stereoscopic display first. After the second session, each subject also com-
pleted alonger questionnaire about both conditions.

Each session was divided into seven blocks, atraining block followed by six exper-
iment blocks. Each experiment block contained 42 trials consisting of all combinations of
target position and target orientation presented in random order. The training block was an
abbreviation of an experiment block consisting of 20 randomly selected trials. During the
first 10trials of the training phase subjects were given feedback telling them when they were
within 1cm and/or 10° of the target. No feedback was given for the remaining 10 trials of
the training block. To minimize fatigue subjects were given a one minute break after each
block.

Each subject performed atotal of 504 experiment trials. Each subject spent between
60 and 90 minutesto compl ete each session including time for breaks and time to complete
the questionnaires. Prior to the experiment session an additional 15 minutes was spent on

the screening tasks.

5.6 Training
The following script served as the basis for training subjects on this task.

“Your task is to move the pointer from the starting position to a tar-
get, matching both the position and orientation of the target. You
should perform the task as quickly and as accurately as possible.
The starting point is located at the tip of the stationary object on

the screen. Move your pointer to the starting point now. Notice
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that when the tip of your pointer is close to the tip of the starting
target a red box appears around the tip of the target. The red box
must be present for you to be able to start a trial. To start a trial

click the middle mouse button with your left hand.”
[Experimenter waits for subject to start trial.]

“The starting target has disappeared and another target has ap-
peared somewhere in the virtual environment. Move your pointer
to the target object so that your pointer is in the same location
and same orientation as the target. Notice that when the tip of the
pointer is close to the tip of the target a red box appears around
the tip of the target. When the orientation of the pointer is close to
the orientation of the target, a red cross-hair appears at the tip of
the target. When both the position and orientation are close the
red box and the red cross-hair will be present. When you are sat-
isfied with your match click the middle mouse button with your left

hand to end the trial.”
[Experimenter allows subject to performa few trials.]

“The feedback you are getting when matching the position and ori-
entation of the target will only last for another few trials. During the
actual experiment trials you will not receive any feedback regard-

ing your match.”
[After first ten training trials.]

“Now feedback has been removed. Try to match the position and

orientation of the target to the best of your ability. When you are
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satisfied with your match click on the middle mouse button to end

the trial.”

“Please try to perform the task as quickly and as accurately as

possible.”

“Do you have any questions?”

The experimenter answered any questions that would not bias the subject’s perfor-
mancein any of the visual modes. A typical question was, “Do | have to match the orienta-
tion of the start target?’ Subjects wereinformed that they do not have to match the orienta-
tion of the start target but they could do so if they desired.

The experimenter observed the subject during the training trials. When the training
trials were over the experimenter asked and answered any questions using the same guide-
line stated previously. The experimenter then told the subject that he would be on his own
during the actual trials. The experimenter then reminded the subject to perform the trials as
quickly and as accurately as possible, left the room and started the first experiment block.
The experimenter re-entered the room after each block to check on the subject and tell the
subject to rest hisarm for at least aminute. After waiting for aminute the subject was asked
if hewas ready to proceed. If the subject responded in the affirmative then the experimenter

left the room and initiated the next experiment block.

5.7 Resaults

The dependent variables were computed for each trial. Across al eight subjects atotal of
4032 individual trials were completed. The mean trial completion time was 8.00s with a

standard deviation of 4.66s.
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Preliminary Screening

The data was screened for outliers by removing all trials with atrial completion time more
than three standard deviations above the mean (75 trials, 1.9%), any trials that were ended
accidentally (1 additional trial), any trialswith a path length over 150cm (3 additional trials)
and any trials with more than 900°0f rotation (3 additional trials). Thetrials three standard
deviations above the mean were examined in moredetail and 68 of thesetrials (91% of those
that werethree standard deviations above the mean) werein themonoscopic condition. Note
that many of the trial sexcluded because they were three standard deviations above the mean
for trial completion time, also fell into one of the other exclusion categories. All further
analysis was conducted using the 3950 remaining trials.

The experiment was a2 (display mode) x 6 (target position) x 7 (target orientation)
design with repeated measureson all factors. For the remaining analysis, the repetitionsfor
each target position and orientation condition performed by a subject within asingle session
were averaged together to yield a single score. The result is a series of 672 measures per

dependent variable, one for each subject in each of the conditions.

Residual Analysisand Degree of Freedom Adjustments

Residualswere analysed for homogeneity of variance as described in Chapter 3 and demon-
stratedin Chapter 4. A log transformwas appliedto all of the dependent variableto makethe
variance more uniform and suitable for analysis. To account for violations of the sphericity

assumption, the Huynh-Fel dt adjusted degrees of freedom were used to test for significance.

Trial Completion Time

The repeated measures ANOVA for trial completion time indicates significant main effects

for display mode F(1,7) =5.84, p=0.0463 target position Fyr(4.3,29.8) =4.26, p=0.0068
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Figure 5.3: Mean of trial completion time in seconds for each of the target orientation
conditions in both display modes.

Orientation \ Mono Stereo \

default 7.70 6.11
—45°X 8.87 6.96
+45°X 8.10 5.94
—45°Y 8.69 7.58
+45°Y 9.10 7.83
—45°7Z 8.63 6.92
+45°7Z 8.27 6.35

Table 5.1: Mean trial completion time in seconds for all target orientations in both
display modes.
and target orientation Fypr(5.8,40.3) = 6.93, p < 0.0001. Significant two-way interactions
were found for display mode x target orientation Fpyr(6,42) = 2.64, p = 0.0291 and target
position x target orientation Fyr(29.4,205.8) = 3.51, p < 0.0001. Table5.16 at the end of
the chapter provides full details of the ANOVA results.

Themeantrial completion timewas8.48sin the monoscopic display modeand 6.81s

in the stereoscopic display mode. However, dueto the significant display mode x target ori-

132



10

— 8 — -
L
(O]
£
c 6 -
R
kS
g * +457
S y/| . X -45Z —
= O +45Y
= v -45Y
A +45X
2= o -45X
¢ default
0 I I I I I I
x-left x-right y-bottom  y-top z-far z-near

Target Position

Figure 5.4: Graph of trial completion time in seconds for each target orientation con-
dition across target positions. Error bars are removed to improve legibility

entation interaction these factors must be examined together. Figure 5.3 showsthe relation-
shipintrial completion time for the two display modes. Stereoscopic viewing is superior to
monaoscopic viewing across al target orientations. The significant interaction is a result of
the differencein improvement for the stereoscopic display mode acrossthe orientationsthat
rangesfrom alow of 1.11s between thetwo —45°Y conditionsto a high of 2.16sin the two
+45°X conditions. Table5.1 givesthetrial completiontime for the different orientationsin
the two display modes.

The mean trial completion time for the target position and target orientation condi-
tions must be examined together in light of the significant interaction between these effects.
Table 5.2 shows the mean trial completion time for each of the target position and target
orientation conditions and Figure 5.4 illustrates these conditions.

Closer examination reveals the source of the significant interaction effect. A post-

hoc analysis using Tukey’s HSD as modified by Cicchetti [29] to allow for only row and
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Cond. | def. —45X 445X —45Y +45Y —45Z 4457 | all |

x-left 652 7.89 678 734 813 758 697|732
x-right 691 752 712  7.08 758 738 690|721
y-bottom | 641  6.88 692 853 899 747 7.69 | 7.56
y-top 669 850 659 85 874 795 693|771

z-far 801 865 721 853 856 798 785|811
Z-near 690 804 747 877 879 829 751|797
all 691 791 702 813 847 778 731

Table 5.2: Mean trial completion time in seconds for all combinations of the target
position and target orientation conditions. The row and column labeled all indicates
the overall mean for the orientation or position condition respectively.

column contrasts was conducted. The analysisindicates that where an effect existsit is be-
tween the extreme values within a given target orientation (column) or target position (row).
There was no significant effect for orientation in the x-right target position. There was no
significant effect for target position in the +45°X, +-45°Y or +45°Z target orientation con-

ditions.

Final Position Error

The repeated measures ANOVA for final position error revealed significant main effectsfor
display mode F(1,7) = 10.56, p = 0.0141, target position Fyr(2.9,20.3) =4.53, p=0.0143
and target orientation Fyp(4.4,31.1) = 3.58, p = 0.0140. There were no significant interac-
tions. Summary results of of the ANOVA for total position error are given in Table 5.17 at
the end of the chapter.

The final position error in the monoscopic display mode was 0.45cm and the final
position error inthe stereoscopic display modewas0.24cm. Table 5.3 givesthefinal position
error in each of target position averaged over the other conditions and Table 5.4 gives the

final position error in each of the target orientations averaged over the other conditions. We
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\ Pos. \ Position Error \

x-left 0.32
x-right 0.33
y-bottom 0.35
y-top 0.33
z-far 0.39
Z-near 0.35

Table 5.3: Mean final position error in centimetres for each of the target positions
averaged over the other conditions.

Orientation | Position Error

default 0.32
—45°X 0.36
+45°X 0.37
—45°Y 0.38
+45°Y 0.37
—45°7Z 0.32
+45°Z 0.28

Table 5.4: Mean of final position error in centimetres for each of the target orienta-
tions averaged over the other conditions.

can seethat the positionto theleft hasthelowest error whilethez-far position hasthe highest
error. For theorientation conditions, the —45°Y condition had the highest final position error

while the +45°Z condition had the lowest final position error.

Final Orientation Error

A repeated measures ANOVA for orientation error reveal s significant main effects for target
orientation Fyr(3.1,21.4) = 15.05, p < 0.0001 and target position Fyr(3.4,23.5) =4.08, p
=0.0156 and asignificant display mode x target position interaction Fyr(4.6,32.2) = 2.81,
p = 0.0360. Results of the ANOVA appear in Table 5.18 at the end of the chapter.

Table 5.5 shows the amount of orientation error in each of target orientations. The
+45°Y conditions clearly stand out as having more error than the other conditions. The ef-

fect of target position must be considered together with the effect for display mode because
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Orientation | Orientation Error
default 6.55
—45°X 5.51
+45°X 8.70
—45°Y 14.02
+-45°Y 14.41
—45°7 8.71
+45°7 7.84

Table 5.5: Mean of final orientation error in degrees for each of the target orientation
conditions averaged over the other conditions.
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Figure 5.5: Mean orientation error in degrees vs. target position for both display
modes.

of the significant interaction. Figure 5.5 shows the orientation error across target positions
for both display modes. The divergence between the stereoscopic and monoscopic condi-
tionsfor the | eft target position isthe source of the interaction effect. Table 5.6 providesthe

total orientation error in each target position condition for both display modes.
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Figure 5.6: Mean path length in centimetres across target positions for each of the
target orientation conditions.

Path Length

The repeated measures ANOVA for path length reveal ed significant main effects for display
mode F(1,7) =8.27, p=0.0238 and target orientation Fyr(3.3,23.1) =6.49, p=0.0019 as
well asasignificant two-way target position x target orientation interaction Fyr(12.3,86.1)
=1.97, p=0.0344. Thefull ANOVA table appearsin Table 5.19 at the end of the chapter.

The mean path Iength in the monoscopic condition was 24.90cm and the mean path

Condition | Mono  Stereo |

x-left 10.21 8.70
x-right 991 9.86
y-bottom 993 1024
y-top 8.31 8.52
z-far 8.91 9.53
z-near 9.29 9.28

Table 5.6: Mean orientation error in degrees for all target positions in both display
modes.
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| Cond. | def. —45X +45X —45Y +45Y -45Z +45Z | all |

x-left 1952 2242 2145 2244 2391 2312 2015 21.82
x-right 2040 2235 2119 2202 2330 2089 2142|2165
y-bottom | 19.79 20.28 2252 2530 2596 21.69 2274 | 2261
y-top 20.82 2538 2347 2609 2618 2446 23.72| 24.30

z-far 2152 2344 2069 2541 2449 2181 2260 | 22.85
Z-near 1936 2203 1992 2384 2354 2220 20.81 | 21.67
all 2023 2265 2154 2418 2456 2236 2191

Table 5.7: Mean path length in centimetres for all combinations of the target posi-
tion and target orientation conditions. The row and column labeled all indicates the
overall mean for the orientation or position condition respectively.

length in the stereoscopic condition was 20.09cm.

The effect of target orientation must be considered together with the effect for target
position because of the significant two-way interaction. Figure 5.6 illustrates the relation-
ship between target position and path length for each of the target orientations. Table 5.7
gives the path length for each of the target position and target orientation conditions. The

key thingsto notice are:

o the default target orientation generally yielded the shortest movement paths,

e the +£45°Y orientations generally yielded the longest movement paths,

e some target position and target orientation combinations had movement paths that
were comparable to the default orientation.
Orientation Length

The repeated measures ANOVA for orientation length reveal ed a significant main effect for
target orientation Fyr(4.7,33.2) = 24.13, p < 0.0001 and asignificant target position x target

orientationinteraction Fyr(21.6,151.2) = 2.56, p = 0.0005. Because of theinteraction these
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Figure 5.7: Mean orientation length in degrees across target positions for each of
the target orientation conditions.

Cond. def. —45X 445X —-45Y +45Y 457 +457
x-left 7942 16696 121.83 171.01 19535 128.72 11048
x-right 9576 158.32 12237 164.46 190.09 11430 120.35
y-bottom | 74.87 11528 12244 19239 22539 121.39 122.26
y-top 8159 14810 11490 17479 19450 12528 123.18

z-far 99.05 13946 118.02 186.68 201.57 11740 118.32
Z-near 79.01 14128 11592 204.24 200.31 13941 136.85
all 84.95 14490 11925 18226 201.20 12442 12191

Table 5.8: Mean orientation length in degrees for all combinations of the target posi-
tion and target orientation conditions. The row labeled al indicates the overall mean
for the orientation condition.

factors are considered together. The full ANOVA results appear in Table 5.20 at the end of
the chapter.

Figureb.7 illustratesthe effect of target position on orientation length for each of the
target orientation conditions. Table 5.8 provides the mean orientation length in the different

target position and target orientation conditions. The key things to notice are:
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Condition \ Mono Stereo \

x-left 151 0.82
x-right 1.85 112
y-bottom 193 1.29
y-top 2.26 115
z-far 1.09 0.96
z-near 0.86 0.86

Table 5.9: Mean RMS error in centimetres for the target positions in both display
modes, averaged over the other conditions.

o the default orientation generally required the least amount of reorientation,
e the £45°Y target orientations generally required the most reorientation,

e the amount of reorientation is generally consistent across target positions for each of
the target orientation conditions, with the noticeable exception of the — 45°X condi-

tion in the y-bottom target position.

RMSError

The repeated measures ANOVA for RM S error reveal ed significant main effects for display
mode F(1,7) = 19.30, p = 0.0032, target position Fyr(5,35) = 11.68, p < 0.0001 and target
orientation Fyr(4.5,31.5) =4.00, p = 0.0077. Significant two-way interactionswere found
for display mode x target position Fyr(3.8,26.6) = 7.06, p = 0.0006 and target position x
target orientation Fypr(17.7,123.9) = 1.77, p = 0.0363. Full resultsof the ANOVA for RMS
error appear in Table 5.21 at the end of the chapter.

Table 5.9 provides the RMS error for each of the target positions in both display
modes. Stereoscopic viewing reduces RMS error in the x-left, x-right, y-bottom and y-top
target positions. RMS error is not significantly reduced by stereoscopic viewing for the z-
near and z-far target positions.

Figure 5.8 illustrates the RM S error across target positions for each target orienta-
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Figure 5.8: Graph of target position vs. RMS error in centimetres for each of the
target orientation conditions. Error bars are removed to improve legibility.

tion. Thegeneral pattern for RM S error remains consistent for each of the target orientation
conditions. The interaction effect is evident in the increased variationin RMS error for the

y-top target position and the reduced variation in RMS error for the z-near target position.

Final Position AxisError

To gain an understanding of how both position and orientation error are distributed across
the X, Y and Z axes, axiswas introduced as a factor and a repeated measures ANOVA was
performed with this additional factor.

The repeated measures ANOVA for final position axis error identified significant
main effects for display mode F(1,7) = 6.66, p = 0.0365, target position Fyr(3.1,21.4) =
20.47,p < 0.0001, target orientation Fyr(4.0,28.1) =4.00, p=0.0109, and axis Fyr(1.1,7.4)
=116.36, p < 0.0001. Significant two-way interactionswere found for display mode x tar-

get position Fyp(4.0,27.7) = 2.93, p = 0.0394, display mode x axis Fyr(1.1,7.8) = 19.10,
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Figure 5.9: Means of final position error in centimetres along each of the axes
across all target positions for both display modes.

Pos. Mono Stereo

X Y Z X Y Z
x-left 0.09 006 038 | 0.08 0.08 0.16
x-right 0.09 008 038 ]| 0.08 0.08 019
y-bottom | 0.06 0.13 041 | 006 0.09 0.17
y-top 0.06 009 037|0.07 0.09 0.20
z-far 0.06 008 043 | 0.08 0.09 0.27
Z-near 0.05 006 048 | 0.05 0.06 0.15

Table 5.10: Mean position error in centimetres along each axis for each target po-
sition in both display modes.

P =0.0021, target position x axis Fyr(6.8,47.6) = 8.74, p < 0.0001 and target orientation
x axis Fyp(9.7,68.0) = 3.68, p = 0.0006.

A singlethree-way interaction of display mode x target position x axis Fyr(8.8,61.6)
=2.84, p = 0.0076 was also found. Full results of the ANOVA appear in Table 5.22 at the
end of the chapter.

Table 5.10 provides the position error across each axis for both display modes and

all target positions. Figure 5.9 illustrates these results. This table and figure can be used to
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Condition | X Y Z
default 0.06 0.08 0.28
—45°X 0.07 0.0 0.30
+45°X 0.07 0.09 0.33
—45°Y 0.07 0.08 0.34
4-45°Y 0.07 0.08 0.33
—45°7 0.07 0.08 0.28
+-45°7 0.07 0.07 0.24

Table 5.11: Position error in centimetres along the X, Y and Z axes for each of the
target orientation conditions.

understand the three-way display mode x target position x axis interaction, the two-way
display mode x target position, display mode x axisand target position x axisinteractions,
and the main target position and display mode effects. It is clear that there is more error
along the Z-axis than along the X or Y axes. Stereoscopic viewing has a significant impact
in reducing the amount of error along the Z-axis. The largest reductionin Z-axiserror isfor
the z-near target and the smallest reduction in Z-axis error is for the z-far target.

Table5.11 providesthe position error across each axis for each of thetarget orienta-
tions. Thistable helps explain the source of the target orientation x axisinteraction as well
as the target orientation main effect. Once againit isclear that thereis more error along the
Z-axis. Target orientation has practically no effect upon the position error along the X and

Y axes, but thereisarelatively large differencein Z-axis error acrossthetarget orientations.

Final Orientation AxisError

The repeated measures ANOVA for final orientation axis error identified a significant main
effect for axis Fpr(2,14) = 132.13, p < 0.0001. Significant two-way interactions were
found for display mode x orientation Fyr(3.2,22.3) =3.60, p=0.0274, display mode x axis

Fur(2,14) =6.92, p=0.0081, and target orientation x axis Fyr(12,84) = 18.78, p < 0.0001.
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Figure 5.10: Orientation error for each of the target orientation conditions about the
X, Y and Z axes. The values represent the projection of the unit axis of rotation for
the orientation error onto the X, Y and Z axes.

A singlethree-way interaction of target position x target orientationx axis Fyr(51.6,361.2)
=142, p =0.0375, was aso found. Full results of the ANOVA appear in Table 5.23 at the

end of the chapter. Becausethe purpose of thisanalysisisto examinethe effect of axis, only

the effect of axis and itsinteractions are analyzed further.

| DisplayMode | X Y  Z|
mono 0.61 030 0.53
stereo 064 030 051

Table 5.12: Mean of orientation error along each axis. The values represent the
projection of the unit axis of rotation onto the X, Y and Z axes.

The display mode and display mode x axis effects are considered together because
of the significant interaction. Table 5.12 shows the amount of orientation error about the X,
Y and Z axes in both display modes. The Y-axis orientation error remains stable between

the display modes, but thereisasdlight shift of orientation error from the Z-axisin the mono-
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Condition | X Y Z
default 0.65 0.25 0.55
—45°X 056 035 057
+45°X 049 0.27 0.69
—45°Y 0.76 0.35 0.33
4-45°Y 0.78 034 0.31
—45°7 058 0.26 0.62
+-45°7 058 0.29 0.57

Table 5.13: Mean of orientation error along each axis for each of the target orienta-
tions. The values represent the projection of the unit axis of rotation onto the X, Y
and Z axes.

scopic display mode to the X-axis in the stereoscopic display mode.

Figure5.10illustrates the relationship between the amount of orientation error about
the X, Y and Z axesand thetarget orientation. Onceagain, the Y-axiserror remainsrelatively
stable acrosstarget orientations. Thereisa shift of error from the Z-axisto the X-axisin the
+45°Y target orientation conditions. Table 5.13 provides the amount of orientation error
about the X, Y and Z axesin each of the target orientations.

Figure 5.11 illustrates the amount of orientation error for each of the target orienta-
tions acrosstarget positions for each of the X, Y and Z axes. Thisfigure can be used to help
interpret the target position x target orientation x axisinteraction. The interaction was due
to the substantial amount of variation in orientation error about the axes across the various
target position and target orientation conditions. The Y-axis orientation error was generally
lower compared to the other axes, the X-axis orientation error was generally higher and the
Z-axisorientation error was spread out with some conditions having had aconsi stently lower
Z-axis orientation error and some having had a consistently higher z-axis orientation error.
The +45°Y target orientation conditions stand out as having their error biased away from

the Z-axis and towards the X-axis.
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Figure 5.11: Orientation error for each of the target position and target orientation
conditions about the X, Y or Z axis. The values represent the projection of the unit
axis of rotation for the orientation error onto the X, Y and Z axes.
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Questionnaires

At the end of each display mode session, subjects were asked to complete a questionnaire
consisting of eight questions: two about positioning difficulty, two about orientation diffi-
culty, two about target positions and two about target orientations. The questions relating to
difficulty wereanswered on afive point scalewhere 1 was*“ easy” and 5was“hard”. Thedif-
ficulty questions asked subjectsto separately rate the difficulty of determining or matching
the position or orientation of the targets. The questions about target positions and orienta-
tions asked subjects to indicate which if any target positions or orientations were easier or
harder to match. A copy of the post-session questionnaire islocated in Appendix A.4.

At the end of the experiment subjects were asked to score both display modes ac-
cording to task difficulty and usefulness and to rank the display modes according to prefer-
ence, ease of use and performance. The same post-experiment questionnaire wasused in all
the experiments. Subjects were asked to disregard any portions of the questionnaire dealing
with head-tracking. A copy of the post-experiment questionnaire can be found in Appendix
A7

A summary of subjects’ responsesto the post-session and post-experiment questions
in which they were asked to score the display modesis givenin Table5.14.

Inthe post-session questionnairesthat asked subjectsto separately consider the posi-
tion and orientation components of the task, subjects stated that stereoscopic viewing made
it easier to determinethe position of thetarget. The viewing condition had an almost signifi-
cant effect upon the ease of matching the position of thetarget. Subjectsindicated that there
was very little difference between the display modesin terms of determining and matching
the orientation of thetarget. Even though the mean scores of subjectscomparing thetask dif-
ficulty and display mode usefulnessindicated that the stereoscopic display mode was easier

and more useful, the Friedman test indicated that the differences were not significant.
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\ Question | Mono | Stereo | Friedman | p |

det. target pos. 3.1 15 | 8.00 0.005
match target pos. 26 19 | 313 0.077
det. orientation 2.0 1.9 0.00 1.000
match orientation | 2.3 2.3 0.13 0.724
task difficulty 2.8 19 2.00 0.157
mode usefulness 2.8 1.9 2.00 0.157

Table 5.14: Means of subjects’ responses to the subjective questions regarding dis-
play mode conditions. The first four questions were answered immediately after a
particular condition, and the last two questions were answered after all conditions
had been completed. All questions were answered on a scale of 1 to 5 where 1
indicated easy or useful and 5 indicated hard or not useful.

Subjects’ responses regarding which targetswere easier or harder were coded by the
experimenter into a few categories. Summaries of subjects coded responses can be found
in Table 5.15. While some subjects considered that the orientation condition made the po-
sitioning component of the task more difficult, no subjectsindicated that the position made
orienting moredifficult. The z-far target was generally considered the hardest and the z-near
target the easiest. Subjects did not single out any other individual targets as being easier or
harder than the others.

Seven of the eight subjectsindicated that they thought that the orientation was harder
to match when only one face was visible in the stereoscopic display mode. Having only a
single face showing corresponds to the +-45°orientation conditions. Five of the eight sub-
jectsindicated that having more than one face visible made the orientation match easier in
the stereoscopic display mode.

At the end of the experiment subjects were asked to rank the two display modes that
they used to perform the task according to preference, ease of use and performance. Figure
5.12 providesasummary of therankings. Two out of eight (Friedman= 2.0, p=0.157) stated
that they preferred monoscopic viewing; three out of eight (Friedman = 0.50, p = 0.480)

stated that they found the monoscopic display easier to use; and two out of eight (Friedman
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Position Orientation

Easier | Harder | Easier | Harder
Response [ M [S|[M [ S[M|S|[M | S
None 1|3 31322
Z-near 3141
z-far 51| 4
1face 3| 3 51| 7
> 1face 3|2 3|5
default 2 111
XY axes | 1
—45°X 111 1|1
+-45°Y 1

Table 5.15: Summary of subjects’ responses indicating which target positions and
orientations they thought were easier or harder to match in the monoscopic(M) and
stereoscopic (S) display modes. Column totals do not always sum to eight because
some subjects indicated multiple conditions.

= 2.0, p = 0.157) stated that their performance was better in the monoscopic condition.
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Figure 5.12: Rankings of subjects’ preference, perceived ease of use and perceived
performance for each of the viewing conditions. The height of a bar indicates the
number of times a particular rank was assigned by a subject.
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5.8 Discussion

This docking experiment made use of alarge number of dependent variables each of which
was affected in some way by the independent variables that were manipulated. The large
set of dependent variables providesagreat deal of insight into the mechanics of the docking
task.

58.1 Speed

Theresultsfor trial completion time showed significant main effectsfor display mode, target

position and target orientation as well as several significant two-way interactions.

Stereoscopic viewing improvestrial completion time

The significant main effect for display mode showed that when averaged over the other fac-
tors, docking in the stereoscopic viewing mode was faster than in the monoscopic viewing

mode. Thisis not surprising given the body of previouswork in this area.

Position and orientation of targets affectstrial completion time

Theresultsfor trial completion time a so showed significant main effectsfor target position
and target orientation along with a significant interaction between these variables. Because
of the significant interaction, target position and target orientation must be considered to-
gether.

Thejoint effect of target position and target orientationis new and interesting. From
Table 5.2 it is apparent that there are many position and orientation combinations that are
significantly different from each other, however, the results are more interesting when con-
sidered as either orientation groupings or position groupings. Where asignificant difference

existswe see aposition or orientation condition where performanceisnot uniformacrossthe
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other factor. Thelack of asignificant effect for certain position or orientation groupings may
suggest that certain positionsareimmuneto the effects of orientation and certain orientations
are immune to the effects of position. An aternate possibility isthat certain positions may
impede performance across al orientations, in effect making all orientations equally diffi-
cult. Considered from the view of orientations, certain orientations may make all positions

equally difficult.

X-axis performance generally fastest, Z-axis perfor mance generally slowest

Some general performance trends are clearly visible. The target to the x-right is fastest in
four of seven orientation conditions and the target to the x-left is second fastest in four of
seven conditions. Thisis similar to Experiment 1 where the left target was fastest and the
right target was second fastest. Performance for the z-far target was generally poor; how-
ever, for thetwo orientation conditionsthat generally exhibited the poorest performance, the
z-far target ranks higher. Closer examination of Table 5.2 shows that thisislikely dueto a
degradation in performance for the other conditions rather than a genuine improvement in

performance for the z-far position.

Y-axis orientations slowest

The +45°Y conditions generally exhibit the poorest performance in terms of trial comple-
tiontime. Thedefault target orientation that had the same orientation asthe start target gener-
ally had the best performance, but this performance was degraded substantially for the z-far
target position. Thepoor orientation match accuracy for the £45°Y conditions suggeststhat

trial completion time may understate the difficulty of these two conditions.
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orientation conditions across all target positions with error bars.

Some orientations match the perfor mance of the default orientation

One might easily conclude that the default orientation would directly lead to the best per-
formance of al the target orientation conditions. While this seems to be the case in many
of the target positions, it is certainly not true overall. Figure 5.13 illustrates trial comple-
tion time for three orientation conditions, the default (best overall), +45°Y (worst overall)
and +45°X (2nd best overall). It isfairly that performance across the default orientation is
roughly similar to performance across the +45°X condition and that both these conditions
are mostly different from performance in the +45°Y condition. The exception that stands
out isthat for the “right” target position there is little difference between any of these con-

ditions.
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Evidencethat orientation occursduring translation

Jacob et al. [57] suggest that input devices should be matched to the task based upon the
task’sintegrability or separability. It isimportant to determine whether the position and ori-
entation components that make up the docking task are integrable or separable. If they are
integrable they benefit from being considered as a single 6 DOF task and justify the use of
a6 DOF input control. If they are separable, then an input control with fewer degrees of
freedom might be used instead. Evidence that positioning and orientation occur in parallel
rather than serially might suggest that these two subtasks are integrable.

Wang et a. [99] conducted astudy of transportation and orientation in an augmented
virtual environment. In their study they specifically looked at the overlap between orien-
tation time and transportation time. They found that the orientation component occurred
within the transportation component and the transportation component was the limiting fac-
tor.

Ware [103] conducted a study of object placement in avirtual environment. He in-
vestigated position only, orientation only and combined position and orientation tasks. He
found that position and orientation could be performed in roughly the same amount of time
as orientation alone indicating that the orientation component seemed to be the limiting fac-
tor. Aninteresting aspect of Ware's tasks was that he allowed subjects to manipulate their
view of the scene during the course of each trial.

When we compare this experiment to Experiment 1, which only looked at position-
ing, we find that trial completion time in this experiment increased by 3.48s in the mono-
scopic condition and 3.24s in the stereoscopic condition over the times reported in that ex-
periment. Clearly the docking task is harder, but if we believe that orientation matching
should take more than the average of 3.36s, it suggests at |east some overlap in the position-

ing and orientation activities. Hinckley et al. [53] report a rotation matching time of about
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15.4sfor males using a similar input device, although the rotations were likely of alarger
magnitude. Further analysis might allow us to better understand the relationship between

these two operations.

5.8.2 Accuracy

Position error reveal sresultsthat are generally similar to thetrial completiontimeresults. As
was expected, stereoscopic viewing generally reduced the overall error by 47% as compared
with monoscopic viewing. The z-far target position has the greatest error and the x-1eft, x-

right and y-top positions have the least error.

Target orientation influences trandation accuracy

The effect of target orientation on position error isinteresting. It indicates that certain tar-
get orientations have an effect upon subjects ability to match tip positions. The +£45°Y
orientations have the largest position error, but interestingly, the +£45°X orientations have
similar position error levels. The smallest position error levels are exhibited by the default
and +45°Z orientations.

Rotations about the X -axis change the depth of the pointer tip, while rotations about
theY-axisor Z-axisdo not. Performancefor the +45°Y orientationsisgenerally poor and so
it is not surprising that they also exhibit alarge position error. The increased position error
measures for the +45°X orientations may be aresult of the depth changes for thetip of the

target.

Z-near target showsthelargest improvement in Z-axiserror

Examination of theresultsfor position error acrossthe X, Y and Z axeshighlightsthe Z-axis

as the source of much of the positioning error. Stereoscopic viewing significantly reduces
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the amount of Z-axis error. The largest improvement is for the z-near target position and
the smallest improvement isfor the z-far target. These two target positions had a somewhat
higher Z-axis error level than the other target positionsin the monoscopic display mode. In
the stereoscopic display mode the Z-axis error for the z-near target is comparable to most of

the other target positions, but the z-far target still shows ahigher Z-axiserror level.

Final Orientation Error

The results for final orientation error highlight the poor performance for the +45°Y orien-
tations. The +45°Y orientations have an average rotation error of 14.23°while the average
rotation error for the other conditionsis 7.46°. Display mode and target position combinein
their effect upon orientation error. The significant interaction for these factorsindicates that
orientation error is not consistent acrossthe combinations of thesetwo factors. Stereoscopic
viewing had alower arientation error for theleft target position, but ahigher orientation error

for the z-far target.

Considerationsfor orientation error

Several issues must be considered carefully when discussing orientation error. The nature of
rotations limits the maximum orientation error to 180°. In contrast, the maximum position
error isunlimited.

Rotationsabout one axis can affect rotations about other axes. For example, consider
an object aligned with the X, Y and Z axes that is rotated by 30°about the object’s local
Y axis, corresponding to a rotation of 30°about the global Y axis. Now consider the same
object first rotated by 90°about the global X axis. Now in order to obtain the same 30°local
Y axis rotation we must rotate by 30°about the global Z axis. Trandations along one axis

can never affect translations along another axis.
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Theorder of rotationsisimportant. For example, a45°rotation about the Y-axisfol-
lowed by a 90°rotation about the X-axisis equivalent to a 90°rotation about the X-axisfol-
lowed by a 45°rotation about the Z-axis. Mathematically, the computation of the X, Y and
Z axisrotationsto obtain a given orientation requiresthat a specific ordering beimposed. A
subject might chose any order. From a conceptual point of view this means that there may
not be an exact correspondence between the rotations a subject might make and the math-
ematically determined rotations. In the case of position errors, the order of trandation is
irrelevant and can never cause any confusion.

Any combination of rotationsabout the X, Y and Z axes can berepresented asa sin-
gle arcrotation about some axis. In this representation the rotation is not disproportionately
biased toward any of the axes. The mathematical computation that determinesthe X, Y and
Z axisrotations that would produce the same final orientation as the single arc rotation can
produce adisproportionate bias. In this computation, the maximum Y-axisrotation that can
result is90°. For the X and Z axes, the maximum rotations are 180°.

In order to analyze rotation error for some sort of X, Y, or Z axis tendency, an unbi-
ased mechanismisneeded for determining the amount of axisrotation error. Themechanism
used here isto consider the axis of the single arc rotation as a unit vector and then compare

the magnitudes of the vector components.

Y-axisorientationswere much harder to match

The analysisfor total rotation error shows that two target orientations are much more diffi-
cult to match than any of the others. Thesetwo orientation conditions are the +45°rotations
about the Y axis. This happens to be the axis of symmetry of the abject. However, thisis
unlikely to be the primary reason why these conditions resulted in the poorest performance.

Thesetwo particular orientationsresult in only asingleface of thetarget being visibleto the
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subject, perhaps making it difficult to find any landmark on thetarget to aid in an orientation
match. Thisis consistent with subjective responses where ailmost all subjectsindicated that
orientations with only a single face visible were the most difficult to match.

Overall, thetotal rotation error was 9.39°. Whenthe445°Y conditionsareremoved
the total rotation error dropsto 7.46°. Thisis consistent with a study of 2D rotation tech-
nigques by Chen [26] and arecent study comparing 2D and 3D techniques by Hinckley et a.
[53]. It should be noted that in the study by Hinckley et al. subjects were given feedback
after each match, whilein our study no feedback was provided.

It isforeseeable that in atypical interactive setting there are likely to be orientation
conditions that need to be matched where the visual appearance makes this difficult. In a
study of object placement by Ware [103], subjects were allowed to orient the scene to find
amore favourable viewing condition. A study of 3D manipulation techniques by Phillips et
al. [75] investigated automatic scene rotation to afford a better viewing angle. While these
approaches may be workablein some situations, there are likely to be conditionswhere sub-
jectsare unwilling to accept or unableto make viewpoint changes. Further work isneededto

determine a means of improving orientation matching performance in such circumstances.

Orientation error biased toward the X-axis

When we look at theindividual axis errorsfor the +45°Y orientations we find that the ma-
jority of the error is about the X axis and not about the axis of rotation. An examination of
the overal rotation errorsacross al target orientationsindicatesthat the Y axishad the least
amount of error whilethe X axis had the most error.

Inthe case of position error, Z axisperformanceis poorest, becauseit relies on depth
cues rather than position cues. Zhai argues that for rotation errors performance about the Z

axis should be best because these rotations do not change the depth of any portion of thetar-
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get, while rotations about the X and Y axes do alter the depth of portions of the target. The
findings presented here are somewhat consistent with hisin the sensethat the X-axis orienta-
tion error wasfound to bethelargest. However, whereas Zhai found the Z rotation error tobe
smallest, the Y-axis orientation error was found to be smallest in this experiment. It should
be noted that Zhai used a tracking task with wireframe objects and semi-transparency, while
our task was docking with opaque objects. Great care must be taken in interpreting this re-
sult because the X rotation error is heavily biased by performancein the +45°Y conditions.
In the other orientation conditions, the X and Z rotation errors are roughly equivalent, with

aclear trend towardsthe Y rotation error being smallest.

RMSError

RMS error was reduced in the stereoscopic display mode. Thiswas expected in light of the
strong influence that stereoscopic viewing has upon the task. Aside from the two Z-axis
target positions, the left target position showed the least RMS error and thus indicates the
closest adherence to an imaginary line segment between the start and end positions. The
default orientation had the least amount of RMS error (it also had the shortest path |ength)
and thiswould seem to indicate that subjectswere best ableto stick to an optimal movement

path when little orientation change was required.

Considerationsfor RMSerror

When examining the effect of target position upon RMSerror it isimportant to consider how
the RM S error is computed. To compute RMS error it is necessary to compute the position
error for each individual point in the movement. Thisisaccomplished by finding the closest
point to the pointer on the line connecting the start position to the end position. The distance

between the pointer and the closest point representsthe error for that point in the movement.
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For the two targets al ong the X -axis the amount of X error for any pointer location between
the start and end point will be zero. The X error can only be non-zero if the pointer goes
beyond the start or end points of the line segment. For the two Z-axis targets this means
that the Z-axis error will be zero aslong asthe Z coordinate of the pointer is between the Z
coordinates of the start and end positions. Asthe Z-axis error is generally much larger than
the X and Y axiserrors, it follows that in computation of the RM S error based upon target

position the two Z-axis target positionswill benefit.

5.8.3 Conciseness

The average path length in the monoscopic display mode was 24.90 cm. The stereoscopic
display mode reduced the average path length to 20.09cm, areduction of 4.81cm or 19% of
movement. Aswasthe casefor trial completion time, the significant target position x target
orientation interaction revealed acomplex pattern of influencefor target positions and target

orientations.

Increased orientation difficulty correspondswith increased pointer movement

In general the pattern of path lengths across orientation conditions appears similar to the pat-
ternfor trial completion time acrossorientation conditions. Thedefault orientation generally
had the shortest path length. The longest path lengths appeared in the +45°Y conditions. It
appears that greater difficulty in matching the target orientation results in greater transla-
tion of the pointer. During the training sessions, subjects were observed to have moved the
pointer away from the target to check their orientation match and then movethe pointer back

to the target when they were satisfied with their orientation to match the target position.
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Amount of pointer orientation varied acrosstarget orientations

Theresultsfor orientation length showed that theleast amount of rotation generally occurred
for the default target orientation. The most rotation generally occurred for the + 45°Y con-
ditions. The other target orientation conditions range between these extremes. Once again
the significant interaction indi cated acomplex pattern of influence for thetarget position and
target orientation conditions.

The reduced orientation length for the default target position suggests that subjects
brought the orientation of the pointer into close correspondence with the orientation of the

homing target even though they were not required to do so.

Stereoscopic viewing provideslittle benefit to rotation

Examining all the dependent variables related to orientation showed almost no effect for
display mode. The only significance of any kindisin the display mode x target position in-
teraction in the analysisfor orientation error. Thiswould indicate that stereoscopic viewing
was of little benefit for orientation based tasks. The improvement in trial completion time
for stereoscopic viewing was a result of the strong effect upon the positioning component
of the task. Orientation error was mostly influenced by the orientation of the target and to

some degree by the position of the target.

584 Fdlicity

Subjective responsesregarding the effectiveness of thedisplay modefor thetask were gener-
aly inlinewith measured performance although afew interesting resultsdid appear. A num-
ber of subjects (38%) felt that the monoscopic condition was easier to use than the stereo-
scopic condition in contrast with overall performance. A few subjects indicated on their

guestionnaires that the orientation component of the task was more difficult than the posi-
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tion component and that stereo was not helpful for the orientation component. If subjects
based their determination for ease of use upon the component of the task they felt to be more
difficult, then it would follow that those who thought the orientation component was more
difficult would see little benefit for stereoscopic viewing.

Subjects became more definitive about the target orientations that were easier and
harder in the stereoscopic display mode. Thismight indicatethat stereoscopic viewing made
the positioning component of the task easier and all owed subjectsto focus more attention on
the orientation component of the task. Subjectsfelt that certain orientations made position

matching easier, but there were no positions that made orientation matching easier.

5.9 Conclusions

The goal of this experiment was to achieve a better understanding of the effects of display
mode, target position and target orientation on a docking task. The most important findings

are:

e Stereoscopic viewing appearsto have little influence upon the orientation component

of the task.

e Target position and target orientation have a significant effect upon performance. This
suggests that hidden biases might exist within studies that do not explicitly consider

the position and orientation of the target.

e Differencesin performance by orientation may be more closely coupled to the object
than the axis of rotation. On a per axis basis orientation errors seem unrelated to the

axis of rotation of the object.

Finally, it seemsthat even though overall subjective measures are generally consis-

tent with objective measures, stark inconsistenciesexist. One of the most noteworthy inthis
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experiment being that three of eight subjects found the monoscopic display mode easier to

use than the stereoscopic display mode.
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Source SS  df MS F  conv. p adj.p H-Fe
display 7.457 1 7457 584 0.0463
Error 8.935 7 1.276
position 1.091 5 0218 4.26 0.0039 0.0068 0.85
Error 1793 35 0.051
dxp 0.173 5 0035 150 0.2134 02512 047
Error 0.806 35 0.023
orientation 2.895 6 0482 693 <0.0001 < 0.0001 0.96
Error 2922 42 0.070
dxo 0.372 6 0.062 264 0.0291 0.0291  1.00
Error 0.987 42 0.024
px0 1379 30 0046 351 <0.0001 < 00001 0.98
Error 2751 210 0.013
dxpxo 0614 30 0.020 1.28 0.1605 01991 0.68
Error 3.354 210 0.016
Total 76.766
Table 5.16: Experiment 2 — Repeated measures ANOVA for log of trial completion
time.

Source SS  df MS F conv.p adj.p H-Fe
display 37.559 1 37559 1056 0.0141

Error 24.906 7 3558

position 5.349 5 1070 453 0.0028 0.0143 0.58
Error 8272 35 0236

dxp 2.253 5 0451 216 0.0813 0.1157 0.66
Error 7309 35 0.209

orientation 7.206 6 1201 358 0.0059 00140 0.74
Error 14.088 42 0.335

dxo 2.870 6 0478 194 0.0966 0149  0.53
Error 10359 42 0.247

pxo 5628 30 0188 149 0.0570 0.0570 1.00
Error 26452 210 0.126

dxpxo 4953 30 0165 118 0.2447 0.2451 1.00
Error 29.290 210 0.139

Total 280.521

Table 5.17: Experiment 2 — Repeated measures ANOVA for log of final position er-

ror.
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Source SS  df MS F  conv. p adj.p H-Fe

display 0.035 1 0035 024 0.6399

Error 1.030 7 02147

position 1.864 5 0373 4.08 0.0051 0.0156  0.67
Error 3200 35 0.091

dxp 0.694 5 0139 281 0.0309 0.0360 0.92
Error 1.729 35 0.049

orientation 63.870 6 10.645 1505 < 0.0001 < 0.0001 0.51
Error 29.716 42 0.708

dxo 1.384 6 0231 19 0.0884 0.0884 1.00
Error 4863 42 0.116

pxo 4638 30 0155 1.60 0.0308 0.0614 0.66
Error 20.284 210 0.097

dxpxo 1.980 30 0.066 1.29 0.1564 0.1740 0.84
Error 10.767 210 0.051

Total 173.863

Table 5.18: Experiment 2 — Repeated measures ANOVA for log of final orientation
error.

Source SS  df MS F conv.p adj.p H-Fe
display 6.960 1 6960 827 0.0238

Error 5.894 7 0.842

position 0.984 5 0197 265 00391 0.0532 0.81
Error 2597 35 0.074

dxp 0.286 5 0057 260 0.0424 0.0573 0.80
Error 0772 35 0.022

orientation 2.390 6 0398 6.49 00001 0.0019 0.55
Error 2579 42 0.061

dxo 0.184 6 0031 184 0.1148 0.1265 0.88
Error 0.701 42 0.017

pxo 0.846 30 0.028 197 0.0031 00344 041
Error 3.000 210 0.014

dxpxo 0.338 30 0011 116 0.2720 0.3086 0.58
Error 2.047 210 0.010

Total 46.559

Table 5.19: Experiment 2 — Repeated measures ANOVA for log of path length.
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Source SS  df MS F  conv. p adj.p H-Fe
display 0.398 1 0398 0.33 0.5844

Error 8.486 7 1212

position 0.083 5 0017 015 0.9777 0.9777 1.00
Error 3775 35 0.108

dxp 0.331 5 0066 238 0.0587 0.0705 0.86
Error 0974 35 0.028

orientation 58.470 6 9745 2413 < 0.0001 < 00001 0.79
Error 16.961 42 0.404

dxo 0.782 6 0130 1.68 0.1503 0.1741  0.75
Error 3261 42 0.078

pxo 3406 30 0114 256 0.0001 0.0005 0.72
Error 9.205 210 0.044

dxpxo 0.907 30 0.030 1.02 0.4425 0.4413 061
Error 6.217 210 0.030

Total 177.674

Table 5.20: Experiment 2 — Repeated measures ANOVA for log of orientation
length.

Source SS  df MS F  conv. p adj.p H-Fe
display 22.415 1 22415 19.30 0.0032

Error 8.129 7 1161

position 31.393 5 6279 1168 < 0.0001 < 0.0001 1.00
Error 18809 35 0537

dxp 8.423 5 1685 7.06 0.0001 0.0006 0.76
Error 8356 35 0.239

orientation 2.915 6 048 4.00 0.0030 0.0077 0.75
Error 5103 42 0.122

dxo 1.082 6 0180 231 0.0516 0.0645 084
Error 3283 42 0.078

pxo 309 30 0103 177 0.0112 0.0363 059
Error 12.234 210 0.058

dxpxo 0903 30 0030 0.65 0.9170 0.8187 0.49
Error 9.669 210 0.046

Total 210.690

Table 5.21: Experiment 2 — Repeated measures ANOVA for log of RMS error.
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Source SS  df MS F  conv. p adj.p H-Fe
display 21.337 1 21337 6.66 0.0365

Error 22.441 7 3.206

position 22.901 5 4580 2047 < 0.0001 < 0.0001 O0.61
Error 7831 35 0.224

dxp 3.037 5 0.607 2.93 0.0260 0.0394 0.79
Error 7261 35 0.207

orientation 9.508 6 1.585 4.00 0.0030 0.0109 0.67
Error 16.646 42 0.396

dxo 3.596 6 0.599 2.04 0.0810 0.0810 1.00
Error 12.324 42 0.293

pxo 6.730 30 0.224 1.09 0.3470 0.3470 1.00
Error 43.107 210 0.205

dxpxo 6.323 30 0.211 1.03 0.4316 04328 0.78
Error 43.023 210 0.205

axis 577.772 2 288886 116.36 < 0.0001 <« 0.0001 0.53
Error 34759 14 2.483

dxa 46.542 2 23271 19.10 0.0001 0.0021 0.56
Error 17.058 14 1.218

pxa 21.062 10 2.106 874 < 0.0001 <«0.0001 0.68
Error 16.875 70 0.241

dxpxa 6.484 10 0.648 2.84 0.0051 0.0076  0.88
Error 15984 70 0.228

oxa 10.751 12 0.896 3.68 0.0002 0.0006 0.81
Error 20435 84 0.243

dxoxa 2686 12 0.224 1.06 0.4002 0.3961  0.40
Error 17663 84 0.210

pxoxa 10.174 60 0.170 1.39 0.0344 0.0808 0.57
Error 51.093 420 0.122

dxpxoxa 9.602 60 0.160 1.10 0.2938 0.2938 1.00
Error 61.099 420 0.145

Total 1302.071

Table 5.22: Experiment 2 — Repeated measures ANOVA for log of final position axis
error.
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Source SS  df MS F  conv. p adj.p H-Fe
display 0.000 1 0.000 0.01 0.9449

Error 0.304 7 0.043

position 0.254 5 0.051 1.10 0.3800 0.3796  0.95
Error 1.620 35 0.046

dxp 0.341 5 0.068 2.50 0.0487 0.0523 0.95
Error 0952 35 0.027

orientation 2.602 6 0.434 1.85 0.1132 0.1511 0.64
Error 9867 42 0.235

dxo 1.358 6 0.226 3.60 0.0057 0.0274 053
Error 2637 42 0.063

pxo 2247 30 0.075 1.32 0.1366 0.1459 092
Error 11.950 210 0.057

dxpxo 1461 30 0.049 1.17 0.2546 0.2599 0.94
Error 8713 210 0.041

axis 211.742 2 105871 13213 < 0.0001 < 0.0001 100
Error 11.218 14 0.801

dxa 1.351 2 0.675 6.92 0.0081 0.0081 1.00
Error 1.365 14 0.098

pxa 2598 10 0.260 1.43 0.1851 0.1851 1.00
Error 12708 70 0.182

dxpxa 0913 10 0.091 0.72 0.6997 0.6997 1.00
Error 8832 70 0.126

oxa 91690 12 7641 1878 < 00001 <« 0.0001 1.00
Error 34172 84 0.407

dxoxa 2948 12 0.246 1.58 0.1126 0.1206 0.92
Error 13.045 84 0.155

pxoxa 11.333 60 0.189 1.42 0.0277 0.0375 0.86
Error 55.927 420 0.133

dxpxoxa 6.678 60 0.111 1.17 0.1928 0.2249 0.73
Error 39.958 420 0.095

Total 554.402

Table 5.23: Experiment 2 — Repeated measures ANOVA for log of final orientation
axis error.

168



Chapter 6

Experiment 3:

Line Tracing

The line tracing experiment was the third of four experiments to be carried out. The line
tracing task required subjectsto move the tip of a pointer from a starting position to an end
position while keeping the tip of the pointer as close to aline (shown on the display as a
narrow cylinder) aspossible. Inthelinetracing task subjectswere freeto reorient the pointer

in any manner they might choose.

6.1 Hypotheses

The experimental hypotheses of this experiment are that display mode (monoscopic versus
stereoscopic), head-tracking mode (fixed viewpoint versus head-tracked viewpoint), target
position (+10cm along one of the X, Y or Z axes from afixed starting location) and block
(four levels, representing the successive blocks of trials within a particular session) have
an effect upon performancein alinetracing task. To evaluate the effect of the independent

variables upon the task several different dependent measures were gathered.
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Thefollowing six dependent measures were analyzed in this experiment: trial com-
pletion time, final position error, final position axis error, RMS error, RMS axis error and
path length. A detailed description of these measures appears in Section 3.1. RMS error is
the root mean square of the distance from the tip of the pointer to the closest point on the
ideal path. For this experiment the ideal path used to computethe RMS error is considered
to be the straight line from the starting position to the target position.

For statistical testing, an « level of 0.05 was used to determine whether or not the

independent variables had a significant effect.

6.2 Participants

Subjects were recruited as specified in Chapter 3. One potential subject was excluded be-
cause he could not fuse the stereo pairs in the stereo screening test. Eight subjects were

accepted into the experiment, none of whom had participated in the earlier experiments.

6.3 Equipment

Thestandard equipment described earlier in Section 3.3wasused, including the head-tracker.
Figure 3.1 shows the hardware used in this experiment.

A long narrow cylinder was used to connect the start and end points rather than a
single pixel straight line. In order to make the lighting more natural a white light source
was used to illuminate the cylinder. Because of the lighting a small amount of green may
appear on the display. To mask potential bleeding a dark gray background was used rather
than the black background used in earlier experiments. Figure 6.1 shows an image of the

screen from one of thetrials of this experiment.
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Figure 6.1: An image of the screen during a trial of the line tracing experiment. The
cylinder representing the line to be traced is visible with the trial target at the right-
end and the pointer moving along the line from the left-end. The large shaded ob-
jects toward the top of the image are a part of the vection background.

6.4 Procedure

Subjects were required to perform aline tracing task in a3D environment. The pointer had
six degrees of freedom, but to accomplish the task, only the position of the tip of the pointer
wasimportant. The pointer and target in thistask were identical tetrahedron-like objects, in
which the height (1.73cm) was twice the width (0.87cm) and one face was perpendicular to
the base. The difference in size along one dimension allows one vertex to be easily identi-
fied asthetip and one face to be identified as the base. Thisisthe same pointer used in the
docking experiment, and only differs from the pointer in the point location experiment in
terms of colouration as described in Section 3.3.

In the default orientation the tip points upward along the positive Y-axis, the base
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was parallel to the XZ plane and the perpendicular face was to the back and parallel to the
XY plane. Thebasewashalf intensity magenta, the back facewasfull intensity magentaand
the two front faces used both full intensity red and full intensity blue. The two front faces
had a different colour in their top and bottom halves. The top half of one face was red and
the bottom half of the same face was blue. The opposite face had the reverse colouration.
Figure 3.3 illustrates the appearance of the pointer and target in different orientations.

Subjects manipul ated the pointer via the Polhemusinput device using the dominant
right hand, and used the middle mouse button with the mouse heldin theleft hand to advance
through the experiment trials. A trial consisted of two phases, an initial homing phase and
atracing phase.

During the homing phase the subject had to move the tip of the pointer to the tip of
the homing target. The homing target was located at afixed centre point and was alwaysin
the default orientation. Subjects received feedback in the form of ared box that appeared
around thetip of the homing target when thetip of the pointer waswithin 0.5cm of the hom-
ing target. When the red box appeared subjects could click the middle mouse button using
the left hand to advance to the tracing phase; the homing target was removed and the trial
target was displayed at one of the six positions. A narrow cylinder was drawn from the start
position (thetip of the homing target) to thetip of thetrial target. Subjects could not advance
to the docking phase if the homing tolerance was not met. The pointer was not required to
bein any specific orientation for the homing phase.

During the tracing phase subjectswere instructed to move the pointer to thetrial tar-
get while keeping the tip of the pointer as close to the line (cylinder) as possible. No feed-
back regarding proximity to either the line or trial target was given during the tracing phase.
Subjects had to make their own determination of proximity using the visual cues available

within the particular experiment condition. Subjects middle clicked with the mouse when

172



they were satisfied with their performance. After a short delay the system advanced to the
next trial.

Small viewing shiftsin the spirit of Phillips et al. [75] to the left or right were used
for the two Z-axis target positions (the z-near and z-far positions) when the viewpoint was
fixed. Thedirection of the shift to theleft or right was chosen at random. Without theseview
shifts the cylinder would appear asasmall round circle in the two Z-axis target positions.

An additional change to the display was to introduce a vection background similar
to the one used by Arthur et a. [6]. The goal was to increase the perceived motion parallax

in the head-tracked viewing conditions.

6.5 Design

The experimental design consisted of four within-subject independent variables: display
mode, head-tracking mode, target position and session block. For compatibility betweenthe
stereoscopi c and monoscopic conditions all target positionsin the virtual environment were
behind the screen surface and were displayed at asize appropriateto aperspective projection
based on anominal viewing position of 40cm in front of the screen surfacein the fixed view-
point condition. To mitigate the effects of the apparatus, subjectswore the stereo glassesand
head-tracker in all conditions. The receiver of the Polhemus was encased in modeling ma-
terial that was shaped and coloured to resemble the pointer in the virtual environment. The
physical pointer is shownin Figure 3.2.

An experiment session was comprised of one of the four combinations of display
and head-tracking modes. After each session, subjectscompleted ashort questionnairedeal -
ing only with that session. Each subject performed four sessions, thereby covering all four
combinations of display and head-tracking modes. The combinations of display mode and

head-tracking mode were counterbal anced across subjects according to alatin square where
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each condition was performed first, second, third or fourth an equal number of times. After
the final session, each subject completed alonger questionnaire about al the conditions.

Each subject completed four consecutive sessions, one for each display condition.
Each session was divided into five blocks, a training block followed by four experiment
blocks. Each experiment block contained 30 trials consisting of five repetitions of each tar-
get position presented in random order. The training block was an abbreviation of an exper-
iment block consisting of 20 trials. During the first 10 trials of the training block subjects
were given feedback telling them when they were within 1cm of the line or trial target. No
feedback was given for the remaining 10 trials of the training block. To minimize fatigue
subjects were given aone minute break after each block.

Each subject performed atotal of 480 experiment trials. Each subject spent approxi-
mately 90 minutesperforming the experiment including timefor breaksand timeto complete

the questionnaires, but not including the time spent on the screening tasks.

6.6 Training

Subjects were trained using the following script. The script served as a basisfor the exper-

imenter, but was not read directly.

“Your task is to move your pointer from the starting point to the
ending point as quickly and as accurately as possible while at-
tempting to keep the tip of your pointer as close as possible to the
line. The starting point is located at the tip of the stationary object
on the screen. Move your pointer to the starting point now. Notice
that when the tip of your pointer is close to the tip of the starting

target a red box appears around the tip of the target.”
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[Experimenter waits while subject moves pointer to start target.]

“The red box must be present for you to be able to start a trial. To

start a trial click the middle mouse button with your left hand.”
[Experimenter waits for subject to click with the middle button.]

“The starting target has disappeared and another target has ap-
peared somewhere in the virtual environment along with a line that
goes from where the starting target was to the tip of the target now
visible. Move your pointer to the target while trying to keep the tip

of your pointer as close to the line as you can.”

“If you find that you have moved away from the line, try to move
the pointer closer to the line. Don’t move the pointer back to the

start of the line.”
[Experimenter waits for subject to move pointer to target.]

“When you are satisfied that you have reached the target with your
pointer click the middle mouse button with your left hand. This will
end the trial. The orientation of the pointer with respect to the line
or target does not matter. You can have the pointer in any orien-
tation you choose. All that matters is that you get the tip of the
pointer as close as possible to the tip of the target while following

the line.”

“Please try to perform the task as quickly and as accurately as

possible.”

“Do you have any questions?”
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The experimenter answered any questions that would not bias the subject’s perfor-
mance in any of the visual modes. Typical questions were, “Does the orientation of the
pointer matter?’ and “Does it matter what side of the pointer | have facing forward?’ The
answer to these questions was always no.

No instruction as to what was fast enough, or what was accurate enough was given,
but the enforced accuracy requirement for the homing phase may have given subjects some
guidance. If subjects asked whether they were to favour speed over accuracy or vice-versa
they weretold that they would haveto decide for themselveshow quickly or accurately they
should perform the task.

The experimenter observed the subject during the training trials. When the train-
ing trials were over the experimenter asked for and answered any questions using the same
guideline stated previously. The experimenter then told the subject that he would be on his
own during the actual trials. The experimenter then reminded the subject to perform the tri-
als as quickly and as accurately as possible, |eft the room and started the first experiment
block. The experimenter re-entered the room after each block to check on the subject and
tell the subject to rest hisarm for at least a minute. After waiting for a minute the subject
was asked if he was ready to proceed. If the subject responded in the affirmative then the

experimenter left the room and initiated the next experiment block.

6.7 Results

The dependent variables stated earlier were gathered for each trial. Acrossall eight subjects

atotal of 3840 individual trials were compl eted.
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Preliminary Screening

In an attempt to removeinvalid trials, screening testsfor outlierswere performed. Onetrial
had atrial completion time below 0.5s and a path length below 1cm. Thistrial was consid-
ered to be an erroneous click by the subject. There were no trials requiring more than 30s
and only 11 trials required more than 20s. Onetrial had a path length over 60cm (81.46¢cm).
Based on the results of the point location experiment all these trials were considered valid
and only the trial with the erroneous click was excluded. The remainder of the analysisis
based upon the 3839 remaining trials.

The experiment is a 2 (display mode) x 2 (head-tracking mode) x 6 (target posi-
tion) x 4 (session block) design with repeated measures on all factors. For the remaining
analysis, the repetitions of each target position performed by a subject within asingle block
are averaged together to yield asingle score. Theresult isaseries of 768 measures, onefor

each subject in each of the conditions.

Residual Analysisand Degree of Freedom Adjustments

Residualswere analysed for homogeneity of variance as described in Chapter 3 and demon-
strated in Chapter 4. A log transform was applied to each dependent variable to make the
variance more uniform and suitable for analysis. To account for violations of the sphericity

assumption, the Huynh-Feldt adjusted degrees of freedom are used to test for significance.

Trial Completion Time

The repeated measures ANOVA for trial completion time reveal ed significant main effects
for target position Fyr(3.4,23.5) =32.21, p < 0.0001 and block Fyp(2.5,17.2)=7.15,p=
0.0038 aswell asa significant head-tracking mode x target position interaction Fr(5,35)

=3.10, p=0.0201. Full resultsof the ANOVA appear in Table 6.16 located at the end of the

177



10

z °r 7
(0]
=
|_
c 6 —
R
kS
Q.
§ 4 .
@)
s
=
2= ——  head-tracked ]
-------- fixed
0 I I I I I I
x-left x-right y-bottom  y-top z-far z-near

Target Position

Figure 6.2: Mean of trial completion time in seconds for each target position in the
two head-tracking modes.
chapter.

The effect for block indicates that there is a significant improvement in trial com-
pletion time for the task averaged over the other conditions. The average movement time
for thefirst block is 6.22 seconds, dropping to 6.03sin the second block, 5.68sin the third
block and 5.60sin the final block.

The significant effect for target position is considered together with the effect of
head-tracking mode because of the significant interaction. Table 6.1 showsthetrial comple-
tion time in each of the target positions for both head-tracking modes and Figure 6.2 illus-
trates the relationship between these factors. Many conditions show almost no difference
between the head-tracked and fixed viewpoint conditions, however, there is a decrease in
trial completion time for the head-tracked condition for the x-right target position and an

increasein trial completion time for the z-near target position.
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Figure 6.3: Mean position error in centimetres for each of the target positions in all
the display mode and head-tracking mode combinations.

Final Position Error

The repeated measures ANOVA for final position error shows a significant main effect for
target position Fyr(5,35) = 5.90, p = 0.0005, a significant two-way interaction for display
mode x head-tracking mode Fyr(1,7) =12.11, p = 0.0103 and a significant three-way in-
teraction for display mode x head-tracking mode x target position Fyr(5,35) =4.09, p=
0.0050. Full results of the ANOVA appear in Table 6.17 located at the end of the chapter.

| Pos. | Fixed Head-tracked | Overall |
x-left 4.77 4.62 4.69
x-right 5.03 469 | 486
y-bottom | 5.07 5.08 5.08
y-top 5.06 511 5.08
z-far 8.05 8.02 8.03
Z-near 7.28 7.85 7.57

Table 6.1: Mean trial completion time in seconds for the target positions in both
head-tracking modes and overall.
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Due to the significant three-way interaction the display mode, head-tracking mode
and target position factors are considered together. Table 6.2 gives the mean final position
error for these factors and Figure 6.3 illustrates these factors. We can see that in the mono-
scopic conditions, head-tracking generally resultsin higher final position error, especially in
the x-right target position. In the stereoscopic display mode head-tracked and fixed view-
point performance is roughly equivalent except for the x-right target position that shows a
marked improvement in the head-tracked condition and the z-far target position that shows

a degradation in the head-tracked condition.

Final Position AxisError

The repeated measures ANOVA for final position axis error reveal s significant main effects
for position Fypr(5,35) = 4.50, p = 0.0028 and axis Fur(1.5,10.4) = 36.50, p < 0.0001.
Significant two-way effects were found for display mode x head-tracking mode Fyr(1,7)
=9.39, p = 0.0182, display mode x axis Fyr(1.2,8.3) =9.57, p = 0.0121 and position x
axis Fpr(10,70) = 8.15, p < 0.0001. A significant three-way interaction was found for dis-

play mode x head-tracking mode x target position Fyr(5,35) = 4.51, p=0.0028. Because

Mono Stereo
Pos. Fixed HT | Fixed HT | All
x-left 043 0.39 034 042 0.39

x-right 057 094 | 058 0.39)|0.62
y-bottom | 051 077 | 043 048 ]| 055

y-top 038 063 | 041 043|046
z-far 045 054 | 048 063|053
z-near 030 049 | 037 0.42]0.39
all 044 063| 043 046

Table 6.2: Mean of final position error in centimetres for each target position in both
head-tracking modes and both display modes. The column labeled all provides the
mean position error for each target position over all other factors and the row labeled
all provides the mean final position error for the specific viewing condition.
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the purpose of this analysisis to discover the possible effects of axis, only main effects or
interactionsinvolving the axis factor will be examined in detail. Full results of the ANOVA
appear in Table 6.18 located at the end of the chapter.

Table 6.3 shows the final position error along each axis and Table 6.4 provides the
final position error for each display mode along each axis. In each case the Z-axis error is
clearly much higher than the X- and Y-axis errors which are roughly equivalent. From the
display mode x axisinteraction it is evident that the Z-axis error shows an improvement in

the stereoscopic display mode, while there is amost no change in the X- and Y-axis errors.

|Axis | X Y Z |
| Error [ 012 0.14 041 |

Table 6.3: Mean of final position error along the X, Y and Z axes.

| DisplayMode | X Y  Z |
mono 0.12 0.13 0.46
stereo 012 0.15 0.35

Table 6.4: Mean of final position error in centimetres along the X, Y and Z axes for
both display modes.

Table 6.5 provides the final position error for each position along each axis and the
relationship between these factors is illustrated in Figure 6.4. The Z-axis error is clearly

greater than the X- and Y-axiserrorsin every case. Interestingly, while the x-left target po-

| Pos. | X Y Z |

x-left 012 011 0.32
x-right 0.16 012 054
y-bottom | 0.10 0.20 0.44
y-top 0.09 017 044
z-far 014 0.13 045
z-near 013 011 0.38

Table 6.5: Mean of final position error in centimetres along the X, Y and Z axes for
each of the target positions.
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Figure 6.4: Mean of final position axis error in centimetres for each axis across all
target positions.

sition has the least amount of Z-axis error, the x-right target position has the most Z-axis
error. It isalso evident while the amount of X- and Y-axis error appears roughly for the X-
and Z-axis targets, the two Y-axis targets (y-bottom and y-top) exhibit a larger amount of

Y-axiserror.

Path Length

The repeated measures ANOVA for path length reveal significant main effectsfor target po-
sition Fyp(4.5,31.5) = 23.87, p < 0.0001 and block Fppr(3,21) = 13.87, p < 0.0001 as
well as asignificant head-tracking mode x target position interaction Fyr(5,35) =5.90, p
=0.0005. Full results of the ANOVA appear in Table 6.19 located at the end of the chapter.

The significant main effect for block indicates a significant decrease in path length
across the blocks. Table 6.6 shows the mean path length in each of the blocks.

The significant target position and head-tracking mode x target position interaction
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Block 1 2 3 4
| | |
| Path Length | 14.62 1429 13.96 13.84 |

Table 6.6: Mean path length in centimetres in each of the session blocks.
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Figure 6.5: Mean path length in centimetres for each of the target positions in the
two head-tracking modes.

are considered together. Table 6.7 provides the mean path length for each target position in
both head-tracking modes and Figure 6.5 illustrates these values. We can see that the path
length for the z-near and z-far target positions is higher than for the other target positions.
In the head-tracked mode the path lengths for the z-near and z-far target positionsincreases

dramatically, while remaining essentially unchanged for the other target positions.

RMSError

The repeated measures ANOVA for RM S error indicates significant main effects for head-
tracking mode Fyr(1,7) =7.62, p=0.0281 and target position Fyr(5,35) =3.44, p=0.0124

aswell asasignificant display mode x head-tracking modeinteraction Fyr(1,7) =10.20, p
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=0.0152. Full results of the ANOVA appear in Table 6.20 |ocated at the end of the chapter.

Themain effect for head-tracking mode and the display mode x head tracking mode
interaction are considered together. Table 6.8 givesthe RMS error for each combination of
display and head-tracking modes. From the tableit is evident that the RM S error in the two
fixed viewpoint modes is essentially equivalent. RMS error is larger in both head-tracked
conditions than in the corresponding fixed viewpoint conditions. The interaction isaresult
of the smaller increasein RM S error for head-tracking in the stereoscopic display mode as
compared to the monoscopic display mode.

Table 6.9 gives the RMS error in each of the target positions. From the table it is
evident that the x-right target position has a much higher RMS error than any of the other

target positions.

RMSAXxisError

The repeated measures ANOVA for RMS error along the axes reveal s significant main ef-
fectsfor head-tracking mode Fyr(1,7) =5.59, p = 0.0500, target position Fyr(4.4,30.5) =
16.00, p < 0.0001 and axis Fyr(1.2,8.1) =91.24, p < 0.0001. Significant two-way interac-
tionswerefound for display mode x head-tracking mode Fyr(1,7) =5.72, p=0.0481, dis-

play mode x axis Fpr(1.4,9.9) = 8.15, p=0.0116 and target position x axis Fyr(7.9,55.3)

| Pos. | Fixed HT| All|

x-left 12.77 12.84 | 12.80
x-right 12.88 12.92 | 12.90
y-bottom | 1250 12.93 | 12.72
y-top 13.11 1325 | 13.18
z-far 16.50 17.60 | 17.05
z-near 15.03 17.82 | 16.42

Table 6.7: Mean path length in centimetres for each target position in both the head-
tracked and fixed viewpoint conditions. The column labeled all provides the mean
for each target position averaged over the other conditions.
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| Head-trackingMode | Mono  Stereo |

Fixed 0.54 0.55
Head-tr acked 0.77 0.62

Table 6.8: Mean RMS error in centimetres for all combinations of display mode and
head-tracking mode.

| Pos. | RMSerror |
x-left 0.59
x-right 0.77
y-bottom 0.58
y-top 0.61
z-far 0.58
Z-near 0.60

Table 6.9: Mean RMS error in centimetres for each of the target positions.

=110.64, p < 0.0001. Because the purpose of this analysisis to detect how the RMS error
differs across the axes, only the axis factor and its interactions will be examined in detail.
Full results of the ANOVA appear in Table 6.21 located at the end of the chapter.

Table 6.10 givesthe RMS error along each axis. The RMS error along the Z-axisis

clearly much higher than along either the X- or Y-axes.

| Axis | X Y Z |
| RMSError [ 019 020 0.48 |

Table 6.10: Means of RMS error in centimetres along the X, Y and Z axes.

Table6.11 givesthe RM Serror along each axisin both display modes. Stereoscopic
viewing does not significantly change the RMS error for the X- and Y-axes. Stereoscopic
viewing does reduce the RM S error along the Z-axis.

Table 6.12 givesthe RMS error along each axis for al the target positions and Fig-
ure 6.6 illustratesthe relationship of these factors. It isevident that for targets positionson a
particular axis, the error along that axisisreduced. Thusthereisalower RMS error for the

x-left and x-right target positions along the X-axis, the y-bottom and y-top target positions
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| DisplayMode | X Y Z |
mono 018 019 053
stereo 020 021 043

Table 6.11: Mean of RMS error in centimetres along the X, Y and Z axes for both
display modes.
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Figure 6.6: Mean of RMS axis error in centimetres for each of the axes across all
the target positions.

along the Y-axisand the z-near and z-far targets along the Z-axis. For thetwo Z-axistargets,
the X, Y and Z RMS error levels appear roughly equivalent. The x-right target position ex-

hibitsa Z-axisRMS error that is higher than any of the other target positions.

Questionnaires

At theend of each session subjectswererequired to answer aseriesof questionsabout differ-
ent aspects of thetask. Four questions required the subject to rate the difficulty of different
components of the task. They were asked to indicate the difficulty of determining the posi-

tion of the target and the line. They were also asked to indicate the difficulty of matching
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the target position and tracing the line. Each of these questions was answered on a 5 point
scale where 1is“easy” and 5 is“hard.” Four additional questions asked subjects to indi-
cate if they found any target positions easier or harder to match, or whether they found any
lines easier or harder to trace. If asubject indicated that acomponent was easier or harder, a
free form answer was used to describe the particular conditions. A copy of the post-session
guestionnaireis located in Appendix A.5.

At the end of the experiment, subjects were asked to score all the display and head-
tracking mode combinations according to task difficulty and ease of use. Additionally, at
the end of the experiment subjects were asked to conduct three rankings of the four different
viewing conditions. Subjects were asked to rank the viewing modes based on their prefer-
ence, ease of use and their performance. Low rankings were best and high rankings were
worst. A copy of the post-experiment questionnaire can be found in Appendix A.7.

Friedman rank tests failed to find any significant differences between the subjects
scoresfor any of the viewing conditions. Looking at the scores themselvesfor any possible
trends, subjects indicated amost no difference between head-tracked and fixed viewpoint
monaoscopic conditions in the target related elements of the task, but indicated that head-
tracking madethelinerelated aspects of thetask easier. Thiswasalso the caseto asomewhat

lesser degree in the stereoscopic conditions. Table 6.13 gives the mean scores for the post

| Pos. | X Y Z |

x-left 005 025 051
x-right 0.04 024 0.70
y-bottom | 0.18 0.04 0.54
y-top 0.18 0.08 0.55
z-far 033 027 0.32
z-near 035 031 0.28

Table 6.12: Mean of RMS error in centimetres along the X, Y and Z axes for each
of the target positions.
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Fixed Head-tracked

Question Mono | Stereo | Mono | Stereo | Friedman | p
det. target pos. 24 21 24 20 | 236 0.501
match target pos. | 2.8 28 29 25 |161 0.657
det. line pos. 33 29 2.6 23 | 315 0.369
traceline 3.8 3.3 3.0 30 | 274 0.434
task difficulty 33 29 2.8 24 | 236 0.501
mode usefulness | 3.1 2.8 21 23 | 199 0.575

Table 6.13: Means of subjects’ responses to the subjective questions regarding dis-
play mode and head tracking mode conditions. The first four questions were an-
swered immediately after a particular condition, and the last two questions were an-
swered after all conditions had been completed. All questions were answered on a
scale of 1 to 5 where 1 indicated easy or useful and 5 indicated hard or not useful.
session and post experiment questions.

For the post-experiment questions subjectsindicated that the task was easiest in the
head-tracked stereoscopic condition and hardest in thefixed viewpoint monoscopic. Interms
of the usefulness of the display mode, subjects found the fixed viewpoint stereoscopic con-
dition to be dightly more useful than the head-tracked stereoscopic condition.

The post-experiment rankingswere generally inconclusive. Friedman'srank test did
not indicate significance for any of the rankings. The countsfor preference, ease of use and
performance do not clearly indicate any clear bias for or against any of the viewing condi-
tions. The strongest response was that five subjectsfelt that their performance wasworst in
thefixed viewpoint monoscopic viewing condition. Four subjectsfelt that their performance
was best in the head-tracked stereoscopic viewing condition. Figure 6.7 provides summary
information for subjects rankings.

Subjects’ freeform answersto the questions about the type of targets and lineswere
classified into general categories. Subjects tended to indicate that the targets in the plane

parallel to the screen (XY plane) tended to be easier. Both targets and lines along the Z-axis

were considered to be harder. The categorized summaries of subjects’ answers can be found
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Easier
Target Line

Fixed | Head-tracked Fixed | Head-tracked
Response | Mono Stereo  Mono Stereo Mono Stereo Mono  Stereo
none 2 3 2 3 4 5 4 5
XY plane 4 2 3 3 3 1 2 1
X-axis 1 2 1 1 1 1 1 1
Y-axis 1 2 1 1 1
Z-axis 1 1

Table 6.14: Coded summary of subjects’ responses to the questions about which
targets and lines were easier to match the position of or trace.

Harder
Target Line

Fixed | Head-tracked Fixed | Head-tracked
Response | Mono Stereo  Mono Stereo Mono Stereo Mono  Stereo
none 2 4 2 3 2 3 4 4
XY plane 1
X-axis 1
Y-axis
Z-axis 5 3 5 3 6 5 4 3
z-far 1 2
Z-near 1

Table 6.15: Coded summary of subjects’ responses to the questions about which
targets and lines were harder to match the position of or trace.

in Tables6.14 and 6.15.

6.8 Discussion

In contrast with the point location and docking studies, this study failed to show a strong
effect for stereoscopic viewing. Rather than atask where head-tracking would be beneficial,

atask that had little benefit from stereoscopic viewing was found.
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Figure 6.7: Rankings of subjects’ preference, perceived ease of use and perceived
performance for each of the viewing conditions. The height of a bar indicates the
number of times a particular rank was assigned by a subject.
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6.8.1 Speed
Z-axistarget positionshad slower performance

The results for trial completion time shows a strong difference for target position with the

z-near and z-far targets clearly standing out as the poorer performers.

Display mode had no effect upon trial completion time

The surprising thing is the lack of an effect for display mode. One possible explanation is
the presence of the line in the display. The line allows a subject to obtain occlusion based
depth information throughout thetask. The occlusion cueisastrong source of relative depth
information. Accordingto Wickens, [106] the occlusion cueisstronger than the stereoscopic

depth cue.

Small effect for head-tracking was mixed

Thereisasmall influencefor head-tracking intheinteraction of the head-tracking factor with
target position. For the majority of target positions head-tracking provides no advantage or
disadvantage. In the x-right target position head-tracking providesaslight benefit, but inthe

Z-near target position head-tracking appears to be detrimental .

6.8.2 Accuracy
Faster performancefor the x-right target may have come at the expense of accuracy

Final position error provides some additional insight here. The x-right target position in the
head-tracked monoscopic condition has a much higher final position error. The implication
isthat there is not really much benefit provided by head-tracking for the x-right target posi-

tion. With the only source of potential improvement for head-tracking eliminated the con-
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clusion seemsto be that head-tracking is either neutral or detrimental to the performance of

the task.

Head-trackingimpaired monoscopic accur acy, stereoscopic accur acy remained unchanged

Examination of thedisplay mode x head-tracking modeinteraction upon final position error
shows that head-tracking is clearly detrimental in the monoscopic display mode and essen-
tially neutral in the stereoscopic display mode. The positive outlook is that if stereoscopic
viewing isused and subjects consider head-tracking to be beneficial thenit can be used with-

out degrading performance.

X-right target position showed higher Z-axiserror

When axisisconsidered, itisclear that the Z-axisisthe source of themajority of the position
error. The stereoscopic display mode has a significant effect in reducing the amount of Z-
axiserror. Aninteresting anomaly isthe high Z-axiserror in the x-right target position. The

x-right target position also had a higher Z-axisRM S error.

Head-tracking madeit harder to stay closeto theline

Theresultsfor RM S error support the findings of the other variables. Head-tracking is detri-
mental in both display modes. In the stereoscopic display mode the gap between the head-
tracked and fixed viewpoint conditionswas decreased, but head-tracking still increased RM S
error. Thex-right target position hasahigher RM Serror than the other target positions. Once

again this target position stands out as being more difficult than the others.
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X-right target position showed higher Z-axisRM Serror

Examination of the axis RMS errors shows that the stereoscopic display mode reduces the
RMS error along the Z-axis. In addition we can see that the x-right target position in the
monaoscopic condition stands out with much more Z-axis RM S error than the other target
positions. Some property of moving to the x-right target position made it harder to control

Z-axis movement in contrast to the x-left, y-bottom and y-top target positions.

6.8.3 Conciseness

Asin earlier experiments path length indicatestheincreased difficulty of the z-near and z-far

target positions. Head-tracking significantly degrades performance for these two positions.

Head-tracking hinder s perfor mance

Theresultsfrom several dependent variables clearly indicate that head-tracking isgenerally
detrimental to performance. Thisisthe opposite of findingsby Sollenberger & Milgram[89]
and Arthur et al. [6]. Sollenberger and Milgram found a rotational display to be beneficial
and the combination of stereoscopic viewing and rotational display to be even more bene-
ficial. Arthur et al. duplicated these results but used head-tracking in place of arotational
display.

There aretwo principal differences between thiswork and the earlier work of these
other researchers. One isthe complexity of the display. The displaysin thiswork are rela-
tively simplewith only afew objects(the pointer, thelineto trace and thetarget) appearing in
the display. The other differenceisthat in the earlier work subjectsonly had to view stimuli
on the display and draw a conclusion. In thiswork subjects have to move a pointer around
within thevirtual environment in addition to visualizing the stimuli. One difficulty that sub-

jectstend to have in this setting is keeping their hand steady while changing their view. In

193



general, afairly large head movement is needed in order to noticeably changetheview. This
causes a sizeable movement of a subject’s shoulders and requires subjectsto counteract this
movement in order to keep the pointer steady. Both of these possibilitieshold potential for
futureresearch. One avenue of inquiry would beto investigatewhat level of scene complex-
ity is needed to make head-tracking either essential or beneficial. An alternative course of
actionwould betoinvestigate at what level of scene complexity (if any) the benefit provided

by head-tracking can overcome the need to coordinate head and hand movements.

6.8.4 Fdicity

In contrast with the findings of Experiments one and two, none of the scores or rankings
in this experiment were found to be significant. The scores and rankings focused upon the
display and head-tracking modes. It is not too surprising that the subjective measures did
not indicated a clear biasin light of the other results which showed little or no effect for the
independent variablesinvolved.

Examination of the scoresin Table 6.13 shows a very slight bias towards the head-
tracked stereoscopic condition. 1t seemslikely that subjects exhibited some sort of biasto-
wards the head-tracked viewpoint and stereoscopic display mode because of their novelty.
If this was indeed the case then it indicates that subjects were able to determine during the

course of the experiment that head-tracking and stereoscopic viewing provided little benefit.

6.9 Conclusion

Oneinevitableconclusion based upon severa of the dependent measuresisthat head-tracking
is more often detrimental to the performance of the line tracing task than it is beneficial.
While the effect upon trial completion time is minimal, the effect on several of the error

measuresis significant.
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Stereoscopic viewing had been expected to improve task performancefor all the de-
pendent measures, but based on the results, stereoscopic viewing is mostly effective at re-
ducing the error level for the path related dependent measures.

The x-right target position appears to have been more difficult in this task than in
the pointing and docking tasks studied earlier, although there were certain trends indicating
weaknessfor thistarget position. Thisisanunusual finding and might indicate atask related
weakness for the x-right target position. To verify thisfinding it would be useful to conduct

a single experiment that focuses specifically upon task differences.
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Source SS  df MS F  conv. p adj.p H-Fe
display 2.709 1 2709 410 0.0825

Error 4.625 7 0.661

head-track 0.019 1 0019 0.01 0.9116

Error 9.880 7 1411

dxh 0.114 1 0114 025 0.6340

Error 3.218 7 0.460

position 33.326 5 6665 3221 < 0.0001 < 00001 0.67
Error 7242 35 0.207

dxp 0.307 5 0061 0.77 0.5788 0.4774 0.38
Error 279 35 0.080

hxp 0.444 5 0089 310 0.0201 0.0201 1.00
Error 1.002 35 0.029

dxhxp 0.156 5 0031 127 0.2978 0.2986 0.98
Error 0860 35 0.025

block 1.279 3 0426 7.15 0.0017 0.0038 0.82
Error 1.252 21 0.060

dxb 0.216 3 0072 138 0.2774 0.2837 0.73
Error 1.101 21 0.052

hxb 0.195 3 0065 102 0.4049 0.4032 0.96
Error 1.340 21 0.064

dxhxb 0.059 3 0020 0.25 0.8638 0.7903 0.68
Error 1.673 21 0.080

pxb 0273 15 0.018 1.42 0.1517 0.1930 0.64
Error 1.347 105 0.013

dxpxb 0077 15 0005 043 0.9675 0.9291 0.67
Error 1.265 105 0.012

hxpxb 0232 15 0016 130 0.2143 0.2620 053
Error 1.250 105 0.012

dxhxpxb 0156 15 0010 1.09 0.3755 0.3755 1.00
Error 1.004 105 0.010

Total 105.771

Table 6.16: Experiment 3 — Repeated measures ANOVA for log of trial completion
time.
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Source SS  df MS F conv.p adj.p H-Fe
display 3.497 1 3497 189 02113

Error 12.931 7 1847

head-track 2.634 1 2634 153 0.2559

Error 12.046 7 1721

dxh 2.684 1 2684 1211 0.0103

Error 1.551 7 0.222

position 18.787 5 3757 590 00005 0.0005 1.00
Error 22305 35 0.637

dxp 3.496 5 0699 192 01157 0.1617 0.56
Error 12742 35 0.364

hxp 0.802 5 0160 041 08378 0.8378 1.00
Error 13652 35 0.390

dxhxp 3.235 5 0647 4.09 00050 0.0050 1.00
Error 5543 35 0.158

block 0.704 3 0235 087 04715 04280 0.58
Error 5652 21 0.269

dxb 0.890 3 0297 135 02858 02906 0.75
Error 4624 21 0.220

hxb 1.023 3 0341 167 02033 0.2033 1.00
Error 4280 21 0.204

dxhxb 0.306 3 0102 0.74 05378 05057 0.75
Error 2876 21 0.137

pxb 1809 15 0121 1.02 04384 04310 0.56
Error 12.381 105 0.118

dxpxb 1993 15 0133 096 04989 04849 0.70
Error 14.488 105 0.138

hxpxb 2456 15 0164 126 0.2405 0.2849 051
Error 13.641 105 0.130

dxhxpxb 0.880 15 0.059 045 0.9597 0.8728 0.49
Error 13.717 105 0.131

Total 338.773

Table 6.17: Experiment 3 — Repeated measures ANOVA table for log of final position
error.
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Source SS  df MS F conv.p adj.p H-Fe
display 1.166 1 1166 045 0.5220

Error 17.961 7 2.566

head-track 7.272 1 7272 200 0.2003

Error 25.469 7 3.638

dxh 3.031 1 3031 939 0.0182

Error 2.258 7 0.323

position 30.211 5 6.042 450 0.0028 0.0028 1.00
Error 46990 35 1.343

dxp 4.130 5 0826 147 02235 0.2239 0.99
Error 19626 35 0.561

hxp 1.672 5 0334 039 08503 0.7979 0.74
Error 29.789 35 0.851

dxhxp 7.874 5 1575 451 00028 0.0028 1.00
Error 12219 35 0.349

block 0.792 3 0264 051 06771 05848 0.58
Error 10.783 21 0.513

dxb 0.936 3 0312 0.89 04633 04451 0.78
Error 7372 21 0351

hxb 1.945 3 0648 143 02627 0.2627 1.00
Error 9536 21 0454

dxhxb 0.180 3 0060 019 09027 08901 0.92
Error 6.679 21 0.318

pxb 3980 15 0.265 088 05868 05696 0.81
Error 31.626 105 0.301

dxpxb 3991 15 0266 093 05321 05321 1.00
Error 29.984 105 0.286

hxpxb 4310 15 0287 105 0.4099 0.4104 0.63
Error 28.679 105 0.273

dxhxpxb 2631 15 0.175 059 0.8794 0.7947 057
Error 31.396 105 0.299

Table 6.18: Experiment 3 — Repeated measures ANOVA for log of final position error
along axes (continued on next page)
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Source SS  df MS F  conv. p adj.p H-Fe
axis 494.703 2 247352 3650 < 00001 <«<0.0001 0.74
Error 94.873 14 6.777

dxa 11.509 2 5754 957 0.0024 0.0121 059
Error 8421 14 0.601

hxa 1.945 2 0.973 1.61 0.2346 0.2355 0.97
Error 8453 14 0.604

dxhxa 1.096 2 0548 151 0.2546 0.2570 0.89
Error 5079 14 0.363

pxa 43420 10 4342 815 < 00001 <0.0001 100
Error 37.313 70 0.533

dxpxa 4810 10 0481 1.49 0.1614 0.1896 0.73
Error 22591 70 0.323

hxpxa 3752 10 0.375 1.37 0.2137 0.2137 1.00
Error 19.212 70 0.274

dxhxpxa 1.969 10 0.197 0.97 0.4781 04781 1.00
Error 14.225 70 0.203

bxa 0.748 6 0.125 0.63 0.7047 0.7047 1.00
Error 8305 42 0.198

dxbxa 1.000 6 0.167 0.85 0.5425 0.5425 1.00
Error 8280 42 0.197

hxbxa 1.112 6 0.185 0.81 0.5663 0.5523 0.86
Error 9578 42 0.228

dxhxbxa 0.704 6 0117 0.62 0.7158 0.7158 1.00
Error 7992 42 0.190

pxbxa 3939 30 0.131 0.92 0.5837 0.5837 1.00
Error 29.820 210 0.142

dxpxbxa 4977 30 0.166 1.08 0.3598 0.3598 1.00
Error 32.179 210 0.153

hxpxbxa 4599 30 0.153 0.98 0.4961 0.4926 0.88
Error 32.728 210 0.156

dxhxpxbxa 3.083 30 0.103 0.72 0.8526 0.8526  1.00
Error 29.774 210 0.142

Total 1612.315

Table 6.18: Experiment 3 — Repeated measures ANOVA for log of final position error
along axes (continued from previous page)
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Source SS  df MS F  conv. p adj.p H-Fe
display 0.375 1 0375 5.00 0.0605

Error 0.525 7 0.075

head-track 0.300 1 0300 204 0.1960

Error 1.027 7 0.147

dxh 0.026 1 0026 033 0.5849

Error 0.561 7 0.080

position 10.528 5 2106 2387 < 0.0001 < 0.0001 0.90
Error 3.088 35 0.088

dxp 0.043 5 0.009 0.35 0.8811 0.7245 042
Error 0863 35 0.025

hxp 0.509 5 0102 590 0.0005 0.0005 1.00
Error 0604 35 0.017

dxhxp 0.071 5 0014 099 0.4396 04256 0.71
Error 0504 35 0.014

block 0.272 3 0091 1387 < 0.0001 < 00001 100
Error 0.137 21 0.007

dxb 0.096 3 0032 204 0.1388 0.1388 1.00
Error 0328 21 0.016

hxb 0.013 3 0.004 017 0.9172 0.8209 0.58
Error 0539 21 0.026

dxhxb 0.030 3 0010 044 0.7296 0.7026  0.86
Error 0486 21 0.023

pxb 0.198 15 0.013 1.39 0.1639 0.2179 054
Error 0.993 105 0.009

dxpxb 0.090 15 0006 0.77 0.7109 0.6386  0.56
Error 0.821 105 0.008

hxpxb 0163 15 0.011 1.02 0.4378 0.4255 0.43
Error 1.118 105 0.011

dxhxpxb 0134 15 0009 0.9 0.5140 0.4797 0.48
Error 0.985 105 0.009

Total 31.270

Table 6.19: Experiment 3 — Repeated measures ANOVA for log of path length.
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Source SS  df MS F conv.p adj.p H-Fe
display 1.957 1 1957 391 0.0886

Error 3.507 7 0.501

head-track 5.345 1 5345 7.62 0.0281

Error 4.908 7 0.701

dxh 2.366 1 2366 1020 0.0152

Error 1.624 7 0.232

position 7.555 5 1511 344 0.0124 0.0124 1.00
Error 15365 35 0.439

dxp 3.505 5 0701 285 0.0290 0.0552 0.66
Error 8597 35 0.246

hxp 1.916 5 0383 138 0.2539 0.2539 1.00
Error 9689 35 0277

dxhxp 0.358 5 0072 054 0.7466 0.7273 0.89
Error 4660 35 0.133

block 0.586 3 0195 139 0.2747 02829 049
Error 2959 21 0141

dxb 0.355 3 0118 182 0.1747 01946 0.72
Error 1.368 21 0.065

hxb 0.201 3 0067 110 0.3717 03698 092
Error 1.280 21 0.061

dxhxb 0.037 3 0012 012 0.9463 09463 1.00
Error 2147 21 0.102

pxb 0575 15 0.038 0.65 08305 0.7312 0.52
Error 6.236 105 0.059

dxpxb 0739 15 0.049 0.9 05006 04835 0.65
Error 5382 105 0.051

hxpxb 1549 15 0103 1.61 0.0820 0.1210 0.66
Error 6.713 105 0.064

dxhxpxb 0.808 15 0.054 0.86 06046 0.5494 0.52
Error 6.538 105 0.062

Total 140.166

Table 6.20: Experiment 3 — Repeated measures ANOVA for log of RMS error.
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Source SS  df MS F  conv. p adj.p H-Fe
display 0.260 1 0260 0.29 0.6074

Error 6.300 7 0.900

head-track 9.955 1 9955 559 0.0500

Error 12.460 7 1.780

dxh 4.874 1 4874 572 0.0481

Error 5.967 7 0.852

position 137.724 5 27545 1600 < 0.0001 < 0.0001 0.87
Error 60.273 35 1.722

dxp 2.195 5 0439 127 0.2980 0.3032 084
Error 12084 35 0345

hxp 5.562 5 1112 162 0.1810 0.1810 1.00
Error 24.062 35 0.687

dxhxp 1.463 5 0203 118 0.3380 0.3382 0.99
Error 8668 35 0.248

block 0.654 3 0218 0.77 0.5256 0.4537 050
Error 5976 21 0.285

dxb 0.834 3 0278 115 0.3512 0.3512 1.00
Error 5064 21 0241

hxb 0.491 3 0164 054 0.6619 0.6464 091
Error 6.395 21 0.305

dxhxb 0.783 3 0261 0.83 0.4906 0.4878 0.97
Error 6580 21 0.313

pxb 1.606 15 0.107 0.67 0.8066 0.8066  1.00
Error 16.739 105 0.159

dxpxb 1153 15 0077 051 0.9293 0.9293 1.00
Error 15768 105 0.150

ahxpxb 4140 15 0276 134 0.1912 0.2200 0.72
Error 21.604 105 0.206

dxhxpxb 1.781 15 0119 0.62 0.8536 0.7961 0.68
Error 20.142 105 0.192

Table 6.21: Experiment 3 — Repeated measures ANOVA for log of RMS axis error
(continued on next page)
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Source SS  df MS F  conv. p adj.p H-Fe
axis 564.585 2 282293 9124 < 0.0001 <« 0.0001 0.58
Error 43316 14 3.094

dxa 8.656 2 4.328 8.17 0.0044 0.0116 071
Error 7412 14 0.529

hxa 3.420 2 1.710 3.46 0.0601 0.0601  1.00
Error 6916 14 0.494

dxhxa 0.690 2 0.345 1.87 0.1909 0.2015 0.79
Error 2587 14 0.185

pxa 1226584 10 122.658 110.64 < 0.0001 < 0.0001 0.79
Error 77603 70 1.109

dxpxa 7194 10 0.719 242 0.0153 0.0864 0.33
Error 20.777 70 0.297

hxpxa 3339 10 0.334 1.12 0.3596 0.3596 1.00
Error 20.855 70 0.298

dxhxpxa 0876 10 0.088 0.48 0.8950 0.8282 0.64
Error 12668 70 0.181

bxa 0.370 6 0.062 0.52 0.7872 0.7156  0.65
Error 4946 42 0.118

dxbxa 1.032 6 0.172 1.26 0.2978 0.2978 1.00
Error 5749 42 0.137

hxbxa 0.332 6 0.055 0.40 0.8773 0.8747  0.98
Error 5862 42 0.140

dxhxbxa 0.312 6 0.052 0.49 0.8119 0.7660 0.76
Error 4460 42 0.106

pxbxa 2819 30 0.094 1.00 0.4669 0.4651 0.86
Error 19.655 210 0.094

dxpxbxa 2583 30 0.086 0.84 0.7056 0.6704 0.73
Error 21.485 210 0.102

hxpxbxa 4602 30 0.153 1.48 0.0587 0.0989 0.65
Error 21.710 210 0.103

dxhxpxbxa 2299 30 0.077 0.75 0.8290 0.6840 0.35
Error 21.570 210 0.103

Total 2569.153

Table 6.21: Experiment 3 — Repeated measures ANOVA for log of RMS axis error
(continued from previous page)
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Chapter 7

Experiment 4.

Curve Tracing

Thecurvetracing experiment wasthelast of four experimentsto be carried out to investigate
the effects of display mode, head-tracking and target position on a 3D interactive task. The
curve tracing task required subjects to move the tip of a pointer from a starting position to
an end position while keeping the tip of the pointer as close to a two dimensiona planar
curve as possible. The curve was always a single wavelength of a sine curve. The curve
was approximated for rendering purposes by a series of connected cylindrical segments. In

the curvetracing task as in the line tracing task subjects were free to reorient the pointer.

7.1 Hypotheses

The experimental hypotheses of this experiment are that display mode (monoscopic versus
stereoscopic), head-tracking mode (fixed viewpoint versus head-tracked viewpoint), target
position (+10cm along one of the X, Y or Z axes from afixed starting location) and block

(four levels, representing the successive blocks of trials within aparticular session) have an
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effect upon performance in a curve tracing task. To evaluate the effect of the independent
variables upon the task several different dependent measures were gathered.

Thefollowing six dependent measures were analyzed in this experiment: trial com-
pletion time, final position error, final position axis error, RMS error, RMS axis error and
path length. A detailed description of these measures appears in Section 3.1. RMS error is
the root mean square of the distance from the tip of the pointer to the closest point on the
ideal path. For this experiment the ideal path used to computethe RMS error is considered
to be the sine wave from the starting position to the target position.

For statistical testing, an « level of 0.05 was used to determine whether or not the

independent variables had a significant effect.

7.2 Participants

Subjects were recruited as specified in Chapter 3. One potential subject was excluded for
failing the handedness screening. A second potential subject had to be replaced because of
afire darm that occurred part way through a session. A third potential subject had to be
replaced because of adataloss. Eight subjects were accepted into the experiment, none of

whom participated in any of the earlier experiments.

7.3 Equipment

The standard equipment described earlier in Section 3.3 wasused, including the head-tracker.
Figure 3.1 shows the hardware used in this experiment.

A sine wave composed of 12 narrow cylindrical segments was used to connect the
start and end points rather than asingle pixel curve. In order to make the lighting more nat-

ural awhite light source was used to illuminate the curve. Because of the lighting a small
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Figure 7.1: An image of the screen during a trial of the curve tracing experiment.
The sine curve is visible with the trial target at the left-end and the pointer moving
along the curve from the right-end. The large shaded objects toward the top of the
image are a part of the vection background.

amount of green may appear on the display. To mask potentia bleeding a dark gray back-

ground was used rather than the black background used in earlier experiments. Figure 7.1

isanimage of the screen during atrial of this experiment.

7.4 Procedure

Subjectswererequired to perform acurvetracing task in a3D environment. The pointer had
six degrees of freedom, but to accomplish the task, only the position of the tip of the pointer
wasimportant. The pointer and target in thistask were identical tetrahedron-like objects, in
which the height (1.73cm) was twice the width (0.87cm) and one face was perpendicular to

the base. The difference in size along one dimension allows one vertex to be easily identi-
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fied asthetip and one face to be identified as the base. Thisisthe same pointer used in the
docking and line tracing experiments.

In the default orientation the tip points upward along the positive Y-axis, the base
was parallel to the XZ plane and the perpendicular face was to the back and parallel to the
XY plane. Thebasewashalf intensity magenta, the back facewasfull intensity magentaand
the two front faces used both full intensity red and full intensity blue. The two front faces
had a different colour in their top and bottom halves. The top half of one face was red and
the bottom half of the same face was blue. The opposite face had the reverse colouration.
Figure 3.3 illustrates the appearance of the pointer and target in different orientations.

Subjects manipulated the pointer via the Polhemusinput device using the dominant
right hand, and used the middle mouse button with the mouse heldin theleft hand to advance
through the experiment trials. A trial consisted of two phases, an initial homing phase and
atracing phase.

During the homing phase the subject had to move the tip of the pointer to the tip of
the homing target. The homing target was located at afixed centre point and was alwaysin
the default orientation. Subjects received feedback in the form of ared box that appeared
around thetip of the homing target when thetip of the pointer waswithin 0.5cm of the hom-
ing target. When the red box appeared subjects could click the middle mouse button using
the left hand to advance to the tracing phase; the homing target was removed and the trial
target was displayed at one of the six positions. A singlewavelength of asine curve with an
amplitude of 2cm was drawn from the start position (the tip of the homing target) to the tip
of the trial target. Subjects could not advance to the docking phase if the homing tolerance
was not met. The pointer was not required to be in any specific orientation for the homing
phase.

During the tracing phase subjectswere instructed to move the pointer to thetrial tar-
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get while keeping the tip of the pointer as close to the sine curve (composed of a series of
small cylindrical segments) as possible. No feedback regarding proximity to either the curve
or trial target was given during thetracing phase. Subjectshad to maketheir own determina-
tion of proximity using the visual cues available within the particular experiment condition.
Subjects middle clicked with the mouse when they were satisfied with their performance. A
score was displayed to give subjects some rough feedback about their performance during
thetrial. After ashort delay the system advanced to the next trial.

The scorewasintended to give subjects somerough ideaof how well they performed
onthejust completedtrial. The scorewas computed by adding the mean error for the tracing
to 1/10 of the final position error.

When drawing aplanar curvein 3D the question of which planeto draw the curveon
arises. For the X-axistarget positions the best case isto draw the curve on the XY plane. In
this situation the curve travels left or right and up and down according to the sine function.
Both degrees of freedom for the curve are easily visible. The worst case alternative is to
draw the curve on the XZ plane. The left or right movement of the curveis easily visible
as before, but the sine function now movesthe curvein and out along the Z-axis. Based the
earlier experimentsthe Z-axiswasknown to bethe most difficult to visualize. To balancefor
this effect, haf the trials have the curve drawn in the best case orientation and half thetrials
havethe curve drawnin theworst case orientation. In the case of the Z-axistarget positions,
two similar orientations are used, one on the Y Z plane and one on the XZ plane.

Small random viewing shiftsto theleft, right, up or downwere used for the situations
in which the sine curve was drawn on the YZ or XZ planes. Without these view shifts the
curve would appear as a straight line.

A vection background identical to the one used in the line tracing experiment was

also used. The goal wasto increase the perceived motion parallax in the head-tracked view-
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ing conditions.

7.5 Design

The experimental design consisted of four within-subject independent variables: display
mode, head-tracking mode, target position and session block. For compatibility betweenthe
stereoscopi ¢ and monoscopic conditions all target positionsin the virtual environment were
behind the screen surface and were displayed at a size appropriate to a perspective projec-
tion based on anominal viewing position of 40cmin front of the screen surface. To mitigate
the effects of the apparatus, subjects wore the stereo glasses and head-tracker in al condi-
tions. The receiver of the Polhemuswas encased in modeling material that was shaped and
coloured to resembl e the pointer in the virtual environment. The physical pointer is shown
in Figure 3.2.

An experiment session comprised one of the four combinations of display and head-
tracking modes. After each session, subjects completed a short questionnaire dealing only
with that session. Each subject performed four sessions, thereby covering al four combi-
nations of display and head-tracking modes. The combinations of display mode and head-
tracking mode were counterbalanced across subjects according to alatin square where each
condition was performed first, second, third or fourth an equal number of times. After the
final session, each subject completed alonger questionnaire about al the conditions.

Each subject participatedin four sessions, onefor each viewing condition, split across
two separate days. Two sessions were conducted the first day and two sessions were con-
ducted on the second day. Each session was divided into five blocks, a training block fol-
lowed by four experiment blocks. Each experiment block contained 36 trials consisting of
six repetitions of each target position — three in the best case orientation and three in the

worst case orientation — presented in random order. The training block was an abbreviation
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of an experiment block consisting of 20 trials. During thefirst 10 trials of thetraining block
subjects were given feedback telling them when they were within 1cm of thelineor trial tar-
get. No feedback was given for the remaining 10 trials of the training block. To minimize
fatigue subjects were given a one minute break after each block.

Each subject performed atotal of 576 experiment trials. Each subject spent between
120 and 150 minutes performing the experiment including time for breaks and time to com-

plete the questionnaires, but not including the time spent on the screening tasks.

7.6 Training

Subjectsweretrained using thefollowing script. The script wasabasisfor the experimenter,

but was not read directly.

“Your task is to move your pointer from the starting point to the
ending point as quickly and as accurately as possible while at-
tempting to keep the tip of your pointer as close as possible to
the curve. The starting point is located at the tip of the stationary
object on the screen. Move your pointer to the starting point now.
Notice that when the tip of your pointer is close to the tip of the

starting target a red box appears around the tip of the target.”
[Experimenter waits while subject moves pointer to start target.]

“The red box must be present for you to be able to start a trial. To

start a trial click the middle mouse button with your left hand. “
[Experimenter waits for subject to click with the middle button.]

“The starting target has disappeared and another target has ap-

peared somewhere in the virtual environment along with a curve
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that goes from where the starting target was to the tip of the target
now visible. Move your pointer to the target while trying to keep
the tip of your pointer as close to the curve as you can. The ori-
entation of the pointer with respect to the curve or target does not
matter. You can have the pointer in any orientation you choose.
Allthat matters is that you get the tip of the pointer as close as pos-
sible to the tip of the target while following the curve as closely as

possible.”

“If you find that you have moved away from the curve, try to move
the pointer closer to the curve. Try not to move the pointer back

to the beginning of the curve.”
[Experimenter waits for subject to move pointer to target.]

“When you are satisfied that you have reached the target with your
pointer click the middle mouse button with your left hand. This will

end the trial.”
[Experimenter waits for subject to completetrial.]

“You are now given a score that is a rough indication of how well
you did the trial. Lower scores are better. Your goal should be to
try to keep your score consistent rather than focusing on getting

the lowest possible score.”

“Please try to perform the task as quickly and as accurately as

possible.”

“Do you have any questions?”
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The experimenter answered any questions that would not bias the subject’s perfor-
mance in any of the visual modes. Typical questions were, “Does the orientation of the
pointer matter?’ and “Does it matter what side of the pointer | have facing forward?’ The
answer to these questions was always no.

No instruction as to what was fast enough, or what was accurate enough was given,
but the enforced accuracy requirement for the homing phase may have given subjects some
guidance. If subjects asked whether they were to favour speed over accuracy or vice-versa
they weretold that they would haveto decide for themselveshow quickly or accurately they
should perform the task.

The experimenter observed the subject during the training trials. When the train-
ing trials were over the experimenter asked for and answered any questions using the same
guideline stated previously. The experimenter then told the subject that he would be on his
own during the actual trials. The experimenter then reminded the subject to perform the tri-
als as quickly and as accurately as possible, |eft the room and started the first experiment
block. The experimenter re-entered the room after each block to check on the subject and
tell the subject to rest hisarm for at least a minute. After waiting for a minute the subject
was asked if he was ready to proceed. If the subject responded in the affirmative then the

experimenter left the room and initiated the next experiment block.

7.7 Results

The dependent variables stated earlier were gathered for each trial. Acrossall eight subjects

atotal of 4608 trials were completed.
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Preliminary Screening

The data was screened for potential outliers. There were many trials requiring more than
20 seconds to complete, but only one trial requiring more than 30 seconds. Two trials had
path lengths above 100cm. Using the same approach as in the point location and line trac-
ing experimentsthese trials were considered to be valid and within the range of reasonable
variation. Thus, no trials were eliminated and all trials were used in the analysis.

The experiment is a 2 (display mode) x 2 (head-tracking mode) x 6 (target posi-
tion) x 4 (session block) design with repeated measures on all factors. For the remaining
analysis, the repetitions of each target position performed by a subject within asingle block
are averaged together to yield asingle score. Theresult isaseries of 768 measures, onefor

each subject in each of the conditions.

Residual Analysisand Degree of Freedom Adjustments

Residualswere analysed for homogeneity of variance as described in Chapter 3 and demon-
strated in Chapter 4. A log transform was applied to each dependent variable to make the
variance more uniform and suitable for analysis. To account for violations of the sphericity

assumption, the Huynh-Feldt adjusted degrees of freedom are used to test for significance.

Trial Completion Time

Therepeated measures ANOVA for trial completiontime yielded significant main effectsfor
target position Fyp(5,35) = 5.87, p = 0.0005 and block Fyr(1.2,8.4) = 10.90, p = 0.0086.
No significant interactions were found. Full results of the ANOVA are presented in Table
7.17 located at the end of the chapter.

Table7.1 givesthetrial completion timefor each target position. We can seethat the

shortest trial completiontimeisfor the x-left target position and the longest trial completion
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timeisfor the z-near target position. Table7.2 givesthetrial completiontimefor each block.

Itisevident that trial completiontimeimprovesby 1.47sfrom thefirst block to thelast block.

| Pos. | Time |
x-left 8.46
x-right 8.57
y-bottom | 8.91
y-top 8.66
z-far 8.92
Z-near 9.61

Table7.1: Mean trial completion time in seconds for each of the target positions.

|Block| 1 2 3 4]
[Time | 9.73 892 850 8.26 |

Table 7.2: Mean trial completion time in secondsin each of the session blocks.

Final Position Error

The repeated measures ANOVA for final position error reveals significant main effects for
display mode F(1,7) = 7.05, p = 0.0327, and target position Fyr(3.4,23.5) =5.45, p =
0.0043. No significant interactions were found. Full results of the ANOVA appear in Ta
ble 7.18 located at the end of the chapter.

Table 7.3 givesthe final position error in both display modes. The stereoscopic dis-
play mode has a significant reduction upon the final position error. Table 7.4 givesthefinal
position error for al thetarget positions. The z-far target position has almost twice the error

of the other target positions.

| Display mode | Pos. error |

mono 1.15
stereo 0.82

Table 7.3: Mean of final position error in centimetres for each display mode averaged over
the other conditions.
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\ Pos. \ Pos. error \

x-left 0.68
x-right 0.99
y-bottom 0.81
y-top 0.87
z-far 1.79
Z-near 0.80

Table 7.4: Mean of fina position error in centimetresfor each target position averaged over
the other conditions.

Final Position AxisError

The repeated measures ANOVA for final position axis error reveal s significant main effects
for target position Fyr(2.8,19.6) = 3.95, p = 0.0250 and axis Fyr(1.3,8.8) = 48.85, p <
0.0001. Significant two-way interactionswerefound for display mode x axis Fyr(1.3,9.0)
= 15.92, p = 0.0022, and target position x axis Fpr(3.9,27.3) = 6.98, p = 0.0006. A sig-
nificant three-way interaction of head-tracking mode x target position x axis Fyr(10,70)
=2.15, p = 0.0312 was also found. Because the purpose of this analysis is detect how the
error isdistributed across axes, only the effect of axis or interactionswith axis are examined
in detail. Full results of the ANOVA appear in Table 5.22 at the end of the chapter.

Table 7.5 gives the final position error along each of the axes. The Z-axis clearly
standsout with amost four timesthe error of the X- or Y-axes. Table7.6 givesthefinal posi-
tion error a ong each of the axesfor both display modes. Theerror alongthe X- and Y-axesis
mostly unchanged between the display modes. The stereoscopic display mode significantly
reduces the Z-axis final position error.

The target position x axis and head-tracking mode x target position x axis inter-

|Axis | X Y Z |
| Error [ 020 0.22 0.86 |

Table 7.5: Mean of final position error in centimetres along the X, Y and Z axes.
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| DisplayMode | X Y Z |
mono 021 022 1.09
stereo 020 022 0.69

Table 7.6: Mean of final position error in centimetres along the X, Y and Z axes for both
display modes.

2.0 I I I
— — — - head-tracked,X
— — — - head-tracked,Y
15 = - head-tracked,Z —
————— fixed,X
- - = fixed,Y

fixed,Z

Position Error (cm)
(=Y
o
I

0.5

Eo-® -3 =72 ==

0.0 | | | | | |

x-left x-right y-bottom  y-top z-far z-near
Target Position

Figure 7.2: Mean of final position error in centimetres acrossall target positionsfor all axes
in the two head-tracking modes.

actions are considered together. Table 7.7 givesthe final position error broken down across
head-tracking mode, target position and axis. Therelationship betweenthesefactorsisillus-
trated in Figure 7.2. Thelarge increasein Z-axis error in the z-far target position stands out
in both the head-tracked and fixed viewpoint conditions. The scale compression in Figure
7.2 makesit difficult to observethat the X- and Y-axiserror also increasefor the z-far target

in the head-tracked mode.
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Path Length

The repeated measures ANOVA for path length reveals a significant main effect for block
Fur(2.4,17.0) = 23.49, p < 0.0001, asignificant display mode x target position Fyr(3.9,27.0)
= 3.39, p = 0.0240, two-way interaction and a significant display mode x head-tracking
mode x target position Fpr(3.4,23.8) = 3.24, p = 0.0352, three-way interaction. Full results
of the ANOVA appear in Table 7.20 at the end of the chapter.

Table 7.8 givesthe path length in each of the session blocks. Path length decreases
steadily over the blocks, dropping 1.68cm between the first and last blocks.

Table 7.9 givesthe path length in each of the target positionsfor both display modes
and both head-tracking modes. Figure 7.3 illustrates the relationship between these vari-
ables. The relationship remains relatively stable across the X- and Y-axis target positions.
Thefixed viewpoint stereoscopic condition had the shortest path lengths and the fixed view-
point monoscopic condition had the longest path lengths. The path lengths of the two head-
tracked conditions generally falls between the two non-head tracked conditions. In the two
Z-axisconditionsthis changes so that the fixed viewpoint stereoscopic condition still hasthe
shortest path lengths, but now the two head-tracked conditions have the longer path lengths.

The path length for the fixed viewpoint monoscopic condition has fallen and isjust dightly

Fixed Head-tr acked
Pos. X Y Z X Y Z

x-left 020 018 054|025 018 051
x-right | 024 020 094|020 018 0.80
y-bottom | 0.15 024 072 | 0.18 0.17 0.66
y-top 017 023 077|017 026 075
z-far 018 024 170|030 031 1.69
znear | 019 024 061|020 024 068

Table 7.7: Mean of final position error in centimetres along the X, Y and Z axes for each
target position in both head-tracking modes.
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| Block | 1 2 3 4 |
| Path Length | 19.00 1820 17.64 17.32 |

Table 7.8: Mean path length in centimetres in each of the session blocks.

25 | | | | | |
20 —
€
L
= 15+ —
iS)
c
[¢}]
-
£ 10 —
©
a
-------- stereo,head-tracked
s T = stereo,fixed
B - - - mono,head-tracked |
———  mono,fixed
0 | | | | | |
x-left x-right y-bottom  y-top z-far z-near

Target Position

Figure 7.3: Mean of path length in centimetres vs. target position for al combinations of
display mode and head-tracking mode.

higher than the corresponding stereoscopic condition.

Fixed \ Head-tracked
Pos. mono stereo mono  stereo

x-left 1902 1629 1848 17.76
x-right | 1895 1631 1862 18.15
y-bottom | 18.86 16.05 18.71 17.47
y-top 1889 1650 1840 17.67
z-far 1719 1660 1885 1835
znear | 1835 1807 2039 19.07

Table 7.9: Mean path length in centimetresfor each target position in both the head-tracked
and fixed viewpoint conditions and both display modes.

218



1.5
£ 10| —
")
S
0
0
p=
© o051 —
- — — - stereo
mono
0.0 I I I I I I
x-left x-right y-bottom  y-top z-far z-near

Target Position
Figure 7.4: Mean of RMS error in centimetres vs. target position for both display modes.

RMSError

The repeated measures ANOVA for RMS error showed significant main effects for display
mode F(1,7) =13.33, p = 0.0082 and target position Fyr(4.4,30.5) = 3.50, p=0.0161, as
well as a significant two-way interaction for display mode x target position Fyr(5,35) =
3.58, p =0.0102. Full results of the ANOVA appear in Table 7.21 at the end of the chapter.

The display mode and target position factors are examined together because of the

significant interaction. Table 7.10 gives the RMS error for each of the target positions in

| Pos. | Mono  Stereo |
x-left 0.73 0.58

x-right 0.86 0.69
y-bottom | 0.78 0.54

y-top 0.80 0.56
z-far 0.91 0.69
Z-near 0.74 0.63

Table 7.10: Mean RM S error in centimetres for each target position in both display modes.
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both display modes. Figure 7.4 illustratesthe rel ationship between these factors. The stereo-
scopic display mode clearly reduces the RMS error across all target positions. Asfor target
position, Thez-near target isamongst the targets with theleast RM S error in the monoscopic
condition and the z-far target has the highest RM S error. In the stereoscopic condition the
x-right target and the z-far target have the highest RMS error and the y-bottom target now

has the least amount of RM S error.

RMSAXxisError

To gain someadditional insight into the source of theRM Serror, arepeated measuresANOVA
is conducted for axis RMS error. The ANOVA revealed significant main effects for display
mode F(1,7) =12.32, p=0.0099, target position Fyr(3.9,27.0) =6.81, P=0.0007 and axis
Fpur(1.4,9.5) = 42.00, p < 0.0001. Significant two-way interactions were found for display
mode x axis Fyr(2,14) = 11.45, p = 0.0011, head-tracking mode x axis Fyr(1.6,11.3) =
4.92, p=0.0344, and target position x axis Fyr(2.8,19.6) = 21.61, p < 0.0001. Twosignif-
icant three-way interactions were found for display mode x head-tracking x target position
Fpr(4.0,28.0) = 3.55, p = 0.0183, and head-tracking mode x block x axis Fyr(6,42) =
3.04, p=0.0146. Full results of the ANOVA appear in Table 7.22 located at the end of the
chapter. Because the purpose of thisanalysisisto examinethe effect of axis, only the effect
of axis and itsinteractions are analyzed further.

Table 7.11 givesthe RMS error along the axes for both display modes. It is evident
that the Z-axisRM S error is larger than the RMS error for the X- and Y-axes. Stereoscopic
viewing reduced the RMS error along al the axes, but it had a much larger effect upon the
Z-axiserror.

Table 7.12 gives the RM S error along the axes for each target position and the re-

lationship amongst these factorsisillustrated in Figure 7.5. The Z-axis error was always
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Display Mode | X Y Z
mono 0.31 0.33 0.62
stereo 0.26 029 044

Table 7.11: Mean of RMS error in centimetres along the X, Y and Z axes in both display
modes.
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Target Position

Figure 7.5: Mean of RMS error in centimetres along each of the axes vs. target position.

larger than the error along the X- and Y-axes. However, in the z-near target position the Z-
axis RMS error was relatively close to the Y-axis RMS error whereas in the x-right target
position the Z-axis RM S error was much larger than the X- and Y-axis RMS error. In fact
the x-right target position had the highest Z-axis RMS error of al target positions. The z-
far target position exhibited the highest X- and Y-axisRM S error, but the Z-axisRM S error
for the z-far target position was close to the Z-axis RMS error of several other target posi-
tions. Interestingly, the z-near target position had the second highest RMS error for the X-
and Y-axes, but the lowest RMS error for the Z-axis.

Finally, Table 7.13 gives the RMS error along the X, Y and Z axes for both head-

tracking modes across the four blocks and Figure 7.6 illustrates the relationship between
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Figure 7.6: Mean of RMS error in centimetres along each of the axes vs. session block for
both head-tracking modes.

these factors. It is clear that the RM S error for the head-tracked modes was higher than for
thefixed viewpoint modes. However, thereisasteady improvementin the RM Serror for the
head-tracked mode, while in the fixed viewpoint mode the RMS error remained relatively

stable across blocks.

Table 7.12: Mean of RMS error in centimetres along the X, Y and Z axes for each of the

target positions.

| Pos. | X Y Z |
x-left 028 026 0.49
x-right 031 026 063
y-bottom | 0.22 0.28 052
y-top 022 028 055
z-far 037 040 055
znear | 032 037 043
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Questionnaires

At the end of each session subjects wererequired to answer a series of questions about dif-
ferent aspects of the task. Four questions required the subject to rate the difficulty of dif-
ferent components of the task. They were asked to indicate the difficulty of determining
the position of the target and the curve. They were also asked to indicate the difficulty of
matching the target position and tracing the curve. Each of these questions was answered
on afive-point scalewhere 1is“easy” and 5is“hard.” Four additional questions asked sub-
jectstoindicateif they found any target positionseasier or harder to match, or whether they
found any curveseasier or harder to trace. If a subject indicated that a component was easier
or harder a free form answer was used to describe the particular conditions. A copy of the
post-session questionnaireislocated in Appendix A.6.

At the end of the experiment, subjects were asked to score all the display and head-
tracking mode combinations according to task difficulty and ease of use. Additionally, at
the end of the experiment subjects were asked to conduct three rankings of the four different
viewing conditions. Subjects were asked to rank the viewing modes based on their prefer-
ence, ease of use and their performance. Low rankings were best and high rankings were
worst. A copy of the post-experiment questionnaire can be found in Appendix A.7.

Friedman rank tests failed to find any significant effects for subjects’ scores, how-

ever, two of the questions achieved almost significant results. Subjectsindicated that it was

Fixed Head-tracked
Block | X Y Z X Y Z
1 0.27 029 050|032 033 0.58
2 0.28 031 050|031 0.33 0.60
3 029 031 048|030 031 0.56
4 0.27 029 048|028 030 0.53

Table 7.13: Mean of RMS error in centimetres along the X, Y and Z axes for each target
position across the four session blocks.
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hardest to determine the position of the curvein the head-tracked monoscopic condition and
easiest in the head-tracked stereoscopic condition. Intermsof usefulnessof aviewing mode,
subjectsfelt that the fixed viewpoint stereoscopic condition was the most useful, while the
fixed viewpoint monoscopic condition was the least useful. Determining the position of the
curve in the head-tracked monoscopic condition seemed to be one of the hardest elements
of thetask. Table 7.14 givesthe mean scoresfor the post session and post experiment ques-
tions.

In the post experiment questions, subjects indicted that the task was easiest in the
two head-tracked conditions. However, they indicated that the fixed viewpoint stereoscopic
condition was the most useful.

The post-experiment rankings indicated that subjects had a reasonably strong, yet
not significant, preferencefor the head-tracked stereoscopic viewing condition and they also
considered their performance to have been best in this viewing condition. A Friedman rank
test for ease of use was just barely significant (x4 = 7.80 with 3 df, p = 0.05). Subjects
indicated that the fixed viewpoint stereoscopic viewing condition was easiest to use, with
the head-tracked stereoscopic condition being somewhat more difficult. The most difficult
viewing condition was the fixed viewpoint monoscopic condition. Figure 7.7 provides sum-
mary information for subjects’ rankings.

Subjects’ freeform answersto the questions about the type of targetsand lineswere
classified into general categories. Few subjects indicated that any targets were easier or
harder. Responses regarding which curves were easier to trace showed that more subjects
felt that the curveson the XY planewere easier in the monoscopic modesthan in the stereo-
scopic modes. Thedescriptionsof which curveswere harder to trace varied extensively with
little apparent clustering of responses into particular categories. To some degree, curves on

the XZ and Y Z plane were considered to be harder, however, subjects tended to isolate a
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Fixed Head-tracked

Question Mono | Stereo | Mono | Stereo | Friedman | p
det. target pos. 29 23 35 22 | 341 0.332
match target pos. | 2.6 23 29 2.6 1.09 0.780
det. curve pos. 3.6 3.1 4.0 28 | 7.69 0.053
trace curve 3.6 31 3.6 28 | 341 0.332
task difficulty 3.6 2.6 31 25 499 0.173
mode usefulness | 3.5 16 24 23 | 7.39 0.061

Table7.14: Meansof subjects’ responsesto the subjective questions regarding display mode
and head tracking mode conditions. The first four questions were answered immediately
after a particular condition, and the last two questions were answered after all conditions
had been completed. All questions were answered on a scale of 1 to 5 where 1 indicated
easy or useful and 5 indicated hard or not useful.

particular subset of these curvesin their descriptions, for example curves on the XZ plane
running to the x-right target position. The categorized summaries of subjects’ answers can

be found in Tables 7.15 and 7.16.

Easier
Target Curve

Fixed | Head-tracked Fixed | Head-tracked
Response | Mono Stereo  Mono Stereo Mono Stereo Mono  Stereo
none 5 6 6 8 2 3 1 2
XY plane 1 2 1 6 2 5 3
X-axis 1 1
Y-axis 1
Z-axis 1 1
z-near 2 1
XZ+YZ 1 1
XY, X 2 1
XY right 1
YZ top 1
z-far 1

Table 7.15: Coded summary of subjects’ responsesto the questions about which targets and
curves were easier to match the position of or trace. Responses are categorized by visua
feedback conditions, with M indicating the monoscopic display mode and Sthe stereoscopic
display mode. Letter pairs refer to planes and single lettersrefer to axes. For example, XY,
X refersto the curvesthat lie on the XY plane and run to target positions on the X-axis.
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Figure 7.7: Rankings of subjects’ preference, perceived ease of use and perceived
performance for each of the viewing conditions. The height of a bar indicates the
number of times a particular rank was assigned by a subject.
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Harder
Target Curve

Fixed | Head-tracked Fixed | Head-tracked
Response | Mono Stereo  Mono Stereo Mono Stereo Mono  Stereo
none 6 6 7 8 2 1 3
XY plane 1
Z-axis 2 2 3 3 2
Z-near 1
z-far 1 1
XZ+YZ 4 1 1 1
XZ, X 1 1 3
XZ,Z 1
XZ far 1
XZ right 1
YZ, Y 2
Y Z bot. 1

Table 7.16: Coded summary of subjects’ responsesto the questions about which targets and
curves were harder to match the position of or trace. Responses are categorized by visua
feedback conditions, with M indicating the monoscopic display mode and S the stereoscopic
display mode. Letter pairs refer to planes and single lettersrefer to axes. For example, XY,
X refersto the curvesthat lie on the XY plane and run to target positions on the X-axis.

7.8 Discussion

In contrast to earlier experiments where display mode and head-tracking mode had strong
main effects, this experiment showed only small effects for these variablesin only a few

conditions.

7.8.1 Speed
Stereoscopic viewing does not improve trial completion time

Theresultsfor trial completion timein thisexperiment were somewhat surprising, especialy
in contrast to earlier experiments. There were no significant main effects for either head-
tracking mode or display mode. Neither of the two factors that directly influenced viewing

had any effect upon the time taken by subjectsto completethetask. Earlier experimentsand
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other dependent variables suggest that stereoscopic viewing in particular has a very strong
influence. Itispuzzling then that no effect wasfoundfor thistask. It may well bethat stereo-
scopic viewing isnot as powerful when occlusionis available throughout thetask to provide
depth information. However, RM S error showed that stereoscopic viewing was better than
monoscopic viewing. Considering trial completion timein conjunction with RM Serror sug-
geststhat subjects seemed to prefer a particular movement pace and allowed their error level

to vary rather than trial completion time.

X-axis positions are fastest, z-near position slowest

In this experiment target position tranglates into direction of movement as the sine curves
were drawn from the starting position to the target positions. Performance seemsto be best
for targetsalong the X-axis. Theworst performancewasfor the z-near target position. How-
ever, whenfinal position error is also considered we seeamuch larger final position error for
the z-far target position as compared with any of the other target positions. Thiswould sug-
gest that subjectswere unableto accurately determinewhere the target waswhen it appeared

in the z-far position.

Later blockswerefaster than earlier ones

Block had a significant effect upon trial completion time and aso upon path length. Sub-
jects completed trials faster and with less overall movement in successive blocks. The lack
of an effect for block with respect to RMS error indicates that subjects were no less accu-
rate in successive blocks. In combination this suggests that subjects movementswere more

efficient in later blocks.
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7.8.2 Accuracy
Stereoscopic viewing reduces Z-axiserror

Stereoscopic viewing did reducethe amount of final position error for thistask, however, itis
important to keep in mind that final position error islesssignificant for thistask, which was
to have subjects trace the entire curve, not just the endpoints. Stereoscopic viewing had a
fairly large effect upon the Z-axisfinal position error, reducing the Z-axiserror from 1.04cm

in the monoscopic condition to 0.69cm in the stereoscopic condition.

Head-tracking reduced Z-axiserror for the x-right target

The head-tracking mode x target position x axisinteraction draws attention to the reduced

Z-axiserror for the x-right target position in the head-tracked conditions.

Z-far target had a much higher Z-axiserror

The target position x axis interaction highlights the large increase in Z-axis error for the
z-far target position. While the Z-axis error was larger than the X- or Y-axis error across
all target positions, the Z-axis error was much higher for the z-far target than for any of the

other target positions.

Stereoscopic viewing reduced RM Serror

RMS error had significant main effects for display mode and target position aswell asasig-
nificant interaction between these factors. The RMS error was reduced for the stereoscopic
display modein each target position. However, dueto the significantinteractionit isevident
that the effect of stereoscopic viewing was not uniform. The z-near target position had one

of thelower RM S errorsin the monoscopic conditions, but in the stereoscopic condition the
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Z-near target position has one of the larger RMS errors. Also of interest is the x-right tar-
get position whose RM S error was close to the error for the z-far target in the monoscopic

conditions and equal to the z-far target in the stereoscopic conditions.

Higher Z-axisRM Serror isreduced over blocksby head-tracking

Acrossthe X, Y, and Z axes, stereoscopic viewing reduced the amount of RMS error along
the Z-axis. There was significantly more RMS error along the Z-axis in the head-tracked
condition than in the fixed viewpoint condition. Interestingly, there was a reduction in the
amount of Z-axis RM S error across blocks in the head-tracked condition, whilein the fixed
viewpoint condition the amount of RM Serror remained relatively stable. Inapositive sense
this could indicate that subjectswere able to make better use of head-tracking with practice.
A more negative view for head-tracking might indicate that subjects used head-tracking less
and less across blocks and thus their Z-axis RM S error began to converge to the fixed view-

point level.

7.8.3 Conciseness

Theresults for path length would at first appear to suggest excellent performance for the z-
far target position. However, one must keep in mind that the z-far target position had afina
position error that was almost twicethat of the other target positions. The path lengthislow
because subjects did not move all the way to the target. It islikely that had subjects moved
al the way to the target the path length for the z-far target position would be much higher.
Theresultsdid indicate alonger path length for the z-near target position. The path lengths
for the X- and Y-axistargets do not vary significantly.

Path length is one of the few dependent variables that showed any effect for head-

tracking mode. The X- and Y-axistarget positions appear to have had dlightly longer move-
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ment pathsin the fixed viewpoint monoscopic condition as compared with the head-tracked
monaoscopic condition. However this situation reversesitself in the stereoscopic conditions
with the fixed viewpoint condition having had shorter movement paths compared to the head-
tracked viewpoint condition.

Care must be taken when considering path length for the Z-axis conditions because
of the evidence that subjects did not move al the way to the target for the z-far target po-
sition. Nonetheless, in both the monoscopic and stereoscopic head-tracked conditions, the
movement paths were longer for the Z-axis target positionsthan in the fixed viewpoint con-
ditions. Recall that the movement paths were shorter for the head-tracked conditions for

targets along the X- and Y-axes.

784 Fdicity

As in the line tracing experiment, many of the subjective scores failed to achieve signifi-
cance, however, in contrast to that experiment there were much stronger trends. The head-
tracked stereoscopic conditionwasgenerally thought to be easi er to use than the head-tracked
monaoscopic condition that subjects generally considered to be most difficult. Interestingly,
in the post-experiment questionnaire where subjects were able to score conditions based
upon experiencewith all of them, thefixed viewpoint stereoscopic condition was considered
to be the most useful. It may be that subjects scored the head-tracked stereoscopic condi-
tion highly at first because of its novelty, but upon later reflection they considered the fixed
viewpoint stereoscopic condition to be most useful.

Subjects’ rankings of the visual feedback conditions indicated that they found the
head-tracked monoscopic condition easiest to use. However, in ranking their preferenceand
performance, the trend favoured the head-tracked stereoscopic condition. Aninteresting ex-

periment could be carried out to determine which visual feedback condition subjects would
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select, if giventhe choice, both before and after some experiencewith each of the conditions.

7.9 Conclusions

Asin earlier experimentsthe goal of this experiment wasto determine the effects of display
mode, head-tracking mode and target position upon the ability to perform atask. The task
was to trace a planar sine wave drawn to one of six possible locations.

Stereoscopic viewing did not reducethe amount of timerequired to perform thetask,
but it did reducetheamount of final position error and RM Serror. Thusstereoscopic viewing
did not allow subjectsto perform thetracing task any faster, but it did improve the accuracy
with which subjects could perform the task.

Head-tracking was generally not beneficial in the monoscopic display mode, often
degrading performance. I1n the stereoscopic condition head-tracking does not appear to have
degraded performance and it may have improved performance for certain target positions.
Nonetheless, the overall benefit from head-tracking is dlim at best as it appears that head-
tracking degraded performance in more situations than it improved performance.

Target position continues to be a factor with significant influence on performance.
As expected, the z-near and z-far targets generally had poor performance, but the x-right
target position al so showed poor performance when compared with the x-1eft target position.

Subj ectivefeedback suggeststhat subjectsmay haveinitialy favoured the head-tracked
stereoscopic viewing condition, but after some exposure to all the visual feedback condi-

tions, the fixed viewpoint stereoscopic was considered to be easier to use.
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Source SS  df MS F conv.p adj.p H-Fe
display 2.185 1 2185 126 0.2988

Error 12.141 7 1734

head-track 0.261 1 0261 014 07154

Error 12.672 7 1810

dxh 3.106 1 3106 102 0.3452

Error 21.228 7 3.033

position 1.201 5 0240 587 0.0005 0.0005 1.00
Error 1432 35 0041

dxp 0.060 5 0.012 142 0.2427 0.2427 1.00
Error 0206 35 0.008

hxp 0.017 5 0.003 033 0.889% 0.7932 057
Error 0354 35 0.010

dxhxp 0.072 5 0014 150 0.2162 0.2162 1.00
Error 0339 35 0.010

block 2.885 3 0962 10.90 0.0002 0.0086 0.40
Error 1.853 21 0.088

dxb 0.252 3 0084 192 041570 0.1858 0.63
Error 0920 21 0.044

hxb 0.027 3 0.009 024 08651 0.7905 0.68
Error 0789 21 0.038

dxhxb 0.401 3 0134 167 02044 0.2254 0.64
Error 1.683 21 0.080

pxb 0130 15 0.009 1.71 0.0602 0.1378 0.42
Error 0.532 105 0.005

dxpxb 0.060 15 0.004 0.80 0.6788 0.6788 1.00
Error 0.525 105 0.005

hxpxb 0.077 15 0.005 110 03644 0.3644 1.00
Error 0.489 105 0.005

dxhxpxb 0.059 15 0.004 0.72 0.7586 0.6743 054
Error 0.573 105 0.005

Total 94.399

Table 7.17: Experiment 4 — Repeated measures ANOVA for log of trial completion
time.
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Source SS  df MS F conv.p adj.p H-Fe
display 21.782 1 21.782 7.05 0.0327

Error 21.627 7 3.090

head-track 0.215 1 0215 039 0.5504

Error 3.832 7 0547

dxh 3.699 1 3699 427 0.0777

Error 6.070 7 0.867

position 28.084 5 5617 545 0.0008 0.0043 0.67
Error 36.067 35 1.030

dxp 1.490 5 0208 111 03718 0.3643 054
Error 9376 35 0.268

hxp 0.530 5 0106 060 0.6993 0.6993 1.00
Error 6.174 35 0176

dxhxp 1.620 5 0324 196 0.1095 0.1405 0.69
Error 5790 35 0.165

block 0.447 3 0149 090 04589 0.4567 0.97
Error 3484 21 0.166

dxb 0.184 3 0061 035 0.7929 0.7929 1.00
Error 3729 21 0178

hxb 0.424 3 0141 112 03651 0.3651 1.00
Error 2663 21 0127

dxhxb 0.192 3 0064 046 0.7161 0.6781 081
Error 2954 21 0141

pxb 1375 15 0092 102 04420 0.4420 1.00
Error 9447 105 0.090

dxpxb 0898 15 0.060 0.66 08177 0.7497 0.63
Error 9526 105 0.091

hxpxb 0.847 15 0057 0.76 07225 0.7017 0.85
Error 7850 105 0.075

dxhxpxb 0875 15 0.058 0.68 07969 0.7455 0.70
Error 8977 105 0.085

Total 511.039

Table 7.18: Experiment 4 — Repeated measures ANOVA for log of final position er-
ror.
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Source SS  df MS F conv.p adj.p H-Fe
display 14.752 1 14752 281 0.1373

Error 36.690 7 5241

head-track 0.215 1 0215 020 0.6647

Error 7.344 7 1.049

dxh 6.541 1 6541 379 0.0925

Error 12.069 7 1724

position 27.460 5 5492 395 0.0060 0.0250 056
Error 48655 35 1.390

dxp 1.112 5 0222 060 0.7002 0.6366 0.66
Error 12969 35 0.371

hxp 3.930 5 078 187 0.1257 0.1257 1.00
Error 14748 35 0421

dxhxp 2.459 5 0492 152 0.2078 0.2078 1.00
Error 11.300 35 0.323

block 1.369 3 0456 122 0.3257 0.3257 1.00
Error 7827 21 0373

dxb 0.203 3 0068 016 0.9221 0.9221 1.00
Error 8901 21 0424

hxb 0.816 3 0272 134 02890 0.28900 1.00
Error 4271 21 0.203

dxhxb 0.528 3 0176 100 04106 0.4045 087
Error 3683 21 0175

pxb 3646 15 0243 116 03178 0.3250 0.86
Error 22.078 105 0.210

dxpxb 1280 15 008 040 09771 0.9736 0.95
Error 22530 105 0.215

hxpxb 1883 15 0126 0.69 0.7875 0.7569 081
Error 19.057 105 0.182

dxhxpxb 2444 15 0163 0.90 05683 0.5515 0.79
Error 19.051 105 0.181

Table 7.19: Experiment 4 — Repeated measures ANOVA for log of final position error
along axes (continued on next page).
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Source SS  df MS F  conv. p adj.p H-Fe
axis 586.025 2 293.013 4885 <« 0.0001 <« 0.0001 0.63
Error 83.970 14 5.998

dxa 29.155 2 14578 1592 0.0002 0.0022 0.64
Error 12818 14 0.916

hxa 1.662 2 0.831 1.86 0.1916 0.2002 0.83
Error 6.242 14 0.446

dxhxa 3.454 2 1.727 3.68 0.0519 0.0628 0.85
Error 6.568 14 0.469

pxa 38975 10 3.898 6.98 <« 0.0001 0.0006 0.39
Error 39.089 70 0.558

dxpxa 2829 10 0.283 1.00 0.4522 0.4522 1.00
Error 19.808 70 0.283

hxpxa 4357 10 0436 215 0.0312 0.0312 1.00
Error 14172 70 0.202

dxhxpxa 1.914 10 0.191 0.93 0.5135 0.5135 1.00
Error 14.443 70 0.206

bxa 0.374 6 0.062 0.39 0.8787 0.8787 1.00
Error 6.648 42 0.158

dxbxa 1.086 6 0.181 1.18 0.3331 0.3331 1.00
Error 6.417 42 0.153

hxbxa 1.454 6 0.242 1.60 0.1699 0.1699 1.00
Error 6.345 42 0.151

dxhxbxa 0.729 6 0.121 0.89 0.5119 0.5080 0.95
Error 5740 42 0.137

pxbxa 2725 30 0.091 104 0.4229 04229 1.00
Error 18.425 210 0.088

dxpxbxa 3760 30 0125 111 0.3241 0.3241 1.00
Error 23.676 210 0.113

hxpxbxa 2888 30 0.096 0.87 0.6659 0.6644 0.99
Error 23.262 210 0.111

dxhxpxbxa 3.08 30 0.103 1.01 0.4547 04535 082
Error 21.330 210 0.102

Total 1895.449

Table 7.19: Experiment 4 — Repeated measures ANOVA for log of final position error
along axes (continued from previous page).
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Source SS  df MS F  conv. p adj.p H-Fe
display 0.753 1 0753 246 0.1604

Error 2.137 7 0.305

head-track 0.382 1 0382 055 0.4807

Error 4.818 7 0.688

dxh 0.230 1 0230 039 0.5520

Error 4.120 7 0.589

position 0.288 5 0058 121 0.3242 0.3289 0.75
Error 1.662 35 0.047

dxp 0.174 5 003 339 0.0134 0.0240 0.77
Error 0359 35 0.010

hxp 0.116 5 0023 173 0.1541 0.1960 0.56
Error 0469 35 0.013

dxhxp 0.140 5 0028 324 0.0165 0.0352 0.68
Error 0.302 35 0.009

block 0.894 3 0208 2349 < 0.0001 <0.0001 o081
Error 0266 21 0.013

dxb 0.012 3 0.004 028 0.8425 0.7530 0.63
Error 0301 21 0.014

hxb 0.046 3 0015 101 0.4083 0.4069 0.97
Error 0316 21 0.015

dxhxb 0.134 3 0045 157 0.2256 0.2427  0.65
Error 0594 21 0.028

pxb 0.096 15 0.006 0.86 0.6060 0.5381 0.45
Error 0.781 105 0.007

dxpxb 0.108 15 0.007 144 0.1433 0.2321 0.35
Error 0.524 105 0.005

hxpxb 0141 15 0009 197 0.0244 0.1114 0.32
Error 0.503 105 0.005

dxhxpxb 0.098 15 0.007 110 0.3647 0.3756  0.27
Error 0.622 105 0.006

Total 31.124

Table 7.20: Experiment 4 — Repeated measures ANOVA for log of path length.
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Source SS  df MS F conv.p adj.p H-Fe
display 13.369 1 13369 13.33 0.0082

Error 7.019 7 1.003

head-track 1471 1 1471 378 0.0929

Error 2.724 7 0.389

dxh 1.951 1 1951 201 0.1993

Error 6.799 7 0971

position 2.574 5 0515 350 0.0114 00161 0.87
Error 5145 35 0147

dxp 0.972 5 0194 358 0.0102 00102 1.00
Error 1901 35 0.054

hxp 0.249 5 0050 079 05667 05355 074
Error 2218 35 0.063

dxhxp 0.769 5 0154 224 0.0717 01149 0.59
Error 2400 35 0.069

block 0.558 3 0186 242 0.0946 01267 0.65
Error 1.614 21 0.077

dxb 0.032 3 0011 024 08700 08700 1.00
Error 0959 21 0.046

hxb 0.154 3 0051 070 05621 05262 0.75
Error 1536 21 0.073

dxhxb 0.115 3 0038 069 05711 0539 0.78
Error 1.177 21  0.056

pxb 0455 15 0030 089 05754 05162 044
Error 3569 105 0.034

dxpxb 0161 15 0.011 047 0.9506 0.8581 0.49
Error 2393 105 0.023

hxpxb 0586 15 0.039 129 0.2190 0.2616 057
Error 3.169 105 0.030

dxhxpxb 0346 15 0.023 073 0.7453 0.6316 042
Error 3208 105 0.031

Total 185.177

Table 7.21: Experiment 4 — Repeated measures ANOVA for log of RMS error.
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Source SS  df MS F conv.p adj.p H-Fe
display 25.948 1 25948 12.32 0.0099

Error 14.741 7 2106

head-track 3.785 1 378 3.02 0.1260

Error 8.782 7 1.255

dxh 4.236 1 4236 236 0.1680

Error 12.541 7 1.792

position 14.167 5 2833 681 0.0002 0.0007 0.77
Error 14561 35 0416

dxp 1.355 5 0271 210 0.0890 0.0890 1.00
Error 4520 35 0129

hxp 0.753 5 0151 134 0.2702 02702 1.00
Error 3933 35 0112

dxhxp 2.492 5 0498 355 0.0106 0.0183 0.80
Error 4911 35 0.140

block 1.808 3 0603 375 00266 0.0547 0.62
Error 3374 21 0161

dxb 0.075 3 0025 026 08542 08542 1.00
Error 2030 21 0.097

hxb 0.454 3 0151 106 03892 03686 0.59
Error 3011 21 0.143

dxhxb 0.357 3 0119 113 03600 03600 1.00
Error 2216 21 0106

pxb 0852 15 0057 071 0.7684 06141 032
Error 8382 105 0.080

dxpxb 0416 15 0.028 053 09163 08197 051
Error 5464 105 0.052

hxpxb 1217 15 0081 114 0.3289 03548 041
Error 7455 105 0.071

dxhxpxb 0799 15 0053 073 07511 06315 041
Error 7680 105 0.073

Table 7.22: Experiment 4 — Repeated measures ANOVA for log of RMS error along
axes (continued on next page).
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Source SS  df MS F  conv. p adj.p H-Fe
axis 124.151 2 62076 4200 < 0.0001 < 0.0001 0.68
Error 20.690 14 1.478

dxa 4.208 2 2104 1145 0.0011 0.0011 1.00
Error 2573 14 0.184

hxa 0.453 2 0227 492 0.0240 0.0344 081
Error 0644 14 0.046

dxhxa 0.920 2 0460 266 0.1052 0.1225 0.78
Error 2423 14 0173

pxa 32578 10 3258 2161 <0.0001 <«<00001 0.28
Error 10554 70 0.151

dxpxa 3377 10 0338 906 <«<00001 <«<0.0001 057
Error 2610 70 0.037

hxpxa 0303 10 0.030 0.53 0.8652 0.6593 0.28
Error 4027 70 0.058

dxhxpxa 0319 10 0.032 0.77 0.6580 0.6260 0.76
Error 2902 70 0.041

bxa 0.126 6 0021 1.00 0.4372 04372 1.00
Error 0883 42 0.021

dxbxa 0.194 6 0032 156 0.1836 0.2080 0.72
Error 0873 42 0.021

hxbxa 0.403 6 0.067 304 0.0146 0.0146  1.00
Error 0928 42 0.022

dxhxbxa 0.094 6 0016 064 0.6991 0.6389 0.66
Error 1.029 42 0.025

pxbxa 0724 30 0024 152 0.0486 0.0940 0.60
Error 3.338 210 0.016

dxpxbxa 0520 30 0.017 1.09 0.3510 0.3792 041
Error 3.340 210 0.016

hxpxbxa 0508 30 0.017 0.97 0.5212 0.5093 0.73
Error 3.682 210 0.018

dxhxpxbxa 0351 30 0012 0.76 0.8160 0.8160 1.00
Error 3.240 210 0.015

Total 663.577

Table 7.22: Experiment 4 — Repeated measures ANOVA for log of RMS error along
axes (continued from previous page).
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Chapter 8

General Conclusions

The goal of this research was to study the influence of visual feedback and spatial organi-
zation upon a series of tasks in a three dimensional environment. The tasks were selected
to be simple and thus potentially more generalizable than some of the other studies in the
literature. Each task was meant to be only dlightly different from one of the preceding tasks.

The experimentswere conducted using the same hardware and with only minor soft-
ware differences. A general difficulty with comparing prior work is the variety of different
systems used. Because researchers are still uncovering the factorsthat influence interactive
3D tasks, there is the potentia that factors other than those under investigation are cause
some of the observed effects. By examining a sequence of experiments conducted using
essentially the same hardware and software it is more likely that differences across exper-
iments can be attributed to the conditions under study rather than being artifacts of the ex-
periment itself. In this manner confounding effects can be reduced.

Thepoint |ocation experiment served asthe direct basisfor thedocking andlinetrac-
ing experiments. The linetracing experiment in turn served asthe basisfor the curvetracing

experiment. Thereisan almost endless variety of similar experimentsthat could have been
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conducted; some are considered in more detail in the chapter on Future Work that follows
this one.

In choosing how to alter thetask under examination from one experiment to the next,
more or less variation was possible. For example, an alternate successor experiment to the
point location experiment having less variation would be one in which the orientation of the
target changed, but only the position (rather than the position and the orientation) of the tar-
get had to be matched. A successor to thelinetracing experiment with more variation would
beacurvetracing experiment wherethe curvevaried simultaneously in al three dimensions.
The group of experiments sel ected was meant to have reasonably small changesin complex-
ity between them, while still allowing a fair amount of coverage of task complexity.

A variety of different variableswere used to measure performance across each of the
tasks. It was evident at the outset of this work that considering only one or two dependent
variables such as trial completion time or error would not provide a sufficiently complete
sense of how the independent variables influenced task performance. Thus, a selection of
objective and subjective measurements were used. Nonetheless, there are still many differ-
ent potential objective and subjective measures that might have been employed. The final
set used here was not meant to be exhaustive. These dependent measures were settled upon
as being adequate to provide a reasonable understanding of how the independent variables
influenced the tasks as well as demonstrating the importance of looking at a broad set of
dependent measures.

The subject pool imposes some limitations on the generalizability of theresults. All
subjects were right-handed male university students drawn from the fields of computer sci-
enceand engineering. Whileit was not deliberately screened for, most participantshad little
experience with 3D computer graphics, and hone had experience with computerized 6 DOF

interactive techniques. These results cannot be generalized to population groups with dif-
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ferent characteristics.

8.1 Stereopsis

Stereoscopic viewing provides significant benefits

Stereoscopic viewing (binocular disparity) proved to be significantly better than monoscopic
viewing—asinitialy expected —in thefirst two experiments. Subjectswere able to complete
the point location task and the docking task in less time when using a stereoscopic display
than when using amonoscopic display. Thisfinding issimilar to that of most other research
that has studied the use of binocular disparity in computer displays.

Thepoint location and docking tasks require asubject to make adetermination of the
location in space of the target. Ideally this determination should be made before movement
isinitiated. Binocular disparity improves a subject’s ahility to make this determination for
targets at the same depth as the starting point as well as for targets at different depths. Had
the experiments stopped at this point one might be led to conclude that stereoscopic viewing

islikely to alow subjectsto perform all tasks faster than with monoscopic viewing.

Stereoscopic viewing not always beneficial

Thelater experiments demonstrated, contrary to expectations, that stereoscopic viewing did
not haveaconsistently powerful effect. Stereoscopic viewing affected most of the dependent
variablesfairly clearly in the point location experiment. In the docking experiment stereo-
scopic viewing had a significant effect upon most of the measures associated with the trans-
lational component of the task, but not on the rotational measures. In the line tracing and
curve tracing experiments stereoscopic viewing had a more limited effect upon overall per-

formance. Table 8.1 providesthetrial completion time for the monoscopic and stereoscopic
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| Experiment | Stereo Mono | % Increase | p | w? |

1 357 5.00 40.1 | < 0.0001 | 0.2357
2 681 848 245 0.0463 | 0.0792
3 545 6.32 16.0 0.0825 | 0.0192
4 829 942 13.6 0.2988 | 0.0047

Table 8.1: Trial completion time in seconds for the monoscopic and stereoscopic
conditions for each experiment. The column labeled increase is the increase in trial
completion time for the monoscopic condition over the stereoscopic condition. The
p column is the probability that the observed difference between overall means for
the two conditions is due to chance and comes directly from the ANOVA table for
trial completion time for each experiment. The column labeled w? indicates the mag-
nitude of the experimental effect of display mode upon trial completion time in each
of the experiments.

display modes for each of the experiments. Even though stereoscopic viewing did improve
performancein every experiment, the improvement was only significant in the first two ex-
periments.

It should be pointed out that the power of each experiment islimited by the number
of subjects. The use of eight subjects in each experiment was a deliberate choice. These
experiments were designed to detect large effects; the kind that would apply to amost al
subjectsand cause them to changetheir behaviour asaresult. Had more subjectsbeen tested
for the tracing experiments, the observed differences might indeed have been significant.
Table 8.1 provides the probabilities for the effect of display mode on trial completion time
from the respective ANOVA tablesfor each experiment. The magnitude of the experimental
effect (w? ) is computed from the appropriate sum of squares and mean squares that appear
in the respective ANOVA tables.

Inthe tracing experiments (Experiments 3 and 4), stereoscopic viewing significantly
reduced only the amount of RMS error and the amount of position error along the Z-axis

(recall that RM S error is the root mean square of the distance from the tip of the pointer to

the ideal path at each movement step). Some care must be taken when drawing a conclu-

244



| Experiment | Stereo Mono | % Increase | p | w? |

1 1.02 1.38 35.3 | 0.0046 | 0.0910
2 1.03 1.59 54.4 | 0.0032 | 0.1003
3 059 0.66 11.9 | 0.0886 | 0.0104
4 062 0.80 29.0 | 0.0082 | 0.0664

Table 8.2: Mean RMS error in centimetres for the monoscopic and stereoscopic
conditions for each experiment. The column labeled % increase is the increase in
RMS error for the monoscopic condition over the stereoscopic condition. The p col-
umn is the probability that the observed difference between overall means for the
two conditions is due to chance and comes directly from the ANOVA table for RMS
error for each experiment. The column labeled w? indicates the magnitude of the
experimental effect for display mode on RMS error in each of the experiments.
sion based on the variables that were affected. One could argue that subjects were trading
speed for accuracy, that is, subjects were keeping their trial completion time fairly constant
while alowing their error level to increase as necessary. Had subjects strived to be more
accurate in the monoscopic condition it might have taken them longer to perform the task.
However, in the point location experiment, stereoscopic viewing reduced trial completion
time, RMS error and position error along the Z-axis. In other words, in the point location
and docking experiments stereoscopic viewing allowed subjectsto increase both their speed
andtheir accuracy. Table 8.2 contrastsRM Serror acrossall experimentsfor the monoscopic
and stereoscopic display modes.

One possible reason for the subdued effect of stereoscopic viewing in the tracing
tasksisthe continuous availability of an occlusion cuein thedisplay. Studiesby Braunstein
et al. [20] and Tittle et al. [94] have shown that occlusion is a more powerful depth cue
than stereopsis. In the tracing tasks, the ability to make depth judgments via occlusion may
have caused subjects to focus less attention upon the disparity-based depth cues. Nonethe-
less, even when trial completion time was unaffected by stereoscopic viewing, RMS error

along the Z-axis was significantly reduced in the stereoscopic display modes. Even though

stereoscopic viewing did not reduce trial completion time, it did improve accuracy.
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Stereoscopic viewing haslittle effect upon rotational tasks

A comparison of the trial completion time for the point location and docking experiments
(Table 8.3) shows similar increases between the monoscopic and stereoscopic conditions.
Thisallowsusto suggest that the added task complexity of the monoscopic and stereoscopic
conditionsis unchanged, implying that stereoscopic viewing does not have an effect upon
rotation performance. To verify thisfinding it would be best to conduct a experiment that

examined only orientation under the influence of display mode.

| Experiment | Mono  Stereo |
Point Location | 5.00 3.57
Docking 8.48 6.81
Increase 3.48 3.24

Table 8.3: Mean trial completion time in seconds for the monoscopic and stereo-
scopic display modes in the point location and docking experiments. The row la-
beled increase gives the change in trial completion time from the point location ex-
periment to the docking experiment.

8.2 Motion Parallax / Head-Tracking

The changein what we see as our head movesin the environment is an essential component
of the human perceptual system. Gibson [45] discusses this and other “natural” elements of
perceptionin great detail. Most researchersin the virtual reality field consider the benefit of
motion parallax via head-tracking to be a foregone conclusion.

Head-trackingisan essential part of almost any virtual reality system. Thedefinition
of virtual reality that | chose focuses explicitly upon head-tracking as the key element of
virtua reality. Virtual reality relies upon the ability of a viewer to look anywhere and have
the display reflect the direction of their view. In most systemsthis requires explicit tracking

of head position.
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Sollenberger and Milgram [89] showed a strong effect for a rotational display in
a task where subjects had to determine which of two visual networks contains a specified
point. Several other researchers have shown strong benefits for head-tracking. Arthur et a.
[6] replicated the results of Sollenberger and Milgram, using head-trackinginstead of arota-
tional display and they found that the head-coupl ed stereoscopic viewing condition produced
the shortest response times and the lowest error rates. Ware and Balakrishnan [101] make
use of ahead-coupled stereoscopic display in avolumelocationtask. Their primary purpose
wasto investigate and model the effect of lag and frame ratein afish-tank VR environment.
They do not compare head-tracked interaction against fixed viewpoint interaction.

Theoverall resultsfor head-tracking have been quite surprising. My initial expecta-
tionswerethat head-tracking should have some effect, either positive or negative. | expected
apositive effect would derivefrom animprovement inthe ability of subjectsto correctly per-
ceive the stimuli. Negative effects could appear in the form of subjectstaking moretime to
observe the stimuli prior to movement, or in the form of interference between head move-
ment and hand movement. The general lack of effects suggests that subjects may not have
made much use of the view point changes offered by head tracking, or that the beneficial

and detrimental aspects of changing one's viewpoint somehow cancel each other out.

Head-tracking hasalmost no effect on trial completion time

Head-tracking often failed to show asignificant effect in the experimentswhereit was present.
Table 8.4 comparestrial completiontimein the fixed viewpoint and head-tracked viewpoint
conditionsin thethree experimentswhere head-tracking wastested. Itisevident fromtheta-
ble that not only did head-tracking not have a significant effect upon trial completion time,
head-tracking made almost no difference at al upon trial completion time. The other ex-

perimentsin the literature suggest that head-tracking should tend to reduce trial completion
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| Experiment | Fixed Head-Tracked | % Increase | p | w? |

1 4.22 4.35 3.1 | 0.5820 | -0.0098
3 5.88 5.90 0.0 | 0.9116 | -0.0130
4 8.84 8.87 0.0 | 0.7154 | -0.0161

Table 8.4: Trial completion time in seconds for the fixed and head-tracked viewpoint
conditions in each of the experiments where head-tracking was tested. The column
labeled increase is the increase in trial completion time for the head-tracked view-
point condition over the fixed viewpoint condition. Small differences appear as 0.0
due to rounding. The p column is the probability that the observed difference be-
tween overall means for the two conditions is due to chance and comes directly from
the ANOVA table for trial completion time for each experiment. The column labeled
w? represents the magnitude of the experimental effect for head-tracking mode on
trial completion time in each of the experiments.

time.

Head-tracking often detrimental

Over al of the experiments where head-tracking was tested it exhibited a significant main
effect in only two situations, RM S error and axis RM S error for the line tracing experiment.
Table 8.5 provides asummary of the RMS error in all the experiments where head-tracking
was tested. Although the head-tracking mode only had a significant effect on RMS error
in the line tracing experiment (Experiment 3), the trend in all experiments was for head-
tracking to impair performance.

In the situations where head tracking was an element of a significant interaction ef-
fect, the result was generally to impair performance in some manner. In the curve tracing
experiment head-tracking appears to have interfered with the block to block reduction in

RMS error seen in the fixed viewpoint condition.
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| Experiment | Fixed Head-Tracked | % Increase | p | w? |

1 1.16 123 6.0 | 0.3216 | 0.0011
3 0.55 0.70 27.3 | 0.0281 | 0.0330
4 0.67 0.75 11.9 | 0.0929 | 0.0058

Table 8.5: Mean RMS error in centimetres for the fixed and head-tracked viewpoint
conditions in each of the experiments where head-tracking was tested. The column
labeled % increase is the increase in RMS error for the head-tracked viewpoint con-
dition over the fixed viewpoint condition. The p column is the probability that the
observed difference between overall means for the two conditions is due to chance
and comes directly from the ANOVA table for trial completion time for each experi-
ment. The column labeled w? indicates the magnitude of the experimental effect for
head-tracking mode upon RMS error in each of the experiments.

Benefits of head-tracking appear to behighly selective

In the curve tracing experiment head-tracking appearsto have provided aslight benefitin re-
ducing the amount of RM S error along certain axes for specific target locations. Once again
in the curve tracing experiment, the head-tracked monoscopic viewing condition appearsto
have produced shorter movement paths than the other viewing conditions, but thisis only
significant for afew of the target positions.

In the experiments described here, head-tracking was part of the viewing condition,
but the central task was to move apointer located in the virtual environment using the hand.
Most other studies where head-tracking or motion parallax was found to be beneficial em-
ployed atask that involved only viewing of athree dimensional stimulus. In the experiments
conducted here, head movementslarge enough to produce an appreciable amount of motion
parallax tended to makeit difficult for subjectsto control the position of their hand and thus
the pointer in the virtual environment. This added control difficulty may be what trandated
into the generally poorer performance for the head-tracked conditions. As subjects learned
about thelocation and structure of the stimuli in the various experimentsthey may have less-

ened their use of the head-tracker resulting in performancethat converged to the level of the
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fixed viewpoint conditions.

Additional insight into the role of motion parallax via head-trackingisprovided ina
study of tel eoperation by Ikehara, Coleand Merritt [56]. In their study subjects used awand
controlled by atelemanipulator to touch pointsidentified by lights located within a mass of
twisted wire (wire maze). The task itself was structured to allow separate measures of the
time required to spot the target versus the time required to touch the target. The structure
of the wire maze is dense enough and complex enough to have provided a great deal of oc-
clusion. They found that motion significantly improved performance for the sub-tasks that
required perception only. They concluded that “ motion’smajor benefit occursbecauseit im-
provesthe initial perception of the target. After theinitia perception the benefit of motion
islessclear ...”

The ability to change one’s viewpoint via head-tracking is likely to have had some
utility in the line tracing and curve tracing experiments. There are clearly viewing condi-
tions that would have made the tasks extremely difficult to perform without some kind of
viewpoint change. In the line and curve tracing experiments, small viewpoint shiftsin the
manner of [ 75] were added so that subjects would have some sense of the 3D structure of the
stimulusin the fixed viewpoint monoscopic display mode. Without these shifts, aline along
the Z-axis would have appeared as a point (small circle) and a curve would have appeared
to be astraight line. Thus an apriori decision was made to provide alternate viewpointsin
certain conditions. Recall that aside from enhancing the sense of realism, head-tracking is
meant to allow for continuous change of viewpoint under user control. If al that is needed
is an aternate fixed viewpoint, this can be provided without additional hardware, software
and computational resources necessary to interface with this hardware.

The general lack of an effect for head-tracking might also be explained by atradeoff

between task performance and viewpoint change. Subjects may have sacrificed movement
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time in order to obtain a more favourable view of the stimuli in the environment. In other
words, subjects may have been able to perform the task better after moving their head to
obtain anew view of the stimuli, but thisimproved performance was at the cost of thetime
incurred during the head movement. Theresultssofar indicatethat evenif thiswasthe case,
subjects were able to obtain an equivalent, and in most cases better, level of performance
without head-tracking.

It remainsto be seen what type of interactive task benefits from head-tracking. Ear-
lier work cited above identified the benefit of head-tracking in comprehending complex vi-
sual networks. Perhaps head-tracking would be beneficial in an interactive tracing task that
used stimuli similar to those of Sollenberger and Milgram. Nonetheless, occlusion isa pow-
erful depth cue and the ability to interactively probe the depth of objectsin the environment
using the pointer may take precedence over the motion parallax cues. Thisis similar to the
reduction in the strength of the disparity cuesin the line tracing and curve tracing experi-

ments.

8.3 Target Position

Target position generally had a significant effect upon many of the measures acrossall of the
experiments that were conducted. Target position has adual meaning when interpreting the
experiments as the position in space indicates both a stimuluslocation and amovement end-
point. Because all the trials start from afixed central location in the workspace, each target
position also implies a specific movement direction. For example, the near target implies

movement of the pointer toward the subject.
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Targetsalong the Z-axis show poorer performance

The overall results of the experiments show that the target positions that differed in depth
from the starting point typically had poorer performance than those that were at the same
depth, agreeing with initial expectations. However, contrary to expectations, under certain
circumstances performance for the target positions along the Z-axis was improved to the
level of the other targets. Notably, in the point location experiment thetrial completiontime
for the near target in the stereoscopic display modewas roughly equal to thetrial completion
time of the targets at the same depth as the start position. While the trial completion time
for the far target in the stereoscopic display mode also improved over its monoscopic level,
it remained poorer than for the other targets.

Earlier work by Zhai [109] and Massimino et a. [65] showed that the amount of
error along the Z-axiswould be higher than the error levelson the X and Y axes. Zhai also
showed that stereoscopic viewing would reducethe error level s as compared to monoscopic
viewing. However, their studiesinvolved atracking task making it difficult to identify any

effects related to the spatial location of the target, or the organization of the task.

Performance not uniform along axis

In broad termsthe left and right target positions along the X-axistended to result in the best
overall performance across tasks and dependent measures. One anomaly appears to be the
amount of Z-axis error (both final position error and RM S error) for the right target position
in the line tracing and curve tracing experiments. The cause of this increased amount of
error is not immediately evident. One potential factor is visual interference from the line
or curve coupled with some biomechanical factor. Strictly biomechanical factors are ruled
out as thisincrease in error is not apparent in the point location and docking experiments.

Strictly visual factors are ruled out because any potential visual interference should have
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also occurred for the left target position.

The Z-axis target positions tend to have the poorest performance, however, across
most tasks there tends to be a distinct advantage for the near target. In many cases perfor-
mance for the near target tends to match the performance for the targets in the same plane
asthe start target. Performance for the far target is almost always worse than for any of the
other targets.

Most other studiestend to group together all targetsinthe samedirection or along the
sameaxis. Thedifferencesintarget positionsthat varied along the same axishave shown that

such agrouping istoo simplistic and is likely to disguise an important source of variation.

8.4 Target Orientation

Only the docking experiment directly investigated the effects of target orientation. Thus
thereislittle in the way of cross experiment comparison that can be made. Nonetheless,

afew of the conclusions from the docking experiment are worth reiterating.

Trandation performance may vary as a result of the target orientation

The docking experiment demonstrated that measures associated primarily with translational
performance (position error, path length and RM S error) showed interaction effects between
the position of the target and the orientation. The lack of any consistent pattern of influ-
ence for target position coupled with the large number of position and orientation condi-
tions makes it difficult to reach any broad conclusion regarding the effect of target orien-
tation upon these measures. The large number of conditions also increases the likelihood
that essentially random variation is causing the significant interaction. More investigation

is needed before any conclusion that can be held with confidence may be reached.
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Rotation performancevariesasafunction of thetarget orientation

The measures principally associated with rotational performance showed fairly clear and
consistent effects for target orientation. The measures for final orientation error and rota-
tion amount showed that the two Y-axistarget orientations had poorer performance than the
other target orientations. The combination of the poor orientation match coupled with the
higher amount of pointer rotation in the Y-axis conditions suggests that subjects had diffi-
culty determining when the orientation of the pointer matched the pointer of thetarget. More
rotation of the pointer seemsto indicate that subjects would continue to reorient the pointer
until they arrived at a satisfactory visual match.

Studies by Parsons[73] and Pani et a. [72] have indicated that people have a great
deal of difficulty visualizing, comprehending and describing rotations that are not aligned
with the world axes® or with principal axes of the object. In the docking experiment, all the
target orientations were aresult of 45°rotations about one of theworld axes and in principal
should not have been any more difficult to comprehend.

The implication of these results is that the visual appearance of the target made it
more difficult to match the orientation of the two 45°Y axis target orientation conditions.
Interestingly, many researchers of mental rotation in psychology, when describing the se-
lection of stimuli for their studies, indicate that orientations that resulted in self-occlusion
or unusual perspective distortion were excluded (e.g. Shepard and Metzler [84], Shepard
and Judd [83], and Parsons[73]). No further details of the excluded conditionsare provided

and thus the exclusion process seems to be subjective.

1TheCartesian axesare often not used as abasisfor understanding or describing human cognition,
being essentially a mathematical construct. Psychologiststend to describe the world coordinate axes
asfollows. Thetransverse horizontal axis runsleft to right, The vertical axis runs up and down, and
the line of sight axisruns toward and away from the viewer. In the experiments described here, these
axes correspond directly to the X, Y and Z axes.
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8.5 Occlusion

Occlusion isafactor that was not manipulated in any of the experimentsreported here. The
displaysin al the experiments made use of solid shaded objects and thus occlusion was
available as a depth cuein all of the experiments. Many studies have demonstrated the im-
portance of occlusion and the over-riding effect that occlusion cueshave over disparity cues.
| have hypothesized that the strength of the occlusion cue is what resulted in the apparent
reduction of the disparity cuesin the tracing experiments. However, there is an important
distinction between this experiment and many of the other studies that is worth stressing.

These experiments made use a solid shaded virtual pointer under user control, that
could occlude or be occluded by other objectsin the virtual environment. Many of the other
studies have made use of wireframe objects [109] or they did not provide the user with a
controllable pointer. This controllable pointer allows a user to interactively probe the depth
of objectswithin the environment using one of the most powerful depth cues available. The
availability of occlusion information throughout most of the tracing task may be what elim-
inated the effect of disparity, an otherwise strong depth cue as well. While the objects were
solid shaded, there was no attempt made to mimic other solid properties, especially the nor-
mal impenetrability of solid objects.

During the training phase for many of the tasks, | was able to observe the manner in
which subjects performed thetask. 1n the point location task some subjectswould determine
when the position of the pointer matched the position of the target by determining when
part of aface of the pointer partially intersected aface of the target. This cue was so strong
and valuable that subjects often commented that they felt they were somehow cheating by
making use of this cue. In the tracing experiments subjects would position a face of the
pointer so that it was partly occluded by the path. By observing changesin the visibility at

this“occlusion interface” subjects were able to track the path.
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Informally, it seemsthat subjects made use of depth cues other than occlusion (e.g.
perspective, stereoscopic viewing) to determine the relative locations of objects when they
were far apart and switched to using the occlusion cue when objects were close together.
When objects were far apart occlusion provided a limited amount of information and made
interaction harder. When objects were close together occlusion provided a simple, fast and
accurate means of adjusting the depth of the pointer to match the depth of atarget.

The ability to completely or partially penetrate objects highlights a significant dis-
tinction between the manipulation of virtual objects and teleoperation. Because tel eopera-
tion makesuses of (real) solid objects, interpenetrationisonly possibleasfar asthe materials
of the objects allow and even then it may not be desirable.

The interactive use of occlusion has serious implications for the design of interac-
tivetasksinvirtual reality. A frequent criticism of VR applicationsisthe ability of one solid
object to penetrate another solid object. User’sof VR systemsfeel that solid objects such as
wallsand floors should be impenetrable. The reason for thisshortcoming is the high compu-
tational cost of collision detection algorithmsthat determinewhen one object hasintersected
some other object in the environment. But if the computational power were available, com-
plete elimination of the ability for some objects to interpenetrate others might still be unde-
sirable asit would eliminate a val uable depth sensing technique, one that is only available

in virtua environments.

8.6 Summary Guidelines

One of the goals of this research was to identify guidelines for the use of the depth cues
that were studied. This section presents design guidelines based upon the conclusionsin the

preceding sections.
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Stereopsis

Stereopsisis a powerful depth cue that functions well in the absence of any occlusion cue.
The presence of occlusion cues may reduce the benefit that may be provided by stereopsis.
Under some circumstances stereopsis can eliminate the performance degradation for move-

ments along the depth axis, especially those that are near the viewer.

M otion Parallax

Contrary toinitial expectations, motion parallax did not proveto be astrong depth cuefor the
tasksthat wereinvestigated here. Designerswould be advised to carefully consider whether
their task has a sufficiently strong perceptual requirement that would benefit from the avail-
ability of a motion parallax cue. It appears that many of the benefits of head-tracking can
be derived through the use of less expensive (both computationally and monetarily) means

such as aternative or multiple views.

Target Position

The position of objects within the workspace can have a significant impact upon task per-
formance. Performance when working with objects far from the user is likely to be worse
than when working with objects at the same depth. In the absence of stereopsis any change
of depth across objectsislikely to result in poorer performance. The presence of stereopsis
can bring performance for objects nearer to the viewer to the level of objects without any

depth change.

Target Orientation

The ability to achieve certain orientations using a 6DOF pointer was not uniform acrossthe

target orientations that were tested. Some target orientations were much more difficult to
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match than others. Whileit may be practical to restrict the working volume as necessary to
achieve a certain performance level, it is unlikely that the full range of orientations can be
restricted in a similar fashion. A guideline suggesting that certain orientations be avoided
isimpractical because it would probably result in an unusable system. These findings are
probably most important to the research community. They indicate that orientationsrequire
careful advance screening before being used because certain orientations are likely to over-

state overall task difficulty if all orientations are grouped together.
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Chapter 9

Future Work

The experiments conducted so far have suggested a wide variety of future analyses and ex-

periments that could be performed.

9.1 Additional resultsfrom captured data

All tracking data for the head-tracker and pointer were captured in every experiment. At the
timethe experimentswere conducted, only information on trial completion timeand final er-
ror (position and orientation) had been extracted from theraw dataand wasreadily available.
Theinitial results based on these measures for the point location experiment were presented
and published at the ACM Symposium on Virtual Reality Software and Technology (VRST)
‘97 [16]. Theinitial results for the docking experiment were presented at the |EEE Virtual
Reality Annual International Symposium (VRAIS) ‘98 [18].

Thefull set of descriptive statisticsused for the analysespresented in earlier chapters
wasextracted after all the experimentshad been completed. Thefull availability of atempo-
ral record of the exact actions of the subjects opens the possibility of conducting additional

analysison the already completed experiments. Another dependent measure that might pro-
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vide additional insight into the subjects’ operation during atask could be extracted. For ex-
ample, in the docking experiment it might be interesting to know whether subjects tended
to bring the pointer close to the default orientation at the beginning of the task even though
this was not required.

Thereis an amost endless variety of additional variables that could be examined.
Two stand out as providing the most interesting additional analyses. Oneisto develop a
best path analysis and compute error metrics against this best path. The other isto perform
an analysis of the captured head motion in search of interesting properties.

Current error metrics are evaluated against the best line or distance from the dis-
played line or curve. An alternative would be to process the captured data and develop a
model of the “ideal” movement path. The error metric for each trial could then be com-
puted against this ideal movement path. In one approach, all movements are “averaged”
together to yield the ideal movement path. A somewhat more advanced approach assumes
that the best path is still the one displayed. However, rather than computing the error metric
asthedistancefrom the pointer to the curve, the curveis parameterized so asto haveanideal
position on the curve for each pointer position within the movement.

Head-movement has not been extensively analyzed in the preceding chapters. Inthe
analysis that was done, head-tracking is either available or unavailable to subjects, but no
analysis hasbeen done to determine how much head movement subjectsactually make. The
availability of the original data makesit possible to extract information about the amount of
head movement used. It may be possible to determine whether subjects were able to im-
prove their performance while continuing to make use of head-tracking in later blocks of an
experiment, or whether they simply discontinued their use of head-tracking.

Thevirtual environment research community generally feelsthat head-tracking pro-

videsimportant benefits. Thisbelief issomewhat contrary to thefindingsreported herewhere
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head-tracking was generally detrimental, if it had any effect at al. It may be that the tasks

studied here do not require head-tracking.

9.2 Head Movement Analysis

To gain some additional insight into the role of head-tracking in these experiments, a brief
analysis was conducted. Total head movement is defined as the amount of head movement
in centimetres between the start click and end click of atrial and is computed as the sum of
the Euclidean distance of consecutive head positions. The total head movement was com-
puted for Experiment 1 and Experiment 3. Recall that these two studies differed only by the
addition of aline connecting the start and end positions. Repeated measuresANOVASwere
computed using the same independent variables as in those experiments.

For Experiment 1, significant main effects were found for display mode F(1,7) =
38.40, p = 0.0004, target position Fyr(1,7)=7.59, p=0.0001, andblock Fyr(3,21)=3.08,
p = 0.0495. A significant two-way interaction of display mode x target position Fyr(5,35)
=5.57, p=0.0007, was a so found.

For Experiment 3, asignificant main effect for target position Fyr(2.1,14.7) = 25.55,
p < 0.0001 wasfound. A significant two-way interaction wasfound for head-tracking mode
x target position Fyr(2.1,14.5) = 10.67, p = 0.0013.

Theresultsfor Experiment 1 showed that acrossall target positions, head movement
increased from 4.51cm in the stereoscopic display mode to 6.33cm in the monoscopic dis-
play mode. Thismight indicate that subjectsattempted to make use of some motion parallax
information in the monoscopic display mode, however, it is not clear that the small amount
of head movement in either of these conditionsis a result of intentional movement on the
part of the subject. Thelarger amount of head movement may be aresult of the longer trial

completion time. Across al display mode and target position conditions, the y-top target
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\ Block \ Head M ovement \

1 5.73
2 5.17
3 5.48
4 5.30

Table 9.1: Mean amount of head movement in centimetres for each block of Exper-
iment 1.

Position \ Fixed Head-tracked \

x-left 4.79 5.09
x-right 5.27 4.89
y-bottom | 4.97 5.58
y-top 5.91 6.46
z-far 8.74 17.34
Z-near 7.61 17.34

Table 9.2: Mean head movement in centimetres for each of the target positions in
both head-tracking modes for Experiment 3.
position in the monoscopic condition showed the most head movement at 7.55cm and the
Z-near target in the stereoscopic condition showed the least amount of head movement with
3.70cm.

Table 9.1 shows the amount of head movement across blocks of the experiment.
There is a downward trend in the average amount of head movement from 5.73cm in the
first block to 5.30cm in the fourth block. This finding is consistent with the hypothesis that
subjects reduced their head-movement over time. However, once again, it is not clear that
the amount of the reduction in absolute terms is sufficient to be the result of intentional dif-
ferences on the part of the subject.

The results of Experiment 3 are more illuminating. Table 9.2 shows the amount of
head movement for each target position in both head-tracking modes. Itisimmediately ev-
ident that thereis alarge increase for the two Z-axistarget positions over the X- and Y-axis

target positionsin the head-tracked condition. While there is also an increase in the amount
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of head movement for the two Z-axistarget positionsover the X- and Y-axistarget positions
in the fixed viewpoint condition, it is much smaller than the increase in the head-tracked
condition. Head movement of the magnitude obtained for the Z-axistarget positionsin the
head-tracked condition producelarge changesin the appearance of the stimuli on thedisplay.

Some amount of head movement occurred regardless of the experimental condition.
The amount of head movement in the X- and Y-axis target positions where head-tracking
provided little benefit may serve as a baseline from which to draw further conclusions. The
average head movement of the X- and Y-axis target positions in both head-tracking modes
was 5.73cm. In the fixed viewpoint condition, head movement in the two Z-axis target po-
sitions goes above this baseline level. Thiswould seem to indicate that when head-tracking
was not enabled, subjects moved their heads in order to obtain a better view, but soon real-
ized that their head movements had no effect upon the display.

The difference in the amount of head movement between Experiments 1 and 3, es-
pecialy for the Z-axis target positions, demonstrated that subjects made greater use of head
movement when the result of that movement was potentially useful. In Experiment 1, the
parallax shifts changed the position of the target on the display, but did littleto improve per-
ception. In Experiment 3, the line to be traced extended over alarge depth and the parallax
shifts were able to markedly improve the perception of the Z-axistargets.

Thehead movement resultsindicate that subjectsmade use of the head-tracking mech-
anism in the conditions where a viewpoint change was most beneficial. However, this head
movement failed to trand ateinto improved performance as currently measured in the exper-
iments. If there is some tradeoff between task performance and viewpoint changeit may be

possible to detect this tradeoff though further analysis of the captured tracking data.
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Can hand movement tasks benefit from head-tracking?

A potential chalenge for future work would be to find hand movement tasks that benefit
from head-tracking. The evidence from the experiments here suggests that the tasks would
have to involve a substantial perceptual component in order to benefit. One possibility isa
lengthy complex task composed of simpler components where several view changesarere-
quired. It may be that each component task gains very little from the availability of motion
parallax, but when the components are assembled, head-tracking allows viewing changes
that are essential to the performance of the compound task. The question of whether con-
tinuous head-tracking is required or just a selection of alternate fixed viewsis an interesting
one with important implications about the kind of hardware necessary for desktop or “fish

tank” virtual environments.

9.3 Future Experiments

There are a variety of future experiments that might be conducted as as result of the work
reported here. Severa opportunities for further study have aready been mentioned in ear-
lier chapters during the discussion of the results. This section highlights some of the most

interesting potential future studies.

Increased path complexity

There are many variations on the two primary tasks (pointing and tracing) that one might
study. One obvious follow-on to the experiments described in earlier chapters would be to
test performanceinacurvetracingtask whereall threedimensionsarealowedto vary simul-
taneously. Another aternative is to investigate a curve tracing task where different curves

are dynamically generated for each trial. In the curve tracing task described in Chapter 7,
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the same basic curve, a single sine wavelength with an amplitude of 2cm, was used for all
trials. Subjects may have devel oped muscle memory for the curve, causing themtorely less

upon the visual information that was presented.

I nvestigation of target position and target orientation

Theinteraction between position and orientation factorsin the docking experiment suggested
acomplex relationship between the position and orientation factors. The resultssuggest that
different pointer orientations might have an effect upon the ability to locate pointsin space
or that different locations in space might have an effect upon the ability to match orienta-
tion. Thelarge number of factorsinvolved coupled with the lack of any clear overall pattern
make it difficult to make definite statements about how position and orientation factors may
influence each other. Further experiments could be conducted to determinewhether position
and orientation do indeed influence each other or whether there are additional confounding

factors that produced the results reported here.

Theinfluence of auxiliary feedback cues

None of the experimentsthat were conducted provided any feedback to subjects beyond the
initial requirement to match the position of the start target. When feedback was present dur-
ing the training trials subjects relied heavily upon the feedback to guide them through the
task. Experiments similar to those described here could be conducted to see how large an

effect the presence of feedback has upon task performance.

Point location ver sus volume location

Some earlier studies that made use of avolume location task did not report any differences

in task difficulty based on the position of the target in the environment. Volume location is
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a useful operation in virtual environments where objects are selected and manipulated by
moving the pointer into the volume of the object. However, most graphics applicationsrely
upon the ability to select and manipulate small objects such as the handles of an object or
the control vertices of a spline curve. A direct comparison of a point location and volume
|ocation task would be useful. |sthereafundamental difference between these two tasks, or

isthe point location task just more sensitive because of itsincreased accuracy requirement?

I nteractive selection of depth cues

Reinhart [80] [79] conducted severa studies of depth cues and found that the availability
of asingle depth cue resulted in alarge performance improvement. Additional depth cues
resulted in additional performance gains, but the benefits diminished as each cue was added.
Hisfindingshighlight the general belief that the best performancewill be obtained by adding
additional depth cuesto thedisplay until all thedepth cuesavailableintherea world areaso
availablein the virtual world.

Theresultsof the experimentsreported herehave shown that in some casesthe mech-
anism for providing a motion parallax depth cue can impair performance. The results also
showed that the availability of aocclusion depth cue reduced the effectiveness of the stereo-
scopic depth cue. The nature of the occlusion cue whereby subjects could make interactive
depth probes suggestsa potential alternative avenuefor further study. Thegoal of these stud-
ies would be to determine what influence the ability to interactively activate and deactivate
different depth cueswould have on virtual environment interaction. Would all the available
depth cues be used? Would some depth cues be used selectively? Would some depth cues

not be used because they do not provide sufficient benefit?
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I nvestigation of additional depth cuesin an interactive environment

Wanger et a. [100] have studied factors that affect the ability to perceive spatial relation-
shipsin static 3D images such as shadows, rendering quality and lighting. There are awide
variety of additional depth cues such as these that could be tested to determine if they have
any influence upon performancein an interactive task. The results here have shown that the
ability to interact with the environment and probe depth produces different resultsthan tasks
involving only perception. Theimplication isthat our understanding of depth cuesin non-

interactive settings needs to be more thoroughly investigated for interactive environments.
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