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Abstract

Authoringisthe collection, selection, preparation and presentation of informa-
tion to one or more readers by an author. The thesis takes a new, critical ook at
traditional approaches to authoring, by asking what knowledge is required and at
which stages of the process. From this perspective, traditional authoringisseen to
entrench an early commitment to both form and content.

Although the late binding of form is now commonplace in structured docu-
ment preparation systems, a similar delay in the binding of content is necessary
to achieve user-tailored interaction. The authoring paradigm we have devel oped
to service thisgoal is called intent-based authoring, because the author supplies at
compile-time a communicative goal, or intent. Just as SGML editorsand HTML
browsersdefer rendering decisionsuntil run-timeby referringto alocal style-sheet,
intent-based authoring systemsdefer content-sel ection decisionsuntil run-timewhen
they refer to models of both author and reader(s).

Thisthesis shows that techniquesfrom artificial intelligence can be devel oped
and used to acquire, represent and exploit such models. Probabilistic abduction is
used to recognize user models, and cost-based abduction to design tail ored presen-
tations. These techniques are combined in asingle framework for best-first recog-
nition and design.

These reasoning techniques are further allied with an interaction paradigm we
call scrutability, whereby users critique the model in pursuit of better presenta-
tions; userssee acritical subset of the model determined by sensitivity analysisand
can change valuesthrough agraphical user interface. Theinteractivity ismodelled
to ensure that representations of the user model to the user are made in the most
perceptually salient manner.

A prototype for intent-based video authoring is described. Videoisused asa
test medium because it isa“worst case” temporally linear medium; a viable solu-
tion to video authoring problems should apply easily to more tractable traditional
media.

The primary contribution of this dissertation is to the field of applied artificial
intelligence, specifically to the emerging field of user modelling. The central con-
tribution is the intent-based authoring framework for separating intent from con-
tent.
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Chapter 1

Systems have it Easy

Each of the shots must be physically spliced with cement or tape to the shots that
precede and followit...

—James Monaco
How to Read a Film, page 117

Do not be afraid to seize whatever you have written and cut it to ribbons; it can
always berestored to itsoriginal condition in the morning...

—The Elements of Syle, page 72

The work reported in this dissertation is rooted in the belief that the best way
to make progress towards cooperative computational systems' is to take stock of
human capabilities and limitations, and then to pursue human-computer relation-
ships which exploit these capabilities and overcome these limitations. A human-
computer symbiosisis warranted, where each participant in the relationship does
what it does best. Advancesin the foreseeable futurewill likely revolve about the

1“Instead of the passive-agressive error messages that are currently given in response to incor-
rect or incompl ete specifications, intelligent agents should collaborate with the user to build an ac-
ceptable request.” [1]



design of thissymbiosis, rather than the embodiment of intelligence in some com-
putational artifact. There are at least two complementary approaches to achieving
thisgoal.

Oneway isto build superior interfaces with better affordancesthat clearly ad-
vertise their function to the human user, and that cater to known human psycho-
physics [151]. Research in Human Computer Interaction (HCI) pursues this ap-
proach in many directions—someof it issurveyedin Chapter 3 of thisdissertation.
Central to the HCI approach isthe desire to make the system easier for the user to
understand [122, 123]; the user should be able to acquire and exploit a model of
the system.

The other, complementary way stems from the realization that until now, it
has been the user that does all of the explicit modelling, and that perhaps we have
reached a stage where the computer can be madeto bear at least part of the burden
of representation. Research in User Modelling [115, 116] takes this approach; the
system should be able to acquire and exploit a model of the user.

This dissertation focusses on the second approach.

User-guided theorem-proving systems and diagnostic expert systems are ob-
vious examples of tasks in which humans and computers collaborate to achieve a
goal. Inenvironmentslike these, wherethe goals of the user are known by the sys-
tem a priori, thejob of acquiring arestricted model of the user is reasonably well-
defined. Even in relatively open-ended application environments, the fact that the
human user has chosen, say, aword-processing program rather than adrawing pro-
gram, provides some grounds for model building. In contrast, vague or implicit
user-goalsin broader areaslike decision-support systems (See, e.g., Goldstein [84])
or desktop publishing and production environments makes acquiring and updating
models of users very difficult.

This dissertation develops a particular approach to acquiring and exploiting
models of users. The approach is applied to authoring and a prototype applica



tion for video authoring and browsing is described. The introduction first defines
authoring, and then offers a new perspective on traditional approaches. This per-
spectiveisone of the contributionsof thisthesis, and yieldsinsight into the hereto-
fore unregarded limitation of the traditional approaches, as well asinsight into a
new strategy called intent-based authoring which overcomes these limitations and
isdeveloped in thisthesis. The goal of thisthesisisto provide theintellectual and
logical foundations upon which intent-based authoring systems can be devel oped.

1.1 Introduction

Authoring

Information

Author Reader
S o

Supply ) Demand
Presentation

time

Figure 1.1: Thetraditional approach to authoring

Authoring is the honorable tradition of collecting, structuring and presenting
informationintheformof a*document” rendered in some medium or media. Until
recently, the document hasbeen static, inthe sense that oncerendered, it isfixed for
al time and for all readers. Promising new technologies have recently come into
existence that could alleviate some of the limitations of this difficult, knowledge-
intensive undertaking.



1.2 Traditional Approaches

In the traditional model of authoring, the task of an author? isto collect acoherent
body of information, structure it in ameaningful and interesting way, and present
it in an appropriate fashion to a set of readers (or viewers) of the eventual work.
This traditional notion of authoring commits the author to the form as well as to
the contentsof thework, well in advance of theactual timeat whichit is presented.
Figure 1.1 emphasizesthat thereisno clear separation of information from presen-
tation, and authors are committed to both the form and content of their message.

Structured-document approaches separate form and content, but user-tailored
presentation is still not possible; reader “demand” only indirectly affects the au-
thoring process. The familiar book format conveys the force of the general prob-
lem; once printed, thereisno way—short of second-editionsand published errata—
to change the presentation for the particular needsand desires of individual readers,
or groups of readers.> The author must both select and order in advance theinfor-
mation to be presented. Presentations tailored to the needs of particular audiences
are not possible in the traditional approach to authoring, with its “compile-time”
commitment to form as well as to content.

The traditional approach to authoring when applied to non-traditional media
like film, results in the same limitations. As an offshoot of his semiological anal-
yses of the cinema, Metz [134, p.45] wrote that “the spectatorial demand cannot
mould the particular content of each film...” Metzis pointing out that when view-
erssitintheir theatre seats munching popcorn, it istoo late in the traditional model

2The on-line copy of Webster’s 7th Dictionary offers the following definition:
1: thewriter of aliterary work (as a book)
2a one that originates or gives existence: SOURCE <trying to track down the author of the
rumor><the author of atheory>.

3That some books are published in multiple editions—the Windows versus the Macintosh edi-
tion of amanual, or the Prolog versus the Lisp edition of a programming text, for instance, does
not address the general problem. Both these groupswere anticipated by an author at compile-time.
Not all individual readers can be anticipated in this way.



for their goals and desires to influence the content of the celluloid images being
projected before them.

Such statements—though accurate in 1974—are representative now of what
should be considered out-dated, traditional approaches that take a technologically
imposed “supply-side” view of the authoring process, in which authors and pub-
lishers join to decide both the form and the content of a document before read-
ers ever make their wishes known. The principal limitation of these traditional
approachesisthe resulting “one-size-fits-all” static document, exemplified by the
venerable book format that we have been using since well before Gutenberg, when
scribeslaboriously and meticulously copied manuscripts; identical replicationwas
the sine qua non of these technologies. Most approachesto authoring are even to-
day just bigger and faster versions of the printing press, and do nothing to over-
come this early binding problem.*

Today we can do better. We now have fast graphics, powerful reasoning en-
ginesand other technol ogy, and rather than just add horsepower to traditional tech-
nigues, we can harness these new technol ogies to change the way authoring activ-
ities are conducted. Before continuing the exposition of this new, non-traditional
authoring paradigm, we argue that at |east two “new” strategiesfall withinthetra-
ditional model and still suffer from its limitations.

Hypermedia: (See Section 3.8) is mediawhich can be accessed non-linearly, or
non-sequentially, and it is nothing new. The terminology became common when
non-linear documents became computerized, but hypermedia has been with usfor
along timein the form of indexed documents (e.g., encyclopaedia), footnotesthat
reference other parts of a document or other documents, and so on. Although ta-
bles of contents and elaborate indexes are intended as remedies to the static doc-
ument format, the burden of this approach to overcoming the “one size fits al”

4“Binding” is used here in the computer scientist’s sense of associating val ues with variables.
The pun was originally unintended.



problem falls heavily upon the reader. For instance, an encyclopaedia is a hy-
perdocument that can be browsed using the indices and cross-references as nav-
igational links. The browsing activity completes the selection and ordering func-
tions normally performed by the author and brings with it an inherent overhead
that must be assumed by every reader. The viewer completes the job of the au-
thor by selecting and ordering the information to be viewed through the process
of navigating the links established by the author. This not only pushes aspects of
the problem from one person (the author) to another person (the viewer), it aso
dramatically increases the demands on the author who must provide explicit nav-
igation cues in addition to the traditional authoring tasks. Reducing the amount
of human effort required from the author and viewer is still a significant problem
with current approaches to (hyper-)authoring. These effects can be mitigated by
the knowledge-based approach advocated in this dissertation. See Section 3.8 for
more exploration.

Form versus Content:  An author chooses not only the information to be pre-
sented (the content) but also the order and style in which it will be presented (the
form). Both contribute to the effectiveness of a presentation, yet few people are
highly skilledin al aspects of these processes. Thisproblemisat least partially ad-
dressed by the structured document paradigm, which attemptsto separate the spec-
ification of the content of a document from the specification of its form. Markup
languageslike SGML (Standard Generalized Markup Language) and Hytime[146]
are characteristic of this effort. They permit adelayed binding for what we might
cal the “surface structure” of a document (the format in which it is finally pre-
sented), but they still require the author to provide the “deep structure” (a hierar-
chical decomposition of the content as astructured document). See Section 3.7 for
more details.
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Figure 1.2: Theintent-based approach to authoring

Content versusiIntent: Inorder to tailor presentations to the needs and desires
of individual readers, we need consultable model sof thesereaders. For the* demand-
side” of the equation to have a direct effect on the form and content of the doc-
ument, decisions about the final presentation must be delayed until “run-time,”
when themodel of thereader can be brought to bear onthefinal stages of thedesign
process. One difficulty isthat user modelling is anew and complex problem.

As part of thisthesis, techniques for user modelling have been developed and
applied to theauthoring problem. Thinking of authoring in termsof theknowledge
required to support the activity has resulted in a new approach developed in this
thesis called “intent-based authoring,” which may ultimately resolve the principal
problems with the traditional approach.

1.3 Intent-based Authoring

A more complete de-coupling of specification and presentation processes is re-
quired before the goal of truly personalized presentations is attainable. In addi-
tion to the content of the document, the author must also supply an intent. The



author’sintent is an arbitrarily complex communicative goal analogousto the no-
tion of illocutionary forcein the literature of speech-acts (see Section 4.3 for more
on Speech Act Theory and Section 5.3 for more on authorial intent asused in this
dissertation), but can be safely interpreted in the context of this dissertation in its
typical dictionary definition, which offersas synonyms: intention, intent, purpose,
design, aim, end, object, objective.

Thisauthorial intentisusually implicitinthework; anewspaper articleis(some-
times) written to inform, an editorial to convince, a dissertation such asthisto ar-
guefor the acceptance of anew authoring paradigm, and so on. The author’sintent
isa(possibly abstract, very high-level) communicative goal.

Making explicit thisintention at the time the document is specified opens the
door to truly user-specific document presentation. Information and presentation
spaces can be clearly separated, bridged by various knowledge sources. In partic-
ular, amodel of the viewer permits user-tailored determination of content at run-
time; supply meets demand. Illustrated in Figure 1.2, we call this approach to au-
thoring intent-based authoring, and describe here an application of the approach
to the authoring of video documents. Video is used as proof-of-concept because
it has characteristics which make it a popular recording medium, and because it
isin many ways more difficult to deal with than other media (see Section 3.5.1);
the intent-based approach to authoring advocated in thisthesisis expected to apply
equally to other media.

MacKinlay [130], Karp and Feiner [106] and others have argued similarly in
the domains of graphical presentation and animation. Feiner explicitly uses the
term “ intent-based presentation.” Previouswork in automatic presentation hasdealt
with some aspects of the issues addressed herein, though it has been restricted for
the most part to choosing “the right way” to display items based on their syntactic
form [130, 175]. Semantic qualitiesof the datato be displayed are seldom consid-

®Source: Webster’s 7th Dictionary, on-line copy.
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ered.

Unlike Karp and Feiner [106], who describe a system for intent-based anima-
tion, we do not start with a perfect model of the objectsto be viewed and then de-
cide on the sequence of video framesto be generated. Instead, we start with atyp-
icaly large collection of pre-existing video frames (usually sequences of frames)
and select and order these to communicate the intended information. Our task is
oneof (automatic) “assembly,” rather than (automatic) “ synthesis,” adifferent prob-
lem entirely. A presentation for our purposesisan edit list which specifies the or-
der in which a selection of video clipsisto be played.® In different terms: if the
presentation is about a cube in space, our model isnot of the cube, but of the video
tape whose subject matter is that cube; we do not model the cube, withitssizeand
position, but the tape, with its frame numbers and contents.

Recently, other researchers have considered related problems. Hardman et
al. [94] undertake to free multimedia authors from having to specify all the tim-
ing relations for presentation events, some of these are derived by their system
at run-time. Goodman [85] also build presentations on-the-fly from canned video
clipsand other information. Thework reported inthisdissertation focusses on user
modelling, rather than the media and domain concerns that motivate most other
work. As shown in Figure 1.2, the user model is a crucia bridging element be-
tween the authoring activity that takes place at compile-timein the absence of the
eventual viewer, and theviewing activity that takes place at run-timein theabsence
of the author.

5Such a characterization deliberately excludes from consideration details of how clips are to
bevisualy related (i.e., specia editing effects like cut, fade or dissolve), attributes of the playback
(e.g., screen contrast, color balance, etc.) and other aspects of video authoringthat could easily fall
within the purview of aframework of this sort.
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1.4 Valhalla and the Departmental Hyperbrochure

The prototypical application called Valhalla, described in Chapter 6, is an intent-
based authoring and presentation system. Valhalla is an intent-based implementa
tion of the University of British Columbia Department of Computer Science Hy-
perbrochure. Originally conceived as a static one-hour video presentation, the hy-
perbrochure has been pressed into service as a prospecting tool for students, staff,
faculty, granting agencies, industrial partnersand other internal and external inter-
ests; this usage is asking much of asingle, linear presentation. The needs of one
group of viewers are quite different from others, not to mention the differencesin
the particul ar interests of individual swithin these groups. The need for amorever-
satile way to show different people what the Department of Computer Science has
to offer wasidentified, and Valhalla emerged partially in response to this need, and
because it represented an opportunity to deploy the results of thisresearch.

The Departmental Hyperbrochurenow consists of two thirty-minutevideo disks
that include an introduction to UBC’'s Computer Science Department by its head,
interviews with most of the faculty and staff, as well as walk-throughs of the lab-
oratories.

The remainder of this section is a walk-through of an actual sample session
with Valhalla. The reader might keep this example of the usage of the system in
mind while reading other parts of thisthesis. The same exampleistreated in more
technical detail in Section 5.4.1.

141 Sample Session

Tom, afaculty member at the Department of Computer Science, arrivesin one of
the department labs with Joan, a visiting student from the University of Toronto.
Joan is considering transferring to UBC, and wants to find out more about the de-
partment. She doesn’t have her own computing account there yet, so Tom logs
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in and starts up Valhalla. The system derives an initial model of Tom based on
widely available information indexed by hisloginid; Valhalla knows that Tomis
faculty, and that heislocal to the department, and assumes that his gender ismale
because thereis currently ahigher percentage of malesthan femalesin the depart-
ment. The system also knows that Tom bel ongs to the graphicsresearch group and
assumes that his principa research interests lie in that area. Based on this initial
model, Valhalla prepares a presentation consisting of a set of video clips from the
Hyperbrochure. Tom leaves to do other work, and Joan takes his place.

x|

User Model
Each item belovs represents an important assumption that the system
has made about you. Correcting the assumptions will change the
behaviour of the system and the nature of your presentations.

(" userTypeffacultyy  userTypeistudenty € userType(staf
{ gendermale) [ genderfemale)

(" geaflacal " geofprospective)

rarea(graphics) (‘area(ai)

Figure 1.3: The Valhalla User Moddl Window

She watches some of the basic introductory material with which the presenta-
tion begins, but begins to wonder why the material goes on to talk about graphics,
until her gaze falls on the user model window, in which the system has displayed
the assumptions that have had the most effect in preparing the current presentation
(seeFigure 1.3). Joan seesthat the system thinks sheismale, local, and interested
in graphics research. She clicks on the interface to correct the obviously false as-
sumptions and instructs the system to design a new presentation based on thisre-
vised model, by manipulating the virtual VCR interface shown in Figure 1.4.

The new presentation includes clipsabout the Al research group and itslabora-



13

’%

Figure 1.4: The Valhalla Control Window

tories, aswell as a sequence of scenic views of the Vancouver area and opportuni-
tiesfor entertainment. A brief history of the University concludesthe presentation.

1.5 Overview

This dissertation is divided into three parts. Part | is an introduction.

Part 11 is aliterature review, consisting of Chapter 2, a survey of existing ap-
proachesto the modelling of agents, and Chapter 3, asurvey of the broad spectrum
of authoring systems with respect to a number of characterizing dimensions de-
scribed in Section 3.1. Chapter 4 isareview of relevant theoretical material upon
which the contribution is built, including hypothetical reasoning, probability and
decision theory.

Part 111 describesthe theoretical and practical contributionsof thisdissertation:
Chapter 5 goesinto some detail about the reasoning framework adopted to support
the intent-based authoring paradigm, and Chapter 6 describes a prototype imple-
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mentation built to demonstrate these idess.

Part IV concludes with Chapter 7, advancing some generalizations and impli-
cations of the intent-based authoring and presentation paradigm, as well as some
proposals for further work.

Although the wide space of authoring sampled in Part 11 provides many use-
ful directions for practitioners interested in intent-based presentation, the field is
largely an unwritten book, waiting for integrative contributions from researchers
in user modelling, psychological perception, and artificial intelligence.

A number of “scenarios’ are scattered throughout this thesis. These are in-
tended to give the reader a sense for the philosophy and goals of the intent-based
authoring paradigm, and although some of them are unabashedly science-fiction,
all behavior described in the scenarios can be implemented by addressing techni-
cal and non-theoretical issues. A central component in all example scenarios is
the underlying model of the usersinvolved, necessary to achieve the functionality
described.

Full code ligtings are available over the Internet from the author.”

"The author can be reached at csi nger @s. ubc. ca, and information is available at
http://ww. cs. ubc. ca/ spi der/ csi nger/ homne. ht m
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Scenario: Information Retrieval

The reader is warned that the following scenario is science fiction; the intent is
merely to motivatethe reader with thelong-range goal s of theintent-based author-
ing paradigm, which isto move away from telling computers how to do things, to
telling them what to do, and finally to just telling them about ourselves.

Information Retrieval

Dan and Mike are both users of FAST, the powerful information retrieval system
of the twenty-twenties. FAST is connected to a bewildering variety of widely dis-
persed databases on all aspects of human endeavor, and operates—asitsacronym
suggests— at great speed over high bandwidth networks.

When Dan asks the system for the names and descriptions of deadly viruses,
FAST begins its response after accessing various cross-indexed medical and his-
torical databaseswith the story of the eradication of HIV, thelast virusto betamed
by medical science. Danis a doctor.

When Mike presents a similarly formulated query, the system beginswith a de-
scription of Michaelangel o, the computer virusthat threatened to destroy PC disk-
drive information on the artist’s birthday in nineteen ninety-two, in the dark, de-
pressing, early days of information retrieval. Mike is a computer programmer.



Chapter 2
User Modelling

“You have a time machine and you use it for ...watching television?”
“Wall, | wouldn't useit at all if | could get the hang of the video recorder” ...

—Douglas Adams
Dirk Gently’s Holistic Detective Agency

The loosely defined area of user modelling has grown over the past decade out
of itsoriginsinthefield of natural-languagedial og systems[196], into awiderange
of disciplines concerned with developing cooperative systems for heterogeneous
user populations [115]. Some of the more prominent disciplines include Human-
Computer Interaction, Intelligent I nterfaces, Adaptive Interfaces, Cognitive Engi-
neering, Intelligent Information Retrieval, Intelligent Tutoring, Active and Passive
Help Systems, Hypertext and Expert Systems.

Although the specific reasons for modelling agents are manifold, the general
appeal of the undertaking is that it promises more effective use of the available
communications channel s between the agents being modelled. Most of the atten-
tion has focussed on user modelling, a special case of agent modelling, where the
agent being modelled is the (human) user of an interactive system. The emphasis
in this setting is to increase the cooperativeness of the system vis a vis the human;

17
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thisthesis sharesthe view that user modellingisalikely vehicle to engender more
cooperative behavior in human-machine interaction.

Kass and Finin [107] provide a useful framework for presenting the user mod-
elling literature by categorizing it along six dimensions. They choose to analyze
models as to their m degree of specialization, = modifiability, m tempora extent, =
method of use, » number of agents, and = number of models. The present discus-
sion will be related to this framework.

2.1 Overview

A number of classes of research activity have been subsumed under the label of
agent modelling. Theliteraturedividesfuzzily among natural language understand-
ing and generation, computer aided instruction or intelligent tutoring systems, and
cognitive modelling. The thread of information retrieval runsthrough these some-
what arbitrary divisions [118] [141]. Each of these areas has its own reasons for
modelling agents.! Recent efforts at devel oping user modelling shells promise to
take the field from the ad-hoc to the systematic.

In natural language, there has been growing consensus that models of agents
are necessary to both understand references in user utterances, as well as to gen-
erate statements that will be comprehensible to the user; modelling is understood
to be a necessary component of natural language dialogue [35] [36] [107] [91]
[178]. Theseobservationsexpand readily fromtext-only to multi-modal and multi-
mediaenvironments: the presentations produced by a system for the consumption
of auser should be tailored to the user’s expectations, abilities, and goals.

Practitionersof computer aidedinstruction (CAI) [198] have made use of mod-
els of student users (student models) to decide what to teach, and how to teach

1See [12] for an annotated bibliography of the field, divided into the areas of Computer Aided
Instruction, Expert Systems, Knowledge Representation, Logic Programming, Natural Language,
the Philosophy of Science, and User Modelling per se.
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it [50]. The interests of this research community address the question of how a
user acquires an accurate model of the system (the system model), as opposed to
how a system can acquire an accurate model of the user.

Cognitive modelling [101] has asits goal the development of psychologically
valid modelsof human cognition. Although researchersinthisareageneraly build
computational systemsto test their theories, these systems can sometimesformthe
bases for useful modelling tools. For example, Craddock [53] develops a model
for database retrieval which explains aspects of common-sense reasoning in hu-
mans, and which admits of arelatively direct implementation path; hisimplemen-
tation could be used as an episodic knowledge base (EKB) that stores user models.
Provan and Rensink [168] refer to psychophysical resultsto support their model of
neura connectivity and Marcus [131] also leans on psychological findings to de-
fend his novel approach to parsing natural language; such efforts should not beig-
nored when building systems to reason their way to user models from observation
of human responses to visual and textual stimuli.

Different strategies and technologies have been employed to address the diffi-
cult problems associated with user modelling. E.g., default reasoning [103] [50]
[60] [13], truth maintenance[98], and Dempster-Schafer analyses[178]. An early
approach to user modelling, which isstill the subject of some current research and
which is only now beginning to find its way into commercial products, is Stereo-
typing [17] [45] [170] [169].

A stereotypeis a collection of datawhich typifiesaclass of users. Rich [171]
defines stereotypes as a means of making a large number of assumptions about
a user based upon only a small number of observations, and she pioneered their
use in the Grundy system for recommending books to users. The data are usually
represented in some kind of logical calculus as statements of belief or knowledge
or goals, and there will be as many stereotypes as there are identifiable classes of
users. Theapproachinvolvesfirstidentifying afixed set of classes of usersapriori,
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then deciding the membership of an individual in one of these classes, and finally
attributing the contents of an applicable stereotypeto theindividual. The accuracy
of user modelswhich rely upon stereotyping depends directly upon the number of
pre-determined user categories.> The more stereotypes, the better, although the
difficulty of determining which stereotype to apply to an individual grows with
the number of stereotypes. The activity of choosing which stereotype to apply is
called triggering. Variations upon the theme of stereotyping have been devel oped
in a number of directions; individuals can be permitted to inherit characteristics
from multiple stereotypes (e.g., [16]), an approach which affords more accurate
modelling at the expense of more elaborate means for arbitration between appli-
cable, mutually inconsi stent stereotypes. Stereotypesmay aso be orderedinto tax-
onomic hierarchies which provide savings in the space required for the represen-
tations: if the stereotype of a computer novice contains typical beliefs of novice
computer users about the operation of a computer system, then the stereotype of
an advanced user need only contain typical beliefs of advanced users where these
conflict with, or do not appear in the novice stereotype. The advanced stereotype
inherits the contents of the novice where the latter does not conflict with the for-
mer. Taxonomies can simplify the attribution process; if it has been determined
that a user is an expert, for instance, there is no need to verify stereotypes higher
in the hierarchy.

An extension to stereotyping iswhat Ballim [16] has called “ ascription by per-
turbation,” wherein an agent assumes that another agent is similar to itself and
therefore attributesits own beliefs to the other. This approach offers considerable
power in environments where a large fraction of the agents' knowledge is com-
mon. The usefulness of the approach is illustrated by how well it works in our

2An early, typica example is the beginner-intermediate-expert distinction exploited in some
popular off-the-shelf word processing programs primarily to vary the verbosity of their help-
messages. The assignment of the user to the appropriate category was determined by the user him-
salf, thereby solving the thorny acquisition problem.
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own lives; we never know what our fellow humans are thinking or believing, but
we rely on our own introspection and perform attributions with internal justifica-
tionslike: “If I were him, | would be hungry by now...” A canonical perturbation
ascription rule would be: “ assume that another agent’sview is the same as one’s
own except where there is explicit evidence to the contrary.” [16, p.76]. Humans
appear to be remarkably successful with this approach.

Chin [45] [44] introducesthe notion of double stereotypes. In addition to cat-
egorizing users, his KNOME system categorizes information into levels of diffi-
culty, so that inferences can be represented as relations between user types and
difficulty levels. (“Experts know all ssimple and mundane but only most complex
knowledge.” “Beginnersknow most simple, a few mundaneand no compl ex know!-
edge.”)

A promising improvement to the technique of stereotyping is to dynamically
derive membership categories from episodic databases of user activity. Doppel-
ganger [155] isageneralized user modelling system that uses |earning techniques
to interpret data about users acquired through a variety of sensors. Applications
connect via standard protocols to a server that provides access to user data. Each
user model isapoint inavery high dimensional space whose dimensionsare deter-
mined by the available sensors; this point moves through the space as information
about the user is gathered. The categories in Doppelganger are called community
models, which are computed as weighted combinations of member models, “and
thus change dynamically as the user models are augmented.” Section 7.2 of this
thesis considers the use of learning techniques in future work.

A strategy related to stereotyping is the use of profiling, which involves giv-
ing users control over various aspects of system operation by allowing them to set
the values of a prescribed set of parameters. Common examples are the tail orabil -
ity of the Unix operating system with scripts and alias mechanisms, and the cus-
tomizability of the Xwindow interaction environment. There isalso awide range
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of application programswhich offer user-modifiable operation (e.g., [54]).

Another approach being studied in the research community is the use of plan-
recognition. Recognizing the plan of a user permits the derivation of his or her
goasand intentions. This has been employed to help provide pro-active user feed-
back when faulty plans are recognized [189].

Problemswith plan-recognition have been the management of uncertainty and
the prohibitive size of the plan library required for serious applications. Various
default reasoning techniques have been applied to the former (e.g., weighted ab-
duction [8]), but the latter difficulty has hardly been addressed (but for an excep-
tion, see the PHI system [20]). Plan recognition is usually performed [109] under
the strong assumptionsthat 1) the recognizer agent has compl ete knowledge of the
domain, and that 2) theagent whose planisbeing inferred hasacorrect plan. These
assumptions are clearly not universally true: users may find ways of doing things
that the designers of the systems had not considered, and users all too often have
faulty plans usually based upon faulty or incomplete models of the systems they
areusing. These assumptions are explicitly tackled by systemswhich try to model
the faulty plans that users might have (i.e., Bauer [20] and Thies[189]), whichin
turn have to deal with a potentially infinite number of faulty plans. Plan-based ap-
proaches have grown out of basic artificia intelligence research, and applications
are few, but some work is already being done to determine how useful plan recog-
nition can become to arange of interaction environments [86].

Aninteresting twist on the user model isthe Programmable User Model [204].
Thistool embodies psychologically motivated constraintsin aprogramming envi-
ronment which interface designersuseto build amodel of auser. In principle, such
toolswill ensure that any task in which auser may engage will be computationally
supported in cognitively sensible ways.

The remainder of this section examines in more detail some issues of agent
modelling that are relevant to the current work.
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2.2 |Issues. Acquisition and Exploitation.

The problem of agent modelling divides broadly into questions relating to the ac-
quisition and to the exploitation of agent models. Agent models must be acquired.
Even the use of user stereotypes requires determination of the user’s membership
class, athough the issue can be circumvented by ssimply asking the user to decide
for himself or hersalf.?

2.2.1 Acquisition

Acquisitionisof two varieties: the system model must be acquired by the user, and
the user model must be acquired by the system. The emphasisin thisthesisison
the latter process.

Kass and Finin consider acquisition along adimension whose extremaare‘ im-
plicit’ and ‘explicit’ forms.* Explicit acquisition can be as simple as asking the
user tofill out forms or enter descriptive keywords; this data can then be used, for
instance, to determine the user stereotype. Systems employing explicit aquisition
have been called ‘ adaptable’ [76] (cf. the * computer as tool’” metaphor [108]).

Implicit acquisition is generally more subtle, requiring that the model be in-
ferred from observation of the user. An approach that has met with some success
isthat of monitoring the communi cation between user and applicationwiththeaim
of inferring all or part of theuser model. For instance, Csinger and Poole[60] [55]
employ anormativetheory of inter-agent communication based on a Gricean anal-
ysis [89] to derive the beliefs of interlocutorsin a natural language setting. Their
systemisimplemented in alogical framework for common-sense reasoning [158].

Zukerman [207] presents a planning mechanism which she usesin conjunction

3Asusersaretypicaly not very good at deciding such things[169], other methods are desirable.

“Recent work makes thisdistinction in variousforms. Laurel, for instance: “Increasingly, sys-
tems will need to employ either explicit conversations with people to determine task objectivesor
implicit user-modeling techniques to infer objectives from behavior...” [123, p107]
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with amodel of user beliefs and inferential capability to predict the possible (per-
locutionary) effects on hearers of utterance components. Modelling these effects
in this way permits a traditional anticipation-feedback loop for utterance design.
These approaches have the common aim of modelling potential perlocutionary ut-
terance effects by recourse to a Gricean model of dialogue. Zukerman continues
this line of investigation [163] with a system called RADAR that generates both
responses and queries of two types. disambiguating queries and queries to dlicit
additional information. Decision-theoretic measures are used to determine the di-
alogue strategy. Wu [200] uses decision theoretic techniques to decide when ex-
plicit interaction with the user is to be preferred over implicit hypothesizing, by
maximizing the expected utility of the intervention. The work described in this
thesis al'so movesin this direction; see Section 5.5.

Kass and Finin mention a number of other efforts taken along similar lines.
The implicit approach to acquisition promises to extend into the multimedia envi-
ronment, as soon as the nature of interaction with these new technologies can be
captured in a set of normative rules.

Kass and Finin separate the issue of acquisition into the acquisition of goals,
plans, and beliefs, suggesting that acquiring beliefsisthe hardest of all.

2.2.2 Exploitation

The exploitation of modelsis highly task-dependent, but some broad distinctions
can be drawn. Kass and Finin's framework identifies the ‘ method of use’ dimen-
sion. They present what they imply isa continuum between * descriptive’ and ‘ pre-
scriptive’ models.

The difference between descriptive and prescriptive models may be nothing
more than the style in which they are employed. Once acquired in some fashion,
amodel may be consulted for avariety of reasons; if an explanation is sought for
the behavior of an agent, then that model may be called a descriptive model. The
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System

User Model 1

User Model 2

Figure2.1: User and system models

same —or another— model consulted with the intention of tailoring system presen-
tations to an agent’s knowledge, for instance, is being used in a prescriptive sense.
A descriptive model of an agent may or may not be accurate; this accuracy can
be tested by comparing predictions of the agent’s behavior with actual, observed
behavior.

A normative model is one which canonizes normal, expected behavior: it can
be employed descriptively to explain the behavior of an agent, as well as prescrip-
tively to anticipate the agent. When predictions on the basis of a normative model
conflict with actual, observed, behavior, the observed behavior of the agent can be
interpreted as ‘wrong’ in some sense. The correctness of the normative model is
not questioned. Some domains admit of such models, others do not.

One agent may refer to its descriptive model of another agent to decideits ac-
tions. A typical example of this usage is sometimes referred to as the anticipation
feedback loop as found in natural language dialog systems which refer to a model
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of their human interlocutor to ensure that the utterance under consideration will be
acceptable to the user.

2.2.3 Correction: Situationsrequiring correction.

The acquisition task is never complete. Changes in the system or in the domain
of interest may occur from time to time, and will require the user to update her
system model. It isthe task of the system to present information to the user in a
manner that facilitates awareness and comprehension of these changes. Thisisjust
the kind of pedagogy CAI researchers have been exploring [198].

Likewise, the user may forget information over time, or the user model may
have been incorrectly acquired in thefirst place; either situation requires remedial
action by the system.

A number of scenarios present themselves: = Beliefs erroneoudly attributed to
userswhich they do not have (whenthese beliefsare, infact, true, asituation arises
called false consensus). = Beliefs not attributed to users which they do in fact have
(pluraistic ignorance, specia case). Thisis a serious acquisition problem. = Er-
roneous beliefs correctly attributed (user misconceptions identified). = Ignorance:
simply having no beliefs in respect of the proposition concerned.

Beluser Belsystem(Beluser) Belsystem
a a a normative
b -b -b false consensus
c -C c pluralistic ignorance
d d -d misconception found

Table 2.1: Errorsin user models.

See Table 2.1 for asummary of these error situations.
These categories of modelling error grow more interesting with the number of
agents being modelled. For instance, in the case of a CSCW environment where
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multiple participants are engaged in a negotiation task in which mutual consensus
isthe desired outcome, afacilitator agent might more easily identify cases of false
consensus than any individual participant; the facilitator will certainly be able to
act more easily upon this information than any of the individual agents. In nego-
tiation tasks where it is the underlying goa of all participants to maximize joint
outcome, some or al of the participants may not believe that some or all of the
other participants share thisgoal. A facilitator or mediator agent might be able to
act on recognition of this case of pluralistic ignorance to the benefit of the group
and its common goal.

Kass and Finin advance as one of the dimensionsof their analysisthe notion of
‘modifiability,” intended to distinguish models along a range between those which
are static, and those which are dynamic. It isonly dynamic modelswhich will ad-
mit of correction, and the authors point out that ‘ user models that track the goals
and plans of the user must be dynamic.’

2.24 Scope: What is Represented?

A model of auser divides naturally into two components. the normative or generic
component, and the specific. The generic component modelsthe abilitiesand lim-
itations of normative humans. This includes such quantities as psychophysically
derived limits to visual resolution (see Section 3.4), color preferences and even
certain typical pathologies as colorblindness. Although this component may need
to be modified for ‘abnormal’ users, it can in principle be acquired once and for all
from psychophysical studies and putative cognitive models.

The specific component relates to the goals and beliefs (e.g.) of a specific, in-
dividual user. Itisdistinguished from the generic model inthat it must be acquired
and maintained for each individual. While the generic component will be useful
to ensure that systems present information in cognitively sensible ways, it is the
specific component which will induce adaptable, user-sensitive cooperative oper-



28

ation, and is the target of the present investigation.

Kass and Finin distinguish between models which are *individua’ and those
which are‘generic,’ recognizing that thereisacontinuum between these extremes.
The stereotyping approach outlined above lies somewhere aong this continuum,
particularly since various hybridizations are possible, such as creating a hierarchy
of stereotypesto better accomodate variation in agents without dramatic increases
in storage requirements.”

2.2.5 Extent and Adaptivity

Kassand Fininalso discussthe‘ temporal extent’ of the model, arguing that the use-
ful lifetime of information varies. The maintenance of the model should be subject
to conditions of controlled ‘forgetfulness,” where information about the agent that
is judged to have outlived its usefulness according to some criteriais deleted, or
forgotten. This notion is not pursued in this thesis; the issue of how elaborate a
temporal representation is necessary is orthogonal to theinvestigations of thisdis-
sertation.

Theinformationin the models should befaithful to the composition of the user
population, which may change. Predefined user categories such as conventional
stereotypes may be inaccurate, misconceived, or out-of-date. Various means of
adapting to the user population have been considered, from as early as the Grundy
system [171], to the approach described in this dissertation.

®Such an approach isimmediately suggestive of an object-oriented agent model. The object-
oriented methodol ogy wouldyield thedua benefit of clean and separabl einformation structuresfor
themodel which allow inheritance mechanisms, as well as well-defined accessibility via methods.
See Chin[45] and Wilensky [199] for suggestive leadsin this direction.
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2.3 Multiple Agents, Multiple M odels

In general, there will be more than one agent involved in a collaborative process,
and the system will likely need to model some or all of them. Even in existing in-
teractive systems, thereisaneed for some sort of multi-agent modelling. Kassand
Finin mention medical diagnosis systems, in which both the user and the patient
areto be modelled. Even though the user and the patient may be one and the same
individual (doctors get the flu too, after al!), it is to the distinct roles in the task
domain that the operation of the system is sensitive. Thisissue will emerge at var-
ious pointsinthisthesis. In general, though, a separate model may be required for
each agent-role.

Certainly in the case of systems designed explicitly to support the cooperative
work of more than oneindividual—i.e., systems designed to support collaborative
work—and particularly for the class of such systems called decision-support tools,
explicit modelsof multipleagentswill berequired. The existence of multipleusers
isconsidered in Figure 2.1. Acquisition relationshipsare suggested by thedirected
arcs. Not shown are models that users might have of other users. Moreover, it
may turn out to be necessary to model agents models of other agents, including
the reasoning capabilities of these agents[13].

Kass and Finin distinguish between multiple agents on the one hand, and mul-
tiple models on the other. They suggest that multiple sub-models might need
to be maintained for each user, since their levels of expertise may vary between
(sub-)domains. They appear to consider only the stereotyping approach in their
discussion.

2.4 User Modéelling Shells

Parallel to familiar developmentsin other areas, there is growing interest among
the user modelling community in User Modelling Shells. Just as user interface
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management systems (UIMS) alleviate part of the systems implementation bur-
den and enabl e cost-effective generation of non-trivial interfaces, auser modelling
shell (UMYS) provides services for implementing non-trivial modelling capabili-
ties. Just as expert system shells made advanced knowledge-based techniques ac-
cessible to systems developers, UMS's promise to promote transfer of advanced
user model ling techniques and technol ogiesinto application devel opment environ-
ments, which in turn promisesto fuel anew round of research and development in
thefield of user modelling.

Current UMS research focusses on devel oping “integrated representation, rea-
soning and revision tools that form an ‘empty’ user modeling mechanism. When
filled with application-dependent user modeling knowledge, these shell systems
would fulfill essential functions of a user modeling component in an application
system.” [115].

GUMS|[75], BGP-MS[113] [114], and UM [111] are all effortsat implement-
ing these functions, and all of them rely on the stereotyping approach described
earlier.

GUMS [75] permits only single-inheritance in the stereotype hierarchy, and
users can belong only to asingle stereotype. If new observations about a user in-
validate his or her membership in the current stereotype, GUMS moves upward
through the stereotype taxonomy to a more general user stereotype. Revision of
the user model in GUMS therefore resultsin aloss of information.

BGP-MS[113] [114] (Belief, Goal and Plan-Maintenance System) represents
assumptions about the user in an extension of Prolog, and employs multiple in-
heritance in a partition hierarchy to extend models of individual users. The sys-
tem provides various development and run-time services for developers of appli-
cations requiring user modelling. The devel opers of BGP-MS state their intention
of adding an automated truth-maintenance system to provide incremental consis-
tency of the user models, and they are investigating the use of modal logics for
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increased expressiveness of the user models.

User Modelling Tool (UMT) [30] is a general purpose user modelling shell
whose approach to user modelling fals into the class of assumption-based user
modelling because it uses an assumption-based truth maintenance system (ATMYS)
to maintain the consistency of the user models. Stereotypes and production rules
arethetechniquesusedin UMT to generate and activate themodelsper se. A LISP
implementation for Symbolics environmentsis available [31].

Although these efforts are perhaps somewhat optimistic in view of the early
state of user modelling technol ogy, they point theway towardsthefirst commercial
implementations.

2.5 User Moddling: A Definition by Consensus

A freguently asked question at the 1992 User Modelling Workshop was whether
User Modelling was somehow the same as Interface Design, or more generally, if
there was anything that was not User Modelling [4]. This question naively presup-
poses some consensual definition or understanding of what user modelling actually
is, and demonstrates how easy it can be to mislead even self-professed practition-
ersin thefield with the term user-modelling.

By 1994, the user-modelling community had outlived its detractors and out-
grown the workshop format. Although practitioners were now willing to use the
term without embarrassment, and as if they all agreed what it meant, there was
still no “definition” by consensus at the 1994 User Modelling Conference, which
enjoyed contributions from an even wider variety of disciplines.

A number of thingsin particular are not intended with the use of theterminthis
thesis. For instance, no cognitive adequacy of any sort isintended for the models
described here; our approach to modelling agents does not purport to accurately
represent the human users of systems to some arbitrary degree.
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Initsbroadest interpretation, user modelling isnothing morethan applying the
user-centred view to the design and implementation of systems. Whether the sys-
tem in question is an advanced user interface, a CAD system, a database retrieval
system, or some other more or |less advanced system, when the designers of these
systems adopt the user-centred view described herein, they are engaged in user
modelling.

In therest of this document, the use of the termsuser modelling or agent mod-
elling is somewhat more specific, referring to the acquisition or exploitation of ex-
plicit, consultable models of either the human users of systems or the computa-
tional agents which congtitute the systems.



33

Scenario: Intelligent M eeting Support

This is another motivating scenario, illustrating that models of individual users
can be exploited at run-time to tailor the formand content of presentations.

Intelligent M eeting Support

The geographically dispersed executives of Inter pect Systems Consulting Corp.
are participating in a meeting via the services of WOW, the intelligent meeting
support system that has gained a great following in the early years of the twenty-
first century. Participants benefit from a variety of media servicesincluding video,
graphics, and text, all transmitted over high-bandwidth communication links.

Maria, the ebullient manager of central operations, isholding forth onthe need
to maintain quality by hiring only the best candidates for positions now vacant.

Ralph, the chief accountant of Inter Spect, is silently preparing a financial re-
port indicating that it might be difficult to pay the best candidates what they are
worth, given the combined effect of the current state of the national economy and
the company’s debt load.

Fred, a member of the board of directors, hates numbers. Accounting bores
him, and pie-charts infuriate him, but he is fascinated by a new tool for 3D visu-
alization of multivariate data.

As Maria finally winds down at the urging of the WOW facilitation manager,
which has determined that she really has had quite enough bandwidth to make
her point, Ralph’s report is made available to the other participants. Maria, who
has a great grasp of numerical data, and who actually savors their visual impact
on a page, sees in a corner of one of her displays the rows and columns of an
ol d-fashioned spread-sheet representing Ralph’sfiscal objectionto Maria’'s policy.
Fred sees a multi-dimensional scatterplot constructed by WOW to make maximal
use of the capabilities of hisvisual system, and other participants experience other
varied events in these and other modalities.

When Ralph draws the attention of other participantsto Payroll Item Number
2070, perhaps only by uttering the expression in English, not only is his utterance
simultaneously trandated into the (natural) languages of the other participants
and optionally presented on their audio channels, but these other events also oc-
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cur: 1) A set of relevant numbers is highlighted on Maria’s display, 2) when heis
attending to it, the dimensions of Fred's scatterplot are interchanged to perceptu-
ally emphasize the data referred to by Ralph, and 3) similar eventsare experienced
by the other participants.



Chapter 3
Authoring

Every style is but one valid way of 1ooking at the world, one view of the holy moun-
tain, which offers a different image from every place but can be seen as the same
everywhere,

—Rudolph Arnheim
Art and Visual Perception: A Psychology of the Creative Eye, final paragraph

Syle takes itsfinal shape more from attitudes of mind than from principles of com-
position, for, as one elderly practitioner once remarked, “ writing isan act of faith,
not a trick of grammar.” ...style is the writer, and therefore what a man is, rather
than what he knows, will at last determine his style.

—The Elements of Style, page 84.

This chapter takes abroad view of Authoring research and samplestherange of
work at a number of relevant focal points. To provide some order for the descrip-
tions to follow, and to situate the work leading to this dissertation, the following
dimensions of analysis are used.

35
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3.1 Dimensionsof Authoring

Thework isgrouped by thetasksthey are designed to support. Thework of Mackin-
lay, Casner, Roth as well as some of Feiner’sis addressed under the heading of
Automatic Graph Generation. Pickett and Grinstein are representative of work in
Exploratory Data Analysis, while Ware and Beatty, Cowan, and Cleveland are pre-
sented along with Psychophysical Research performed by psychologists. Feiner,
and McKeown, are best considered in the context of Multi-media. Bly and oth-
ers are discussed under the label of Computer Supported Cooperative Work, and
the themes of Hypertext and Hypermedia appear in anumber of guises under these
headings, aswell asin their own section. Structured documents, cyberspace, and
finally intent-based documents—the core of this dissertation—are explored in sep-
arate sections.

A number of systems are presented within the framework described above and
thelir interrel ationshi psare shown within the space defined by the dimensionslisted
bel ow.

Deliverable: Thedeliverableisthat whichisbeingauthored. There are sometimes
[role-dependent] distinctions between artifact and deliverable: the deliverable is
not always a physical artifact, and different agents (reflecting different roles) may
emerge from the activity with different deliverables. from the author’s point of
view, the deliverable is the book, while from the publisher’s point of view it may
be the month-end sales figures.

Task/Data Domain: The domain refers to the field to which the task being ex-
pedited is relevant. This categorization may also be role dependent: the author of
the programming manual may regard his contribution as being to thefield of struc-
tured programming, while the editor may feel that she is contributing to the field
of document design and production.
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Temporal Scope: Istheemphasison: presentation and object-level rea -time sup-
port? representation and meta-level maintainability? Short-term versuslong-term
storage? Version control? How, in other words, doesthe system conceptualize and
deal with Time?

Target Media: The target mediaare those supported by the system or work under
investigation. Varieties of text, graphic, audio, video and any combination thereof
are the target media of different systems, each of which may take different views
of the relationships between medium and mode.

Mode: Flesh and Blood Interface: What attention is being paid to human per-
ceptua capabilities and limitations[57]? To visual, aural and gestural primitives?
Different aspects of the visual, aural and kinesthetic modalities define the space of
human-computer interaction today. Are there other modes (senses) to be consid-
ered?

Style: Isthere an over-arching notion of stylein the system? Isit adjustable? In
what ways, by which roles, and to what degree? What degree of inter-presentation
coordination is allowed? (See Beach [21] and Cargill [37]).

Models: Arethereexplicit or implicit models of users, systems, agents, roles, ...?
How are they employed and combined to achieve the functionality of the system?

Role relationships. Who ig/are the Author(s), Reader(s)? Are they co-
temporaneous? Are they co-present? Other task and domain specific roles in-
clude: editor, facilitator, chairperson, manager... The broad view allows for tem-
poral shifting and stretching of the authoring process. The locus of creation of
presentation can be shifted along a continuum from conventional author, to situ-
ations where the presentation is decided by a combination of conventional author
and conventional reader, to situations where the presentation is designed with no
input from any single agent resembling a conventional author (e.g., a computer-
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generated event log of system activity).

There are also questions about the number of actual authors and actual read-
ers, and whether activities by these agents are ssmultaneous and distributed. An-
notatingisaspecial case of non-simultaneousauthoring by one or more potentially
distributed authors.

Heterogeneity: Thisissue ramifiesinto anumber of questionsat varying levels of
analysis.

¢ Internal (Human) Interface: Istheinterfaceto the system role-dependent?
E.g., Do readers and writers have the same interface, or is there a *‘modal
disparity’ between them?

e External Interface (Interoperability): Isthe system designed to copewith
varied sources of information with differing protocol s?

e Organizational Interface: Can different organizationsusing the same sys-
tem make use of each other’sinformation spaces?

e Seamlessness: Can users of new systems integrate their existing tools and
work-spaces? In particular, do new CSCW tools support the use of exist-
ing tools for individual work? (Can seamless transitions be made between
individual and collaborative work? [125].) Some transitional elements are
bound to remain central for some time: users may want to continue using
pencil and paper, and systems should not force them to change their ways.*

Information and Presentation Spaces. The presentation space isthe arenain
which the presentation takes place, composed of various mediaand directed at var-

! There remain many advantages to hardcopy that will be difficult to displace, so for the fore-
seeable future, usable, practical electronic systems will need to interface with the paper and back-
of-envelope worlds.



39

ious modes, the information space refersto that which is presented. These defini-
tions provide useful categorizations of authoring systems.

e Static, or changing, dynamic information space?
e Static, or changing, presentation space?
e Static, or changing, presentation?

e Shared Information or presentation space. Particularly confounding prob-
lems arise when information is shared between synchronous collaborators.
One of the important motivations for modelling users (see Section 2) isthe
desire to tailor presentations to individual needs, understanding and goals.
This desire conflicts with synchronous collaboration when one participant
wishes to direct the attention of another participant by direct referenceto an
element on his private display. This reference may be very difficult to re-
solve when the referent either does not appear at al on the private display of
the second participant, or appearsin somedifferent form, or a adifferent lo-
cation. (The example on page 33 presented a scenario intended to typify this
kind of probleminthedomain of intelligent meeting support.) The presenta-
tion of identical views® alleviates these difficulties by ignoring the problem
of tailoring presentation.

The survey begins by situating a few traditional authoring systems within the
space defined by these dimensions.

The familiar BOOK isitself a deliverable, across a wide variety of domains,
not the least of which is recreation or entertainment. Its scope varies from the
short-term throw-away paper-back to the archival of information in weighty, hard-
bound tomes; the informationin a book isnot typically presented in real-time, ex-
cept at poetry readingsand for the delivery of bed-timestoriesto children. Readers

2Known as WY SIWIS [125], or what you seeiswhat | see presentation.
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caninterrupt their progressat will, and the subject matter can refer to remote points
intime. Thetarget mediaisclearly paper of some sort or another, upon which the
informationisavailableto humansviatheir visual sense, unlessthey arein Braille,
in which case they refer to the tactile sense; books also provide a pleasant kines-
thetic feel. The pagesof abook typically adhereto adiscerniblestyle, which lends
familiarity to the on-going reading process. The only kind of modelling is of the
implicit variety, undertaken at the time of writing of the book, and which reflects
the author’s desire to appeal in some fashion to the reader. Books typically admit
only the roles of author and reader, though other roles are hidden in the produc-
tion process. the touches of editors, publishers and trandators sometimes remain
visiblein thefinal copy. Thereisusually —though not always- a single author and
books are generally printed with the hope of attracting more than a single reader!
Books fit seamlessly into the lives of most humans, and what problems exist are
accepted out of long habit: books can be carried in hand-bags and attaché cases
and read on crowded buses during rush hour, as well as in bed with a flashlight.
Both the infor mation (content) and the presentation spaces (form) of abook are
static.

LETTERS are like books in most respects, differing notably on the dimension
of role; thereistypically asingle reader to aletter, or asmall number of secondary
readers who may appear on a carbon-copy list in the document itself. A CORRE-
SPONDENCE is a sequence of |etters between individuals, and therefore admits of
atemporal aspect.

A MovIE isa‘book’ whose target mediaisfilm or video, and which is acces-
sible to human viewers viathe visual and aural modes or channels (notwithstand-
ing the efforts of Odorama and Sensurround to expand the viewing experience to
other modes!) The scopeisusually real-timewith respect to presentation, although
avideo tape can be stopped and rewound at the viewer’s discretion.

A traditional theatrical PLAY exhibits aspects of the movie, with the added
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complication that the audience can affect the performances of the actorsin vari-
ous subtleways; the presentation spaceisdynamic. Thenotionof INTERACTIVE
THEATRE (e.g., theatre-sports) amplifiesthese audience-feedback effects[123]. It
isnot as easy to rewind alive performance as it isa video tape.

A VIDEO GAME of the arcade variety uses a combination of graphics, video,
sound, and sometimes motion feedback to provide a multimedia s mulation of an
aternate reality. Some games permit multiple players to share the aternate real-
ity (shared information space), either on the same video screen (shared presen-
tation space) or on separate terminals. The video game is even further along the
interactivity continuum, permitting its users to modify not only how information
is presented, but its content as well; the information space is dynamic.

Some home video games maintain ssimple models of their relatively small sets
of playersin order to recall preferences, and perhapsto restore the state of a sus-
pended game...

These simple, familiar examplesillustrate the use of the dimensions of author-
ing; theremainder of thischapter surveysthe esotericaof authoring, usingthe same
dimensions.

3.2 Graph Generation

So | sat down and wrote a programthat’ |1 take those numbers and do what you like
withthem. If you just want a bar graphit’ll do themasabar graph, if you want them
asa pie chart or scatter graph it'll do them as a pie chart or scatter graph. If you
want dancing girls jumping out of the pie chart in order to distract attention from
the figures the pie chart actually represents, then the programwill do that as well.

—Douglas Adams
Dirk Gently's Holistic Detective Agency

The automatic presentation of information has occupied its share of the Al as
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well as graphics’ literature. Early work, in particular, recognized the strong re-
lationshi ps between knowledge representation and (graphical) presentation which
characterizes the current work. For instance, Zdybel et al. [205] define an Infor-
mation Presentation System (IPS) as a system that:

1. Automatically generatesdisplaysaccording to content-oriented specifications
2. Providesasystematic basis for interpretation of user graphic input

3. Functionsreasonably well without demanding custom-toolingto aparticular
application

4. |seasily extensibleto satisfy domain and user-specific display requirements.

They further state (1) that their “view of an IPSisthat it isitself aknowledge-
based system,” (2) that a“high degree of sensitivity to the human end-user can be
built in,” and (3) that “an IPSis a place to embody a consistent set of decisions
about the human factors of graphic display.” The first point is basic to this the-
Sis, that presentations can in some sense be expressed in and even derived with
some form of logical calculus. The second point takes aim at the issue, also cen-
tral to thisthesis, of user modelling, and the third refers to psychophysical issues
addressed in this chapter under the heading * flesh-and-blood,” and embodied inthe
implementation described in this dissertation as perceptual salience.

In their description of the View System, Friedell et al. [79] discuss how “the
graphical presentation of data is tailored to the user’s identity, task, and database
query.” Pre-defined presentation plans are chosen by a best-first search mecha
nism. They recognize the potential of encoding knowledge about graphical pre-
sentation in the form of what they call * synthesis operators [80], and also discuss

3In this dissertation, “graphics’ means virtually any technique used to produce visua repre-
sentationsof information; thiswill naturally include business graphicslike bar graphs of corporate
data, 2D and 3D drawingsgenerated with and without the aid of computers, and visualization tech-
niques for multivariate data
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“reasoning about how to select and combine ...primitive elements of object de-
scriptions.”

Even the possibility of reasoning with multiplemediaappeared intheliterature
of theearly 1980’'s. Neiman [143] writes: “...the use of the knowledge structures
to generate multi-modal output demonstrates the generality of the knowledge rep-
resentation techniques employed.” His system was used to generate explanatory,
data-driven animations for users of a CAD system, coordinated with natural lan-
guage explanations.

Thefieldsof graphicsand Al begin, unfortunately, to divergeat about thistime,*
and the potentially very fruitful area of automatic presentation defined by the in-
tersection of these fields has suffered for it. Nonetheless, a few researchers have
continued in thistradition, and their work isreviewed in the remainder of this sec-
tion.

The work of Mackinlay [129] [130] isthe first to explicitly address expres-
siveness and effectiveness criteriafor visual presentations.” He concerns himself
withrelational data (thisisthedomain) and restricts himself to graphical languages
commonly associated with business graphics (the deliverable). The presentations
aredesigned for traditional screen or plotter devices (target media). Althoughthere
isno explicit modelling of users, the system embodies explicit knowledge of vari-
ous media. Thereis considerable effort to render presentations in accord with hu-
man perceptual abilitiesand limitations: the system can thus be seen as modelling
certain normative human characteristics, but thismodel is static and acquired from
psychophysical studiesintheliterature(flesh-and-blood). Thereisno over-arching
notion of style by which one presentation might be coordinated with another, ex-
cept in special cases when apresentation is broken into, say, two line graphs with

4This claim is based upon the non-incidence of graphics and presentation papers in important
Al conference proceedings after 1983. This regrettable schism appears to be under repair by the
mid-nineties.

®For basic background on graph representation see Bertin [24] [25] [26] and Cleveland [48]
[46] [47], or [57] for asurvey.



Deliverable Business graphics
Task/Data Domain || Relational data
Scope Not applicable
Target Media Traditional screen and plotter devices
Fleshand Blood || Implicit psychophysical limitations

Style Not really
Models Explicit: medialimitations; Implicit: Human
perception

Role Relationships || Single author, multiple reader
Heterogeneity Not applicable
Spaces Static information and presentation

Table 3.1: Mackinlay and related work.

acommon axis. The prototype developed by Mackinlay iscalled APT, and hasthe
following typical role-relationships: Single-Author and Multiple-Readerswho are
not necessarily mutually co-temporal or mutually co-present with the Author. The
presentation is static, prepared for a particular data/medium combination; thereis
thereforeno particular support for heterogeneous environments, although the same
datamay be presented differently in environmentswhich differ intheavailable me-
dia. See Table 3.1 for asummary.

Mackinlay’s work isinteresting both in its own right, and because it has been
the starting point for avariety of effortsby other researchers.

Roth [175] attempts to characterize semantic dependencies in the data to be
presented. He describes the static categories of data types, relational-structure,
arity, relations among relations, and recognizes the need to represent the dynamic
needs of users. Because he distinguishes time as a separate data type, heisableto
make specia arrangements for the display of temporal information.

Casner [38] undertakes to include task descriptionsin the process of automat-
ing graphical presentations. His notion of expressivenessisat amuch higher level
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than Mackinlay’s, and derivesfrom alogical formulationof thetask inwhichauser
isinvolved. Casner’s system embodies generic model s of human perceptionwhich
are consulted to produce presentations in support of particular tasks, and which
will minimize the perceptual and cognitive demands placed on users engaged in
these tasks. The effectiveness of the corresponding presentations is measured by
reaction-time regression studies of users engaged in five tasks in the airline reser-
vation domain.

Marks[132] has addressed the issue of avoiding unwanted conversational im-
plicatures in a coordinated text-graphics environment. One of the novelties he
clamsistheinclusion of relationsthat describe the perceptual organization of sym-
bols. Canonical organizationa principleshementionsexplicitly aresequential |ay-
out, proximity grouping, alignment, symmetry, similarity and ordering. Rather
than fabricate some convincing post hoc argument for the necessity of paying at-
tention to perceptual issues, he properly and soberly pointsout that “...it is virtu-
ally impossible to design meaningful network diagrams for which no perceptual
organization will occur.”

Henry and Hudson [97] have taken what might be called a semi-automatic ap-
proach to the generation of graphs. Their paper describes a system which supports
auser in the exploration of large graphs, primarily by alowing iterative, interac-
tive refinement of layout algorithms. Although the authors do not explicitly men-
tion modelling of the user, this paper is interesting in the present context because
the observations about layout may be relevant to navigation through abstract in-
formation spaces as well.

It may not always be the case that (hypertext) systems need to display to their
users a graph of al or part of the underlying database, but it will always be the
case in appropriately large systems that only some subset of the information can
be presented.® This puts the emphasis upon user-centered means of deciding what

5The idea of an “intelligent zoom” [19] changes this characterization in that while the entire
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should be presented, and how it should be presented. Approacheslike the one de-
scribed in this thesis might be used to select a critical subset of the linksin a hy-
permedia document, which might then be explored by a user. This critical subset
is continuously subject to re-evaluation, in the course of new input from the user,
and from other sources of information as may be available to the system.

Noik [150] pursues another approach to automatic graph layout, taking the no-
tion of the fisheye view to multiplefocal pointsin hierarchically nested structures.
This leads to the idea of using some technique to determine the focal points from
auser model.

Although most reviewers would likely place Feiner’s work in the context of
visualization or multi-media (as has been done here with some of hiswork), some
of his efforts can be seen to contribute to the field of automatic generation [71].

3.3 DataAnalysisand Visualization

Or you can turnyour figuresinto, for instance, a flock of seagulls, and theformation
they fly in and the way in which the wings of each gull beat will be determined by
the performance of each division of your company. Great for producing animated
corporatelogosthat actually mean something.

But the silliest feature of all was that if you wanted your company accounts repre-
sented as a piece of music, it could do that aswell. WeI, | thought it was silly. The
corporate world went bananas over it.

—Douglas Adams
Dirk Gently's Holistic Detective Agency

Some of the visualization work being undertaken today is of interest here for
several reasons. Researchersin this field have recognized the importance of the
human in the HCI loop, and cooperative systems are being designed to take full

space isrendered, only parts of it are rendered legibly; such approaches have the advantage of pro-
viding some context for the viewer.
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advantage of human perceptual abilities. To automatically achieve the commu-
nicative goals of the author in his absence, systems must be able to present infor-
mation appropriately, taking advantage of human perceptual abilitiesand avoiding
itslimitations.

The best known approach to data visualization is the scatterplot [90] [197].
The success of thistechniqueisdueto theability of theearly vision systemto group
pointsin space based upon proximity and similarity in color, size and shape. Ware
and Beatty have shown that up to five dimensions can be effectively mapped to a
full color scatterplot display, and suggest ways in which the visual effect can be
maximized. Were it not for the need to detect patternsin data of arbitrarily high
dimension, efforts might have stopped here.

An increasingly popular approach to enlarging the dimensionality of displays
iswhat has been varioudly referred to asiconography, and geometric coding. This
approach employs a generalization of the traditional graphic primitive, the pixel,
into a parameterized icon whose features are mapped to distinct dimensions of the
datastream. A famous example which proved more useful as a characterization of
themethod than representative of its success, isthe Chernoff Faceiconfamily [43].

@) (b) (©)

Figure 3.1: EXVISfive-dimensional stick figures

The generalized icon (gicon) is a generalization of the pixel to higher dimen-
sions. The strategy has been to allow the information in different channels of the
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Figure 3.2: 1conograph

input datato control corresponding pixelsin each gicon. Ingeneral, thegiconisan
n x m array of pixels, each mapped to adifferent input channel. The availabledis-
play surfaceisthentiled with theseicons. Thelogic of thisand related approaches
is that the number of information channels which can be displayed is increased:
“Geometric coding allows for further and far reaching extensions [over color] of
dimensionality. Observers can utilize shape perceptionsto sense the combinations
of data at each location and texture perception to sense how those combinations
are spatially distributed.” This was the rationale behind the Chernoff Face icon
family, aswell asthe stick figure family described by Pickett and Grinstein [157].
Thelatter isastick figure consisting of several connected line segments, wherethe
angle of inclination of each limb is controlled by a different dimension of the nu-
merical datato be visualized. Figure 3.1 presents a representative member of the
aforementioned stick figure family, and Figure 3.2 shows how large numbers of
them interact to produce global perceptual effects from the underlying data set.”

"This figure depicts satellite imagery data from the western tip of Lake Ontario; the data was
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Deliverable Graphic
Task/Data Domain || Relational data
Scope Not applicable
Target Media Conventiona CRT, also audio
Fleshand Blood | Itsraison-d’ étre
Style Not applicable
Models Not applicable
Role Relationships || Not applicable
Heterogeneity Not applicable
Spaces Static

Table 3.2: Data Analysisand Visualization.

The search for effectiveiconsisalso lead by studies of pre-attention (see Sec-
tion 3.4): “ Shiftsalong certain dimensions of color, shape and motion of elements
lead to preattentive discrimination, and it is variation in these dimensions that we
must seek to bring under data control in our texture displays.”

Some early implementations have been described in the literature. The Ex-
ploratory Visualization (Exvis) project [185], for instance:

is amulti-disciplinary effort to develop new paradigms for the exploration
of datawith very high dimensionality. The fundamenta philosophy behind
Exvisisthat datarepresentationtool sshould bedriven by the perceptua pow-
ers of the human. In addition, the interpretation of data of very high dimen-
sionality will be maximized only when we learn how to capitalize simulta-
neously on multiple domains of human perceptual capabilities.

Thisprojectisin the early stages of exploring the possibilities of iconographic
data representation using sound attributes, along with the integration of auditory
and visual displays into a single unified data exploration facility. (See aso Grin-
stein et al. [90] and Pickett [156] and the summary in Table 3.2.)

collected by a U.S. Air Force Geophysics Laboratory weather satellite [90].
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3.4 Psychophysical Research

Basic work in psychology has resulted in improving models of human perception.
Much of thiswork (e.g., [144] [191] [190] [193] [192]) hasbeen concerned with
elaborating a putative dichotomy between processes which are pre-attentive and
those which require attention. Pre-attentive processes are characterized by their
speed: they arefast, typically accomplished within 100ms, suggesting that they are
performed in parallel by the human perceptual system. Such processes are some-
times referred to as automatic, parallel, or early-vision processes. Although such
adichotomy is conceptually attractive, it has been increasingly unable to account
for the data, and new models are appearing which refer to a continuous ranking
of perceptual difficulty. Pre-attentive tasks are at the extreme ‘easy’ end of this
continuum, while tasks requiring attention are at the other, ‘hard’ end of the scale.

Other researchers (e.g., [137] [66]), while also interested in developing a ba-
sic perceptual language, are not so concerned with the underlying psychological
model.

Color Considerations Color deserves a separate section in this document for
severa reasons. Our world is, for most of us, avery colorful place, and the value
of color should not be ignored in the computational models we build, of people,
and things. Color is, not surprisingly, one of the most effective psychophysical
stimulus dimensions. Even in the absence of a complete neurophysiological un-
derpinning, a tremendous amount of informal as well as empirical information is
available on the use of color to accomplish various communicativetasks. Not only
isthe use of color in visualization powerful, but the kind of knowledge we have of
color capabilities provokes questions about other human perceptual capacities.

Ware and Beatty show that it is possible for human observers to perceive
five data dimensions simultaneoudly using color [197]. The data they used was
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characterized by a hyperellipsoidal probability density distribution, but they con-
clude with respect to the generality of their results that: “colour islikely to be ef-
fective in assisting in the perception of correlations in multidimensional space.”
Although in most cases they found that adding color was expressively equivalent
to adding three more spatial dimensions, color is not a completely heterogeneous
perceptual space, and “resolution is worse in some directions than in others.” In
particular, when clusters are separated along dimens ons which have been mapped
to color, perception suffers. Clusters are perceived as distinct when they are sep-
arated by between three and five standard deviations along most of the possible
vectors, “much greater cluster separation is necessary before two clusters can be
resolved” when they are separated on [only] “afew” specific color vectors.

They observe that users require no training to use their color-based five-
dimensional visualization tool, but point out the importance of control over the
background color, which tends to emphasize particular colorsin the display, and
consequently particular correlations in the data (thisis a perceptual implicature,
which systems can attempt to mitigate, or to anticipate and exploit to emphasize
data of interest).

Murch also givesan interesting summary of the use of color, from the point
of view of agraphics practitioner [140]. He distinguishes between the qualitative
and quantitative uses of color, and provides astimulating list of guidelinesfor the
effective use of color derived from physiological, perceptual and cognitive stud-
ies. Murch aso provides alist of the sixteen best and worst color combinations.
Thisisthe kind of knowledge that will need to be consulted by mature automatic
presentation systems.

Benbasat undertakes a series of empirical investigations on the impact of
color on presentation [23], and the impact of presentation on avariety of manage-
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rial decision-making tasks [22] [126]. These investigations are representative of
athread of the literature entirely separate from what has been thusfar cited in this
paper. The results of Benbasat’s work are consistent with those of Mackinlay.

Thereisawide range of sometimes contradictory information available on the
use of color to represent information in visual displays. Making use of thisinfor-
mation is difficult, however, and unless there is a pressing need to convey alarge
number of categorical variables, a designer is best off with gradations of a single
hue to represent changesin the value of a quantitative variable.

Graphical Semantics Montalvo [136] [137] and Grosz [132] are both inter-
ested in the meanings of graphical displays. Grosz has also done much work in
computational linguistics, in a purely textual environment; some ideas have ex-
ported well to other media. A more pragmatic approach is detailed by Kurlander
and Feiner [120]. These and other similar guidelines are suggestive of abeginning
for a database of default axioms for reasoning about presentations of information.

Results of these studies are of direct consequence for designers of human-
computer interfaces.

3.5 Multimedia

Words are too solid

they don’'t move fast enough
to catch the blur inthe brain
that fliesby and isgone...

—Suzanne Vega, Language



53

One day while walking along the road, the monk Gisho met his master, who was
blindfol ded. Gisho asked, “ What haveyou seen?” and hismaster replied, “ Thewind
whistlingin my ears.”

—Zeutuban 111

By definition and by convention, a system which makes use of more than one
medium?® is a multimedia system.”

Initsmost liberal interpretation, the rubric “multimedia’ would cover any sys-
tem which employs the sound of a bell to direct user attention. Typically, though,
the term refers to systems with more or less esoteric applications (by today’s —or
yesterday’s— standards) of graphics or video.

Multimediasystems promisegreat improvementstointerfaces, and aff ord scope
for new types of interfaces. Fox [ 78] writes of the possibilities in computer aided
instruction:

If computer systems can devel op accurate model s of user knowledge, includ-
ing goasand plansas well as facts, multi-mediainformation might then dra-
matically improve the bandwidth and effectiveness of instruction.

Similar statements can be made for other areas of investigation, and in partic-
ular for the general goal of user-tailored run-time presentation. The rest of this
section reviews research in multimedia presentation.

Feiner  Much of Feiner’'s work has been directed at identifying and resolving
multimedia presentation issues [72] [69] [70], and he has given consideration to
the use of models (albeit static ones) of tasks, objects and their interactions, and

8Some confusion exists in the literature(s) as to whether it is medium or mode which is being
multiplied, and the terms mutimodal and multimedia are often conflated. This thesisis not the
place to embark upon yet another religious tirade designed to settle the issue; the terms will be
used loosely where such usage is harmless.

mul -ti-me-dia ’'me=d-es-e (1962) :using, involving,
or enconpassi ng several nedia <a multinedia approach to | earning>
(Webster’s 7th Dictionary, on-line copy).
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of models of user knowledge. These models have been brought to bear on the pre-
sentation task to determine which objects are to be included in a rendering of a
scene, the level of detail with which they should be rendered, and what if any spe-
cial visua effects are to be employed. For instance, if the task in which a viewer
is engaged involves the manipulation of a complex piece of machinery, its func-
tional parts may all be rendered as three dimensional solids; if the task isto dis-
assembl e the machine, an exploded view or the use of transparency may be called
for to show the inter-relationships of the working parts. Feiner’s work has been
primarily research-oriented and has not resulted in any commercial products.

Other work by Feiner et al. a'so addresses automated generation of graphical
presentations. Hiswork with Peter Karp [ 105] addresses the automated generation
of animated presentations with the use of models of knowledge about filmmaking,
and points out the advantages; not only does design-time authoring support for an-
imated presentations decrease their cost, he points out that “ automation could ulti-
mately make it possible to generate presentations on the fly that are customized for
aparticular viewer and situation, adaptively presenting information whose content
cannot befully anticipated.” Feiner doesnot pursuethisgoal, but we do in the cur-
rent work. Explicit models of users do not play a part in the prototype associated
with Feiner and Karp’swork, but the notion of intent-based presentation is begin-
ning hereto take hold. With Seligman [183], Feiner pays particular attention to the
communi cativeintent behind the presentation; thisiswheretheterm‘ intent-based’
first appears. Thelntent-Based Illustration System (IBIS) designsillustrationswith
agenerate-and-test approach using arule-based system of methodsand evaluators.
Theformer arerulesthat specify how to accomplish visual effects, while the latter
arerules that measure how well a visua effect is accomplished in an illustration.
The evaluators can be thought of as psychophysically motivated constraints on the
presentations.'®

10See “perceptual salience” in Section 5.4.1.
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Still more work exploresthe coordination of different media (text and graphics
in particular) in single presentations [73].

WIP  TheWIP project at DFKI under the direction of Wolfgang Wahlster issim-
ilar to Feiner’'sIBIS system in that it too uses underlying static models of objects
and tasks to determine the layout of a presentation. The WIP researchers say of
their approach that it “should be understood as a starting point which is of practi-
cal use for the automatic synthesis of various kinds of pictures...in a multimodal
system.” [173] These statements are made in the light of the realization that there
is not yet a mature theory of graphical communication upon which to build such
systems.

WIP's most notable incremental contribution to automatic multimedia gener-
ation istheimplemented co-dependence of its content-design and format-presenta-
tionengines: the execution of these unitsistemporally interleaved, permitting feed-
back from later in the presentation pipeline to affect and even retract earlier design
decisions. For instance, if the system has decided to show a picture of an espresso
machine as part of the instructionsfor itsuse, and has begun laying out textual la-
bels of all its functional parts only to find out that one of the labelsistoo long to
fit within the boundaries of the part, it may decide to lay out the other labelsin a
different way or to draw the entire espresso machine from a different perspective
that would support the original |abelling method.

The WIP architecture also lends itself to parallelization [195].

ALFresco  Stock [187] [186] describes an on-going effort to integrate natural
language and hypermediainterfaces. The domain is the exploration of 14th cen-
tury Italian frescoes, and gives users the meansto retrieve multimediainformation
via natural language queries. Stock argues that this approach takes advantage of
multimediato increase the bandwidth of the communication channel between hu-
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man and system, and reduces the | ost-in-hyperspace problem.

FRESS, EDS, Intermedia and InterNote Work at Brown University has re-
sulted in several generations of systems, each building upon the strengths of its
precursors. Early experience with the Hypertext Editing System in the late 1960’s
and then FRESS[202],'! and EDS[202] led to the more modern Intermedia[202]
and InterNote [39] systems.

FRESS (File Retrieval and Editing System) is a multi-user hypertext system
developed in the late 1960's, and EDS (Electronic Document System) is a hyper-
media system developed in 1982 for VAX and Ramtek 9400 color display envi-
ronments. One of the major differences between FRESS and EDS is the addi-
tion of maps to help users avoid getting lost. Both systems offered support for
bi-directional linking and keyworded links and nodes.

Intermediais an electronic document system which is not a separate applica-
tion, but aframework for a collection of tools that allow authorsto make links be-
tween standard types of documents created with heterogeneous applications. “ The
material an application creates is the document.” Intermedia was designed with
multi-user interactive educational applications in mind, and thus emphasizes in-
teractive display and annotation facilities. Professors, for instance, “would be au-
thorized to add or change ‘canonical’ hypertext structure, whereas the students
would be authorized only to add links and annotations.” [147] Links in Interme-
diaare uni-directional connections between two arbitrary and application-specific
objects [92]. See Table 3.3 for asummary.

Finally, InterNoteisan extension of I ntermediadesigned to better support small
collaborative groups involved particularly with document review and revision. A
much-cited aspect of the extension involvesthe ability to transfer dataacrosslinks
using a technique the authors call warm linking.!?

1 Commercialy reimplemented in the early 1970’'s by Phillips Corporation [51, p447].
12 Another advocate of non-standard linking practices is Schnase et alias [180], who urge that
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Deliverable Generalized electronic
document
Task/Data Domain || Genera desktop support
Scope Version control and
maintenance

Target Media Text, graphics, animation
Flesh and Blood | No explicit perceptual effort
Style Not applicable
Models Implicit
Role Relationships || Blurred
Heterogeneity Between applications in the
desktop environment
Spaces Dynamic information space

Table 3.3: Intermedia.

NoteCards [93] isimplemented within the Xerox LISP environment, and was
designed to support authors, researchers, designers, and “other intellectual labor-
ers’ intheir daily tail.

An electronic generalization of the familiar paper index card, the notecard can
contain text, drawings or bitmap images, and —more recently added— video se-
guences. Cards aso have titles, and there can be a variety of card types. Typed,
bidirectional Links connect notecards into networks. Types are labels chosen by
the user to represent the relationship between source and destination card. Link
sources are anchored to icons, but destinations are entire cards. Browsers are spe-
cia notecards displaying a structural diagram of a network of notecards; they are
created by the system and are thereafter manipulable as any other notecard. They

arbitrary computational methods be integrated into any link structure. This enlarges even further
upon even unconventiona definitions of authoring; observe that the now popular http protocol for
TCP/IP based communi cation of HTML-coded information permitsjust thiskind of linking viathe
CGl interface. Seeht t p: / / hoohoo. ncsa. ui uc. edu/ cgi /interface. htm
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also permit manipulation of the structure of the information space via direct ma-
nipulation of the objects which appear on the browser. Fileboxes are special cards
used to organize or categorize collections of notecards.

NoteCardsalso providesalimited search capability tolocate all cardsmatching
some user-supplied specification, currently restricted to text-string search onftitles.
The system is in use at numerous locations within Xerox, as well as at universi-
tiesand government agencies for document authoring, legal argumentation, devel -
opment of instructional materials, design of copier parts, and competitive market
analysis.

Halasz [93] makes a number of useful distinctionsin order to arrive at three
dimensions for analysis. In particular, he explains how systems designed to sup-
port browsing differ from those designed to support authoring. As one extreme of
acontinuum, systems purely for browsing do not permit modification of theinfor-
mation space. Systems which are primarily intended for authoring are likely to be
used by a small number of authors to prepare information for a large number of
more-or-less casua readers; these systems will have well-devel oped creation and
modification tools, and will support continuous modification of information struc-
ture as part of ongoing task activities.

3.5.1 Video Authoring

Thespotlight followsher for a moment, maybe picking up somestock footage. Video-
tapeis cheap. You never know when something will be useful, so you might as well
videotape, it.

—Nea Stephenson
Show Crash, page 33.

No matter how apolitical the producer of the work of art may seem, every work has
political relevance of some sort.
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—James Monaco
How to Read a Film, page 11

The following extract from Davenport et al. [62] might well serve as a mani-
festo for thisthesis, with only afew changes and additionsto refl ect the underlying
communicative goa of the author of the presentation, a role unaccounted for by
Davenport:

In the case of on-linevideo servers as well as home-movie editing assistants,
the machine must respond to the user by selecting the “best” shots, sounds,

and text chunks, then orchestrating or sequencing them to emphasizeapartic-
ular story. The story content should reflect the user’ sbackground and intent.

The incentive to provide presentations which have been particularized to the
viewer’'sneeds and interestsis even stronger with video than with traditional media
because timeisa precious human commodity, and timeiswhat it takesto annotate,
and to view video. Traditional authoring paradigms do not support such run-time
determination of form and content.

Video is finding increasing use as a transcription medium in many fields be-
causeit arguably providestherichest record (the*thickest description” [82]) of the
events of interest. Video recording offers high bandwidth, grestly exceeding hu-
man note-taking skills and speed; researchers can later review and annotate video
at leisure. And, increasingly, video is cheap. These attributes virtually ensure a
growing abundance of video material for future on-line presentation systems.

On the other hand, the limitations of the traditional approach to authoring are
most obviouswhen applied in non-traditional media, such asinthe video medium.
The raw material must first be acquired, which involves filming and possibly dig-
itizing. From this raw source, video authors must assemble cuts into a cohesive
presentation. The raw footage can be very voluminous, and the relevant parts of
it very sparsely distributed. Ten hours of video taken during a field study for a
new graphical user interface (GUI), for instance, may include many instances of
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coffee drinking and doughnut eating by the users that may not be relevant to any
conceivable presentation. Nevertheless, it takes someone at least ten hours'® to
scrutinize the footage for something useful. The process of identifying these use-
ful eventsand sequences has been called annotation, and anumber of systems have
been designed to expediteit. (See, for instance, Buxton and Moran [34], Goldman-
Segall [83], Harrison and Baecker [95], MacKay and Tatar [127], MacKay and
Davenport [128] and Suchman and Trigg [188].)

When the author has finally identified a set of cuts he or she deemsto be rele-
vant to an eventual presentation, thetraditional notion of authoring requires assem-
bling these into their final presentation order. Although quite adequate for creating
rock music videos, this approach suffers from the af orementioned limitation, that
such a presentation can not be tailored to the needs of individual viewers.

It isherethat video datadiverges significantly from text, graphicsand even an-
imation. Video dataisinherently uninterpreted information in the sense that there
currently are no general computational mechanisms for content-searching video
data with the syntactic precision of generalized textual search.!* Even graphics,
because there is usually an underlying model or database that can be queried, and
animation, which also has amodel or database with temporal information added,
can be searched for information using existing computer tools. But frames and
sequences of frames in video data cannot easily be queried for semantic content
except in fairly specialized domains.

At present, the only practical way of accessing avideo databaseisfor ahuman
to first annotate it so that the annotation can be used to guide the author and the

13Empirical investigationsto date suggest that human annotation of video material takes an order
of magnitude more human time than the duration of the video being annotated; see, for instance,
Harrison [95].

14See, however, Cherfaoui and Bertin [42], who use digital image processing techniquesto ex-
tract some types of information from video. Recent work by Goldberg and Madrane on automatic
extraction of spatio-temporal indicesfrom video at Eurecom Institut, Sophia Antipolis, France, is
also noteworthy. Refer to Joly and Cherfaoui [102] for a survey of related approaches.
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viewer. Creating this annotation, at least with the current tools, is an inherently
linear operation (in terms of the time required to do it) and is a major bottleneck
in the authoring of video documents.

It is useful to distinguish between the transcription processes of logging at the
lexical level, which lends itself to some degree of automation, and annotation, a
semantic/pragmatic task which will require human intervention for the foresee-
able future. A log of a meeting can be acquired automatically, for instance, by
the Group Support System (GSS) software used by the participants. Thislog can
be subsequently used to index a video record of the meeting to find instances of
user actions at as low as the keystroke level and as high as the level (s) of abstrac-
tion embedded into the GSS (e.g., “brain-storming session,” “open discussion,”
etc.) [164]. Annotation, on the other hand, is at a higher level of abstraction, de-
fined by the eventual use to which the record of the meeting is to be put.

See Csinger [59] for how the intent-based authoring paradigm influences the
annotation process, theremainder of thisdissertation focusses on the post-annotation
processes of presentation.

In the video medium, selecting the intervals of the record to be displayed, as
well as the order in which they are to be displayed, are both serious problems.

Previous work in automatic presentation has dealt with some aspects of both
of these questions, and has been restricted for the most part to choosing *the right
way’ to display items based on their syntactic form [130] [175] (see Section 3.2).
Semantic qualities of the data to be displayed are seldom considered; Karp [106]
is an exception, where he describes a system called ESPLANADE (Expert Sys-
tem for PLANnNing Animation, Design, and Editing), a knowledge-based anima-
tion presentation planner that uses asinput aseparately supplied script and aset of
communicative goals. ESPLANADE creates a presentation plan at the individual
frame level, specifying a hierarchy of sequences, scenes and shots.

Presentation and transcription areinextricably intertwined. A presentation sys-
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tem can not present what has not been transcribed; the executive can not retrieve
all instances of the mention of a competitor company’s name unless the minutes
of the meeting contain these references, nor can he retrieve everything said by his
subordinate, Doug, unless the minutes are appropriately structured. If the meeting
involves a GSS, the facilitation function of the GSS can be expected to provide
some of the knowledge required for both the presentation and transcription func-
tions.

Davenport et al. [62] describe their approach to interactive digital movie mak-
ing, adomain similar to oursin that they must log and annotate video footage for
later retrieval by computer, in the absence of ahuman editor. Their domain differs
inthat it permits control over the acquisition of original raw footage. They areaso
not as interested in modelling the user per se asthey arein giving the user mean-
ingful interaction affordances to select variants of the movie. As movie-makers,
Davenport et al. go to some effort to maintain the stylistic consistency of their pre-
sentation, an important element with which we have not yet concerned ourselves.

Davenport et al. [63] describe “cinematic primitives for multimedia,” a set of
dimensions along which video shots are annotated for later reference. Their chal-
lenge, they claim, “isto devel op robust frameworksfor representing story elements
to the machine such that they can be retrieved in multiple contexts.” Our godl,
though not focussed on interactive film and storytelling, is similar: presentations
always have a‘story to tell,” even if they are designed automatically. Creators of
interactive or multivariant video areinterested in preserving “underlying narrative
structures’ [68, p12], a quality not far removed from what is called intent in this
thesis.

In the absence of asolution to the genera problem, the amount of costly human
effort currently involved in annotating and browsing multimediainformation will
only be multiplied with the growing interest in the new technologies. Chapter 6
includes a description of how our approach to video authoring has been applied,;
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this medium was chosen because authoring in the video medium is even harder
than in conventional media; there is nothing in our approach that preventsit from
working across media boundaries.

3.6 Computer-Supported Cooperative Work

Computer Supported Cooperative Work (CSCW) developed over the eightiesinto
aseparate field of research initsown right. Work in this area examines the poten-
tial use of computational support for individuals engaged in collaborative group
work. The field draws on research activity in diverse disciplines including com-
puter science, artificial intelligence, psychology, sociology, organizationa theory
and anthropology [87, p5].

Not as relevant to the current work, perhaps, as some of the other areas sur-
veyed here, it is included because automatic authoring and presentation systems
can be multi-agented, supporting the collaborative activities of multiple authors
and readers. Theintent-based authoring paradigm asrelated in this dissertation in-
volves agentsin theroles of author and reader(s), communicating in general asyn-
chronously viathe author’sintent and the user model of the reader. Although this
thread will not be followed in this dissertation, future work will need to addressiit.

A distinction should be drawn between systems which are cooperative, and
those which support collaborativework. Although theliteraturevariesinitsusage
of these terms, they will be used consistently throughout this document in the fol-
lowing way: Cooperative systems are those which exhibit behavior which is sen-
sitive to the needs of the individual user-agent. Collaborative systems are those
which have been designed to support the joint activity of a number of user-agents.

Much of the CSCW research literature has been broken up along the dimen-
sionsof support for tasksinwhich themultiplecollaborators operate synchronousy
or asynchronoudly, in the same place or remotely, asreflected in the familiar time-



Same Place Distributed
Synchronous | blackboard...  telephone...
Asynchronous | bulletin board... email...

Table 3.4: CSCW time and space diagram.

and-space partitioning of Table 3.4. A good deal of this literature has been con-
cerned with face-to-face collaboration. With the continual advance of computa-
tional hardware technology, and the increasing bandwidth available for informa-
tion transfer, there will be less need for collaborators to travel for meetings, and
a concomitant decrease in the emphasis on face-to-face meeting support technol-
ogy. This discussion will therefore focus on geographically distributed systems.
Halasz [93] writes:

Hypermediaisanatural medium for supporting collaborativework. Creating

annotations, maintai ning multiple organizations of a single set of materials,

and transferring messages between asynchronoususersare thekindsof activ-

itiesthat form the basis of any collaborative effort. These are also activities
for which hypermedia systems are ideally suited.

Work in thefield of CSCW is so closely associated with hypertext and hyper-
mediathat it istempting to conflate these issues. Researchersintent upon creating
a sense of co-presence, or being higher on “the social awareness scale” [125], or
what Bly has called “ connectedness’ [27] and Laurdl “engagement” [123], have
jumped at multimediatechnologiesas part and parcel of the solution, without show-
ing first that such measures are necessary. In fact, users of systems which incor-
porate video to facilitate face-to-face interaction pay far |ess attention to the video
information than expected [27].'°

15For further emphases that technology alone is not enough to solve the CSCW problems, see
Engelbart’s urgings [65].
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Sarin et al. [177] advance the notion of a[real-time] conference as an * abstract
object’ and discuss some conference design issues. They identify the following
dimensions. shared versusindividual views, access control, concurrency control,
getting data in and out (from other applications, or from paper, etc.), constraints
on real-time conference design. They describe the *virtual terminal approach’ as
away of giving single-user applications the means of serving multi-user confer-
ences. a ‘virtual terminal controller’ is responsible for multiplexing user 1/0.1¢
Sarin'swork does not get sidetracked with multimedia issues and good advice is
to be found throughout the article for practitioners involved with the design and
implementation of CSCW systems.

Lee [124] presents a system and an approach designed to support group de-
cision making, focussing upon representation of the task-derived components of
decision-making processes. In particular, the alternatives are represented explic-
itly, as are the goalsto be satisfied, and the arguments * eval uating the alternatives
with respect to these goals.”

ZOG and KMS: Shared, distributed hyper media systemsdesigned for collab-
orativework. KMS[3] [203] was developed over the 1970's at Carnegie Mel-
lon University, and then commercialized by Knowledge Systems, Inc. A version
found application on board the USS Carl Vinson for a variety of tasks. KMS was
designed “to help organizations manage their knowledge,” and features organi-
zation wide support for collaboration in a broad range of areas, including elec-
tronic publishing, on-linedocumentation, project management, software engineer-
ing, computer aided instruction, electronic mail and issue analysis. Screen-sized
WY SIWY G workspaces called ‘frames contain text, graphics and image items,
and can be linked to other frames or used to invoke programs. Links are unidirec-
tional, and destinations are entire frames, which are viewed one a atime.

16This approach is subsumed by the ‘symbioctic interface’ proposed by Booth and Gentle-
man [29].
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Thereisno mode boundary between navigating and editing, which isto say that
there is no system-imposed distinction between reader and writer. These role cat-
egories areimplicitly conventionalized in the KM S user community, and much of
KMS'sfunctionality depends upon convention. For instance, rather than providea
separate system-level representation for annotations, these are ordinary links dis-
tinguished only by acharacter prefix provided by the annotator and conventionally
understood by the user community as identifying an annotation. Certain function-
ality within the system depends upon convention as well; electronic mail service,
for instance, depends upon access to shared frames which function as user mail-
boxes. The designersof KM S havein thisway relied upon convention to augment
their rather minimal user-interface. See Table 3.5 for asummary.

Deliverable Document organization
Task/Data Domain || General info. manipulation
Scope Versioning and maintenance

Target Media Conventional graphic display
Flesh and Blood || Not explicit
Style Local convention
Models Not explicit
Role Relationships || Implicit, conventionalized
Heterogeneity Seamless
Spaces Dynamic shared information

Table 3.5: KMS.

Time-multiplexing of screen real-estate via quick responsetimeisused in fa-
vor of multiple-window ‘ space multiplexing.’*” Adhering again to a minimalist
principle, KM S does not provide a separate mechanism in support of user naviga-

1"Discussionswith Kelly Booth have led me to believe that although increases are still possible
in both time and space multiplexing as described above, growth will be more bounded in the space
than in the time domains.
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tion; there are no ‘overview maps or other devices to help orient the user in un-
familiar parts of the information space. Instead, the designers claim to have been
vindicated in their belief that fast response —which enables low cost exploration
and backtracking—is enough to avoid getting irreparably lost.

KMS is also notable for its approach to access control. The system supports
shared accessto asinglelogical but physically distributed database. Sincethebasic
unit of information is a frame and is thus limited to what can fit in a screenful,
any large database will be composed of alarge number of frames; this number is
generally much larger than the number of users of the database. The designers of
KMS use this observation to point out that access conflicts will be rare, and that
conventionscan onceagain berelied uponto evolvewhichwill serveto circumvent
those collisions which might occur.

Access privileges are established on aframe-by-framebasis by the creators of
frames. Once again, it is convention, rather than embedded functionality, which
governs access to information under KMS.

A guiding force in the design of KMS was the desire to permit paper rendi-
tions of KMS documents. This is achieved by hybridizing markup notation into
the WY SIWY G frame displays. This, along with the design intention to support
individual aswell ascollaborativework, contributesto the seaml essness of the sys-
tem.

Shared Workspaces Themain thrust of systems under thisrubricisthe creation
of collaborative working environments that promote the illusion of ‘mutual situ-
atedness.” Although collaborators may be in physically separated environments,
they work in a space which is shared, in the sense that they can refer to objectsin
that space, relying upon mutual awareness of the terms of the referral aswell as of
the referent (cf. deixis). Many strategies have been adopted to this end.

SaraBly and other Xerox researchers have explored a variety of shared work-



68

gpaces. Aninteresting experiment was conducted involving the interconnection of
the Portland, Oregon and the Palo Alto |aboratorieswith anetwork of video, audio
and computing technologies called Media Space [153]. Similar experiments were
conducted, connecting the Palo Alto labs with Xerox labsin the United Kingdom.

Other work at Xerox has focussed on shared drawing surfaces [28]. Further
experiments [135] explored the three-way sharing of the drawing surface.

TeamWorkStation[99] [100] isadesktop, real-timesystem advancing ashared
workspace in theform of asharable computer screen for concurrent pointing, writ-
ing and drawing, as well as live video and audio links for face-to-face conversa-
tion. The creators of TeamWorkStation emphasize its ‘ seamless operation: since
the shared screen isvideo-generated, theindividual participants can continueto use
the toolswith which they are already familiar, including the still ubiquitous pencil
and paper. Although the system is currently implemented on Macintosh comput-
ers, this same factor will permit interoperability between heterogeneous comput-
ers. Thetechnology isused hereto facilitate remote interaction, and every attempt
is made to avoid interfering with existing work habits.

Distributed Knowledge Worker (DKW) [96] was devel oped at theIBM Canada
Lab in recognition of the importance of meetings to the operation of businesses
today, and with the awareness that face-to-face settings are not always possible
for these meetings. Addressing the issues surrounding remote, real-time meet-
ings, DKW isaminimal support system, providing the means with which to har-
ness available bandwidth rather than imposing a structure on the meeting itself:
the *meeting facilitator’ component of the system managesrather than controlsthe
meeting. DKW supports multiple meetings, in which ashared information spaceis
also ashared presentation space (i.e., WY SIWIS) in theform of whiteboard, multi-
user text editor, video, file transfer and text chat functions, not al of which are
completely implemented. The set of on-going meetings is a conference. A ‘min-
uteslog’ isautomatically augmented with information about meeting starting and
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ending times, times of membersjoining and |eaving a meeting, information saved
on the whiteboard, and information on files that were transferred.

3.7 Structured Documents. Content from Form

Some document preparation systems (e.g., Scribe [165] and LaTeX [121]) have
made the important distinction between content and form, between what is pre-

sented and how it is presented. Such systems make possible the separation of the
specification of the contentsof apresentati on from the specification of how it should
look, and though little advantage has been taken thus far of the potentia repre-

sented by this separation, the ramifications are beginning to be well understood.

Thismethodol ogical separation of content from form prefiguresthefurther sep-
aration of intent advocated aspart of thisthesis. Inthe sameway that the structured
document paradigm makes possible new waysfor browserstointeract with the pre-
sentation space, theintent-based paradigm enablesnew waysfor readersto interact
with the information space.

Efforts continue to build automatic interface and application generators [149]
[148], where the form of the interface need not be decided in advance by the ap-
plication designer. Relational datamodelslikewise separate |ow-level disk storage
issuesfromhigher, user-level interpretationsof meaning [49] [41]. And, of course,
the evolution of high-level programming languages has led to increasing abstrac-
tion; programmers need know less and less of the underlying machine constructs
and can focus instead upon concepts defined at the task level. The leading edge
of thistrend is to be found in the object-oriented programming paradigm, where
system behavior emerges from the interaction of self-contained objects created by
a programmer to be isomorphic to conceptsin the task domain.

Even s0, the structured document paradigm [ 7] strays only little from the con-
ventional, traditional notion of authoring (see Section 1.1) in that it isusually the
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author himself who decides the content of the eventual presentation. A brief re-
view of the literature pertaining to structured documents appears in this section.

Reid [166] offers what he calls “ observations about systems employing struc-
tured documents® [p108]:

¢ Structured documentscontain moreinformationthan just thetext or graphics
itself. That information is usually called “the structure.”

e Most structured documents must be processed or compiled or formatted into
some concrete form before they can be printed or displayed.

e The compilation process discards information: the same structured docu-
ment can be processed into several different concrete documents.

Newcomb [146, p67] offers a definition:

Structured documents are so named because the hierarchica and sequential
structure of the various kinds of information they contain is made explicit by
identifying tags. Each tag associatesa*“genericidentifier”— the name of the
kind of thing being tagged (e.g., “ subsection”) — with the data surrounded
by astart tag and end tag of the same generic identifier.

The familiar (in academic circles) LaTeX [121] document formatter (built as
a macro package for the TeX type-setting system [112]) is in this spirit, as was
Scribe [165], its acknowledged predessor. The “structure” and other information
added to create astructured document is sometimesreferredto asits“ markup” and
the dial ects used to convey thisinformation have been called “ markup languages.”
Standard Generalized Markup Language (SGML) is perhaps the best known, with
itsvariant Hypertext Markup Language (HTML), currently in wide use for the au-
thoring of documents on the World Wide Web (WWW) (see Section 3.9).'* Such

18SGML (1SO 8879-1986) has been adopted by many of the world’s largest publishers and by
many governments, including the US and the EC.
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documentsgenerally leaverendering decisionsto arun-timebrowser program such
as the popular Netscape and Mosaic products, which are graphical browsers that
try to provide afull color high-resolution layout for HTML files, or Lynx, atext-
only browser.

Reid [166, p107] nicely sets out the problemsin store for intent-based authors
when he points out (the emphasisis mine):

Thereisusually aseparationintimeor space between the creator of thedocu-
ment and the user of thedocument. Thedifficulty in communicating and stor-
ing structured documents comes from the need to make sure that the reader
will interpret the structure in the way that the writer intended.

...to make sure that there is enough informati on included with the document
that equiva ent bindings can be made by the reader, to produce a printed or
displayed unstructured document that properly resembles what thewriter in-
tended.

But then he goes on to conclude that these problems are unsolvable:

The problem of communicating structured documentsis fundamentally un-
solvable; it isamost unsolvableby definition. Thisis because the only way
to be certain that the structure will not be misinterpreted, that the binding de-
cisionswill be made properly, isto make all of the binding decisionsand re-
move the structure from the document. Thisreduces the problem to onethat
is quite solvable, namely the communication of an unstructured document,
but a'so that is not nearly as useful.

Reid appears not to have considered the application of automated intelligence
to supply the missing information. The intent-based approach advocated in this
thesisisactually twofold: the author suppliesan intent as an extension to the struc-
turereferredtoin the structured document paradigm, and auser model! isconsulted
at runtime by anintelligent browser that supplieswhat Reid thinks of as the miss-
ing rendering information.
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What Reid takes as aweakness of the structured document paradigm may well
be one of itsgreatest strengths. Thelate-binding referred to by Reid iswhat makes
possible the user-tailored presentation of the author’s intention. That the receiv-
ing station, the presentation system, may be ill-equipped to cope with the task at
hand is something computational systemswill have to deal with; human interlocu-
tors have been misunderstanding each other since before they even developed lan-
guage, or speech, yet enough effective communication has taken place to permit
the development of human civilization.

3.8 Hypertext and Hypermedia

Hypermedia provides one solution to the problem with traditional authoring iden-
tified in this thesis, of being unable to tailor presentations to individual users at
run-time. In hypermedia systems, the viewer completes the job of the author by
selecting and ordering the information to be viewed through the process of nav-
igating at run-time the links established by the author. But this only pushes the
problem from one person (the author) to another person (the viewer) and it dra-
matically increases the demands on the author who must provide the explicit nav-
igation cues. Reducing the amount of human effort required from the author and
viewer is still a significant problem with current approaches to video authoring.
These effects can be mitigated by the intent-based authoring approach advocated
in this dissertation.

A hypertext document or hypertext isacollection of distinct nodes of informa-
tion connected via a network of links. When nodes contain information of differ-
ent types, such as graphical, auditory or video sequences, the term hypermedia is
often applied to the network. Innumerable variations exist on the kinds of links
employed, and the way they are activated. The links both impose a structure on
the document, and permit run-time determination of the order in which a reader
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accesses the information.

Most irksome of major problems with the hypertext approach that will not di-
minish with mere technological advance isthe ‘lost in space’ problem: in such a
huge information space, it iseasy to get o, or sidetracked. A promising solution
to this problemis the application of user modelling to hypertext systems.

“Hypertext” isaterm coined by Nelson in 1965 [145] and coversawide range
of concepts, many of which had their inception in the vision of the memex by Van-
nevar Bush [33, p190].

Bush's vision went further, and were it not for technological limitations of his
time, he would have tried to build hypertext systems very much along the lineswe
see today.'®

The idea of modelling the user of such systems appears in Bush's writing, as
well asin Alan Kay’s vision of the Dynabook [110]. Negroponte's [142] musings
are also easy to interpret in the context of user-modelling:

Imagine amachinethat can follow your design methodol ogy and at the same
time discern and assimilate your conversationa idiosyncrasies. This same
machine, after observing your behaviour, could build a predictive model of
your conversational performance. Such a machine could then reinforce the
dialogue by using the predictive model to respond to you in a manner that is
in rhythm with your persona behaviour and conversational idiosyncrasies.

These and other hyper-X concepts appear in many of the systems reviewed in
this chapter; some of these were described under multimedia, othersunder CSCW
topic headings. This choice was based in each case upon the original design in-
tention. Thus, FRESS, EDS, Intermedia and InterNote, —which were not explic-
itly designed to support collaboration— appear under multimedia, while ZOG and

19See “Memex Revisited,” in Science is not Enough, 1967, as well as the original Memex
article, “As We may Think,” The Atlantic Monthly, vol. 176, July 1945, pages 101-108,
reprinted in [87, p17-34] and available at publication time on the World Wide Web at URL
htt p: // ww. csi . uot t awa. ca/ dduchi er/ m sc/ vbush/ as- we- may- t hi nk. ht ni .
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KMS are described under CSCW.*°

The rest of this section reviews several hypertext systems conspicuous in the
history and the literature of thefield.

Xanadu [147, p33] isthe embodiment of Nelson'svision of afuturein which
a single hypertext system provides access to all of the world’s literature.! The
Xanadu model permits access to any part of any document from any document.
Nothing isever deleted in Xanadu, so that linksto specific versions of adocument
are guaranteed to persist.?? Copyright protection will be supported in commercial
versions of the system [51].

NL Swas devel oped by Engelbart in the nineteen-sixties, asthefirst (computa-
tional) hypertext-like system, and was highly successful within the research envi-
ronment at SRI. It provided the impetus toward interactive computing that drove
much of the research for the next two decades [147, p32].

The Symbolics Document Examiner is considered the first ‘real-world’ hy-
pertext system [147, p38]. It servesasthe on-lineinterfaceto the extensive on-line
documentation for the Symbolics system. It is of note to this survey becauseit is
representative of systems which enforce a modal boundary between authors and
readers, and it does so in the most direct fashion: Documents are authored with
a separate application called Concordia. This strategy is at the extreme opposite
end of the spectrum from systemslike Intermedia, which do their best to blur these
boundaries.

The most notable difference between the features provided to users of Docu-
ment Examiner, the reading tool and Concordia, the writing tool, isthe link mech-
anism. While readersarelimited to uni-directional links, authorsin the Symbolics

20 nteresting observations on how to make hypermedia systems more user friendly are to be
foundin [77], [133], and [206].

2 partsof thevision areimplemented and are avail able commercially from the X anadu Operating
Company.

22Thisfeature is relevant to the notion of ‘thickness discussed elsewhere in this document, as
well asto issues of literary criticism and deconstructionism.
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environment are provided with links that are bi-directional. The designers of the
system felt that authors needed to know the possible paths readers might take to ar-
riveat anodein order to provide auseful “rhetoric of arrival” [147, p167]. A user
of Document Examiner can not make changes to the underlying hypertext docu-
ment, though he can save sets of pointersto nodes called bookmarks.

The popular Hyper Card system shipped free by the Apple Corporation with
all Macintosh computers permits both authoring and browsing of hypertexts, but
distinguishes these uses via a user-level mechanism. The system operatesin vari-
ous modes: browse-only, authoring, and programming [9].

A likely reason for the fertility of the area of hypertext is the syncretic, inter-
disciplinary backdrop against which thework hastaken place: computer scientists,
management information specialists, sociologists, anthropologists, artists, educa-
tors, mathematicians and other groups have all contributed to the development of
concepts and implementations in hypertext.

3.9 Puttingit all Together: Cyber space?

There ismuch talk today about cyberspace, the semi-mythical electronic environ-
ment in which we and our computational surrogates will one day meet to work,
play, and think. Networks spring up every day now, and everyoneis anxiousto be
connected. Why all the sudden interest?

Conklin[51, p454] cautions against the easy answer that recently empowering
technology has made these visions of the near future more realistic. He suggests
that there has been a gradually growing awareness of the potential benefits of hy-
pertext, and that where the computer industry showed no interest twenty years ago
in demonstration systems running on state of the art, dedicated hardware, experts
today fawn over the potential of a basic home computer connected to the network.
Social changes are at the heart of the information revolution, and it will be further
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such changes at the individual and collective level that will fuel continued “elec-
tronification” of information and practice.

The rapid acceptance of the global network makes it the ideal carrier for the
intent-based authoring and presentation paradigm. The World Wide Web com-
binesunified access to the different kinds of information on the Internet, with elec-
tronic publishing in Hypertext Markup Language (HTML), a format for which
browser client programs exist on all major computer platforms, from laptop to
mainframe. It is anew and continually evolving publishing medium that allows
reading and writing and interlinking of documentsirrespective of topic or geogra-
phy, but with the overwhelming size of theinformation space come difficult search
and retrieval problems.

Nelson's vision of a literary hypertext network spanning the globe is rapidly
becoming reality, but what formwill it take? How will familiar notions carry over
from the paper and pencil documentation preparation tradition? The answers to
these questions spell out the futurefor the intent-based authoring paradigm, where
therole of the author is completely redefined. Who owns the copyright on a docu-
ment rendered by a browser based upon a run-time model of the reader, where the
only contribution of the “author” is an intent?*®

David Sewell of Rochester University’s English Department writes [184]:

The traditional view of an “author” as a single autonomous agent, the sole
intentional creator of awork, isaproduct of the age of the codex book, when

writingwasboth material and unalterable. But theelectronicmedium...." denies
the fixity of thetext, and...questionsthe authority of the author...”

Curiously, though, el ectronic communication has tended to hang on tena-
cioudly to the single, identifiable author: on-linejournal s have conventional
tables of contentsand author attributions, nearly all e-mail and news-posting
systems identify message senders, and on networks like Usenet the elabo-
rate”.sig” or signature appended to on€e’s postingshas become away of tran-
scending the uniformity of the medium...

Z Authorsin the intent-based authoring paradigm can contribute content, but they are required
only to contributeintent.
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Despite the network’s potential to allow anonymous collaboration, it israre
for even experimental network art and participatory projects to be anony-
mous...

Those of usactually taking part in the on-going ‘ el ectronification’ of the global
information space surely recognize the veracity of Sewell’s observations. How
many of uswould bewilling under the existing socia structuresto devote our time
and energy to producing anonymous documents that can be borrowed, modified
and claimed by others? Lamenting the death of the author [18] was obvioudy pre-
mature.

The message for systems developers of the near future is that support is still
required for version control, access control, copyright control. Control is the op-
erative word; if the author isdead, his ghost still wants the rights to his work.
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Scenario: Information Gathering

This scenario considers how the implementation described in Chapter 6 functions
in the context of the UBC Department of Computer Science Hyperbrochure, an
actual application under development in conjunction with thisthes's.

I nfor mation Gathering

John, a prospective graduate student, startsup Valhalaafter sgningonasguest .
The user model window pops up with the systents a priori hypotheses about John.
Snce usage of the guest account carries little information beyond the reasonable
assumption that the user isnot a current member of the department, some default
hypotheses are based upon the knowl edge that theterminal Johnisusing islocated
inafaculty office, and that the departmental on-linecalendar listsafaculty recruit-
ing seminar that day. These coincidences conspireto produce the fal se assumption
that John is a prospective faculty member.

If John notices by looking at the user model window that Valhalla thinks heis
a prospective faculty member, he may correct this false assumption at this point
by clicking on the button that represents that he is prospective student. John can
interact with the user model window immediately, or he may wait until after press-
ing the show button and perhaps wondering why the presentation is not meeting
hisneedsasa prospective student. In either case, after correcting thesystem'smis-
conception, heis presented with a brief introduction to the department by its head,
and then with a number of clips designed to motivate and increase his interest in
the department. Valhalla makes numerous assumptions here about the interests of
students and instantiates these goals with footage about sports facilities on cam-
pus, regular social eventsin the department, and a brief overview of research ac-
tivities. John’'s hypothesized age, which is influenced by whether he is a student
or faculty member, has an influence upon whether the system assumes heissingle
or married, which in turn influences content selection. John lets the presentation
play to conclusion and logs oui.

Mary, a prospective faculty member, signs on at the same terminal, also as
guest, and consults Valhalla. This time, the a priori assumptions are more rele-
vant. (Mary is, in fact, the visiting faculty scheduled for that day.) Mary sees the
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introduction, and then an overview of each of the laboratories in the department.
Shereplaystheclip of the Laboratory for Computational Intelligence (LCI) several
times; this usage information is passed on by Valhallas interface to the reasoner,
which infersthat Mary ismore interested in Al research than other activitiesin the
department (although there could be other explanations). Mary asks for another
presentation (either before or after the current one runsto completion) and isthen
presented with more detailed footage about the LCI, aswell aswith interviewswith
key Al researchersin the department. This second presentation is shortened to ac-
comodate Mary’soptimal viewing time, asrepresented in the systents model of her.

Both John’'sand Mary's presentations include clips about the Vancouver area,
becauseit isconsidered by many to be very attractive. Thiskind of information can
even be acquired automatically, by noticing, for instance, that out-of-town users
tendto linger over scenic shotsin thevideo presentations much morethan dolocals
(who can just look out the window).?* Had they been assumed by Valhallato be
current, rather than prospective member s of the department, Johnand Mary would
not have been presented with this extra information. On the other hand, a user
accessing Vahalla over the Internet might receive a presentation with even more
emphasis on the local geography, on the assumption that they had never before
been to Vancouver.

24] e, theapriori probabilitiesof assumables can be upgraded according to well-knownlearning
algorithms[201].



Chapter 4

Formal Background

This chapter providesbackground material upon which the contribution of thisdis-
sertation is based.

The subject of symbolic logic and default reasoning is introduced first, and
then a particular formalism for hypothetical reasoning is pursued in Section 4.1.1,
whichisthe basis from which the formalism of thisthesisaswell as the prototype
implementation are later built.

Decision theory has been advanced as anormativetool for design under uncer-
tainty. Itisbriefly reviewed in Section 4.2. Decision theoretic approachesinvolve
averaging over some or al models of the world to produce a“compromise” design
that maximizes expected utility.

Speech Act Theory isintroduced in Section 4.3.

4.1 Symbolic Logic and Default Reasoning

Symbolic logic was intended originally as alanguage for unambiguously describ-
ing mathematical entities, but with recent technological developments has come
agrowing interest in the use of logical systems for reasoning as well as for rep-
resentation. Given a set of axioms or formulae which are true, alogic is a set of

80
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syntactic rules for deriving new statements from existing statements. Statements
that conform to the syntactic rules of the language are called well formed formulae
or wifs.

First-order logic is both a language for expressing knowledge and a means by
which further statements can be derived. Assuming that the available knowledge
is complete, consistent and monotonic, the derived statements can be regarded as
true.

Completeness with respect to a particular domain is the property that all facts
needed to solve the problem at hand are present in the system or derivable from
those that are. Consistency is the property that all the axioms are true and cannot
lead to contradictions. The property of monotonicity holds when the addition of
new facts is guaranteed not to lead to contradictions; the size of the knowledge
base in terms of the number of statementsin it can only grow.

Non-monotonic reasoning systems are those which are designed to solve prob-
lems and manipulate representations in which one or more of these properties do
not necessarily hold. The inferences made in such systems are said to be defea-
sible, because new information (observations about the world or environment, for
example) may invalidate earlier conclusions, which may inturn haveto beretracted.
Research inthefield of non-monotoni c reasoning sometimesgoes under therubrics
“default reasoning” or “hypothetical reasoning,” and is broadly characterized by
the common goal of achieving reasoning behavior in closer correspondence with
intuition.

Numerous formal approaches have been developed in support of making in-
ferences in the absence of complete and reliable information (see, for instance,
Brewka [32], Konolige [117], Geffner [81], Reiter [167], Etherington [67] and
Kautz [109]). The contribution in thisthesisis built upon the Theorist formalism
developed by Poole [159].
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4.1.1 Default—Programmingwith Theorist

To make the following presentation more precise, the ssmple hypothetical reason-
ing framework of Theorist [162] is used.

“Vanilla’ Theorist isdefined intermsof /', aset of closed formulag, called the
“facts’, and H, aset of (possibly open) formulae called * possible hypotheses,” or
assumables. The following definitions are relevant:

Definition 1 (Scenario) A scenariois F' U D where D isa set of ground
instances of elements of H such that /” U D is consistent.

Definition 2 (Explanation) If g isa closed formula, an explanation of g is
a scenario that implies g. Such a ¢ is referred to here as an explanandum
(the plural being, of course, explananda).

Definition 3 (Extension) an extension isthe set of logical consequences of
a maximal (with respect to set inclusion) scenario.
There’smorethan oneway to use ahypothetical reasoning formalism. It can be
used at least for predictionand for abduction,' oftenin asingledomain or problem.
Theoristisparticularly of interest because the sameformal definition allowsfor
both default and abductive reasoning [159]. It is also implemented; the examples
provided in thisthesis have been tested on a running version of the program.
These different uses of Theorist can be characterized along two dimensions:

e Statusof Explananda, and

e Status of Assumptions

These two dimensions are the rows and columns, respectively, of Table 4.1,
which isreferred to henceforth as the Domain-Formulation Grid, reflecting itsin-
tended use as an aid in the formulation of problems and domainsfor Theorist and
other formalismsfor hypothetical reasoning.

1 The Encyclopaedia of Philosophy defines abduction as: “C.S. Peirce's name for the type of
reasoning that yields from a given set of facts an explanatory hypothesis for them” [64, p5-57].
Theterm “abduction” is used throughout thisthesisin the formal sense of Csinger and Poole [61],
which is consistent with Peirce’s treatment; refer to Section 5.4 for details.
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Statusof Explananda

Thefirst dimension concerns whether the explanandum isknown or not. Thisdis-
tinction corresponds to a choice between the following:

Abduction: The system regardsthe explanandum (the observation of theworld or
the design objective) as given, and needs to find an explanation for it. The
ideaisto find assumptionsthat imply the goal. We consider all explanations
of the goal as possible descriptions of the world.

Prediction: The system does not know if the explanandum is true, and the idea
isto determinewhat can be predicted from the facts (the general knowledge
and the observation or design objective).

Theissueiswhether the explanandumisknownto betrueor whether itissome-
thing that has to be determined. For instance, if a reasoning agent knows (or has
asdefaults) that « — b and that «, the agent can predict b from its knowledge. An-
other agent who also knows that « — b, as well as b, might be able to assume in
the absence of contradictory evidence that «. The first agent is using prediction,
while the second agent is using abduction.

Oneinteresting difference between abduction and predictionisin therelevance
of counter-arguments. For instance, when predicting g, it isimportant to know if
—¢ can also be explained. In abduction, however, an explanation of —¢ isirrele-
vant [159].

Statusof Assumptions
Along the other dimension we can distinguish between the two types of tasks:

Design tasks[74] arethoseinwhich the system can choose any hypothesesit wants.
For example, a system can choose the components of the design in order to



Explanandum
Known Unknown
Abduction | Prediction

Design

Who User

Recognition
Nature

Table 4.1: Domain—Formulation

fulfill its design objective, or choose utterances to make in order to achieve
adiscourse goal.

A consistency check is used to rule out impossible designs. All other sets of
components that fulfill the goal are possible, and the system can choose the
“best design” to suit its goal.

Design can be done abductively to try to hypothesize components in order
to imply adesign goal [74]. Alternatively, design can be done predictively
to derive adesign from goals and any hypotheses we care to choose.

Recognition tasks are those in which the underlying reality is unknown, and all
we can do isto guess at it based on the observations we make about it. This
definition includes diagnosis, scene recognition and plan recognition.

Recognition can also be performed abductively or predictively [160]. In an
abductiveframework, each explanationisapossi ble description of theworld,
while the digunction of all explanations is the description of the world. In
the predictiveframework, an appealing strategy isto predict something only
if it isexplained from the observations even when an adversary chooses the
hypotheses [159], which corresponds to membership in al extensions.
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This distinction turns on whether the system is free to choose any hypothesis
that it wants or whether it must try to “guess’ some hypothesisthat “nature” or an
adversary has aready chosen.

For example, agents who know only that there isto be a meeting on the hour,
sometime between 09:00 and 12:30, but not at 10:00, are ableto makeonly digunc-
tive statements about when it will take place; they recognize that the meeting is at
09:00 or 11:00 or 12:00. In contrast, the agent organizing (designing) the meeting
is freeto pick any time that is consistent with its own knowledge. The planning
agent isfree to choose that the meeting will take place at 11:00.

Note that these frameworks are different ways to use the same formal system
for different purposes. In order to use the system, we have to choose one way to
implement our domain.

In general, there are not enough constraintsin adomain to uniquely determine
the approach that the reasoning system should take in formalizing its characteris-
tics[160]. The ‘causality’ in the domain does not uniquely constrain its default-
reasoning axiomatization.

These choices are succinctly represented by the number of ways of situating
the problem into the domain-formulation grid of Table 4.1.2

4.1.2 Summary and Conclusions

Formalisms for hypothetical reasoning can be used abductively or predictively.
Theorist is one such formalism.

Finding enough constraintsin adomain to uniquely defineits default axiomati-
zation is not usually possible. Default implementations can be classified along (at
least) two dimensions: the assumption and explananda status dimensions, which
we haverepresented asthe rowsand columnsof the domain—formulationgrid shown

2The grid merely summarizes some of the different possible uses of the hypothetical reasoning
formalism; different problems/domainsfall into different boxes, corresponding to different uses of
the reasoning system.
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in Table 4.1. The domain formulation task can be superficially regarded as one of
finding how the domain fitsinto the grid’s representation framework.

4.2 Decision Making Under Uncertainty

Making decisionsin the absence of a complete description of the world is a com-
plicated task. Many arguments have been advanced to support the popular claim
that decision theory yields optimal results (see, for instance, Savage [179]).

4.2.1 Bayesan Decision Theory

Various models of decision making under uncertainty have been proposed with the
goal of attaining an optimal decision, all of which embody the notion of maximiz-
ing expected utility over a probability distribution of states of theworld. Decision
theory offersakind of normative standard for decision making under uncertainty,
and has been applied to design tasks under uncertainty. Some of thisliterature (see
Cheeseman [40] for adiscussion) arguesthat the best design is the one that results
from averaging over al possible models; it will be argued in Section 5.7.1 that
classical decision theory is not the right approach for the intent-based authoring
paradigm being advanced in thisthesis.

Onemodel [179] consists of aset S of possible states of the world, aset O of
possible observations, and a set (2; of decision aternatives. A conditional proba-
bility distribution P(o|s) describes how likely it is to observe o when the state of
the world is s, and a prior probability distribution P(s) describes how likely the
world isto bein state s. The utility function x(d, s) represents the reward to the
decision maker for selecting decision d € 2, whentheworldisinstates € S. The
genera problem isto decide on a mapping from O to €2,; which dictates the action
to take for each observation; such a mapping isusually referred to as apolicy.

The expected utility £s induced by the policy 6 : O — €, isdefined by
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Bs= Y ulb(0)s)P(ofs)P(s)

s€S,0€0

The principleof maximizng expected utility statesthat arational decision maker
chooses the policy ¢’ that satisfies

Esi = maxsE;

wherethemaximizationisover all possiblepolicies. The quantity max;s 5 iscaled
the optimal expected value of the decision problem.

422 Example

A smple example follows. Let S = {rain,~rain}, O = {wet, ~wet}. The
conditional probability distribution P(O|5') and the prior probability of S are em-
pirically measurable, but assume here that they are as follows:

wet | dry

ran 08 ] 0.2
norain| 0.1 | 0.9

Because we are in Vancouver, P(rain) = 0.9.
Utilitiesmight be as follows:
ran | noran

take umbrella 0 -10
don't take umbrella | -100 0

The problem is to decide whether or not to bring the umbrella given the obser-
vations. There are four possible policies:
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d1(wet) =take, 6(dry) = —take (4.2)
dr(wet) = —take, §y(dry) = take
ds(wet) =take, §(dry) = take
de(wet) = —take, dy(dry) = —take
Es, = p(di(wet),rain) * P(wet|rain) « P(rain) + (4.2)

(81 (dry), rain) x P(dry|rain) + P(rain) +
u(8: (wet), ~rain) * P(wet|~rain) * P(=rain) +
(81 (dry), ~rain) * P(dry|~rain) + P(~rain)
= &lI8.1

Es, = u(8s(wet), rain) + Plwet|rain) * P(rain) + (4.3)
p(Sa(dry), rain) x P(dry|rain) + P(rain) +
1(82(wet), —rain) * P(wet|~rain) * P(=rain) +
u(Sa(dry), ~rain) * P(dry|~rain) + P(~rain)
= 72,9

Similarly, Es, = <1.0and E5, = <90. Wewould choose policy 4; over policy
9, because Es, > Fs,, which correspondsto our intuitions.

Interestingly, the decision maker prefers, under the given utilities and proba-
bility distributions, the policy 5 of always taking the umbrella regardless of the
observation; no observation can improve his outcome. This is because these util-
ities reflect a strong aversion to getting wet, and only a small nuisance factor for
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being unnecessarily encumbered with an umbrellaon asunny day. A different util-
ity function would, of course, yield different decisions.

The lesson hereisthat it is often difficult to operationalize our intuitions with
meaningful utility values.

4.2.3 Decision Analysis

The preceding formalization has considerabl e representational power, but at con-
siderable computational cost for real-world problems. It can be used to select an
optimal sequence of actions (apolicy) from many possible sequences (policies). It
takes the position that one cannot anticipate future observations, and must there-
foredecide what to do by averaging over possiblefuture observations. Such power
is not always required.

If the observables or some subset thereof were available to the decision maker
before a policy needed to be formed, then using the available information could
reduce computational requirements.

We can write an expected utility expression that refersnot to apolicy, but to an
action (o) in the presence of observation o:

E(d(0)) = ZS:M@(O)IS)P(S)

Elements of decision theory are used in thisdissertation for the sensitivity anal-
ysis described in Section 5.5.

4.3 Speech Acts

Speech act theory [182] [14] distinguishes different categories of communicative
acts. Searle [181] divided speech acts into five general classes, from which dif-
ferent hierarchies have been developed (see, for instance, Bach and Harnish [15]).
Searle identified:
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1. Representatives. actsthat make astatement about theworld, and can bejudged
to have atruth value (e.g., inform, boast, deny...)

2. Directives: actsthat involveinfluencing another agent’sintentions or behav-
ior (e.g., request, beg, suggest, command...)

3. Commissives. acts that commit the speaker to some intention or behavior
(eg., promise...)

4. Expressives: actsthat expressthe speaker’sattitude toward something (e.g.,
apologize...)

5. Declaratives. actsthat explicitly involvelanguage as part of their execution
(e.g., quit, fire, marry...)

The authorial intentionsreferred to in thisthesis are generally of thefirst type,
but it is not hard to see how a system like the one described in thisthesis could be
used to encode communicative goals and perform communicative acts from other
categoriesin Searle's hierarchy.

Interesting work has been done to extend speech act theory to other modali-
ties (e.g., Novitz [152] gives convincing arguments for the ability of picturesto
accomplish the equivalent of illocutionary acts) and multimodal presentation sys-
tems have made use of thiswork [5] [10] [11].

The notion of communicativeintent espoused inthisthesisissimilar to any one
of many alternative formulations of the speech act. In particular, theillocutionary
act corresponds quite well with authorial intent: the understanding that the author
istryingto convey. An utteranceissaid to be successful or felicitouswhenit results
in the appropriate, intended perlocutionary act, or effect. When the hearer of an
utteranceisconvinced wherethe speaker’ sintention wasto convince, the utterance
isfelicitous.
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Humans make many assumptions about their interlocutorswhile communicat-
ing with each other, and this assumption-making strategy has mapped well onto
some formalisms for default reasoning [56]. When these assumptions are incor-
rect, they can lead to perlocutionary failure and an infelicitous utterance.

Much of the speech act literature refers to attempts at defining a meaningful
taxonomy of these actsinto requests, statements, indirect, direct, and so on. More
recent work in automatic presentation [5] consider the generation of documentsas
a sequence of speech acts to achieve a more complex communicative goal. Some
of these recent studies have also widened the scope of the inquiry to include non-
linguistic “utterances’ like graphics. Operationalization of Rhetorical Structure
Theory by Moore and Paris[138] is another effort to build taxonomies that might
prove useful in automatic generation systems [139], and André [6] has extended
and adapted RST theory to suit the planning of multimodal presentations.

The approach described in thisdissertation isinsensitive to the detail s of a par-
ticular theory of speech acts, but isinformed by these on-going effortsto structure
communicative acts from underlying speech act components; see Section 5.3.



Part |||

Contribution

92



93

Scenario: Back to School

Steve and Peter are both considering going to grad school, and both of them are
using a future, enhanced version of Valhalla, the application which is described
in thisthess, to help them make their decision. Asthey are distinct individuals—
and they are very different individual s—the system supportsthemin different ways.
Theintent of thisscenario isnot to imply that users can be characterized to any de-
gree by their .newsrcfiles, or more generally, by their newsreading habits, but that
even in such data is potentially useful —and potentially abusable— information.

Steve goes back to school

“ Now that my coop program is finished, let's see what grad school has to offer!”

Seve relishes the idea of pursuing some of the questions his recent experiences
have raised, and wants a new intellectual challenge. He glances at his watch.
“ Just enough time before that lecture on database theory. Great!” He logs into
amachine on the University of British Columbia’s computer network, startsup his
favorite web browser, and asks to receive a presentation from Valhalla, the auto-
mated on-line departmental hyperbrochure.

Because Steve is signed on to a departmental machine with an account that
identifieshimasavisitor of Kellogg Booth, a professor in the department, Valhalla
reasonsthat Steveisavisiting researcher in afield related to computer graphicsor
human-computer interaction, since these are the principal interests of his hosting
professor.

Steve watches the departmental introduction by its head, and pays attention to
several clips on human- computer interaction before skipping over the next few
clips on computer graphics research within the department. Valhalla re-designs
the presentation to emphasize human- computer interaction research, but Steve
grows restive and clicks on a button that reveals elements of the user model upon
which Valhalla is predicating its designs. “ Ah,” breathes Steve, “ It thinksI'm a
visitor.”

Seveisdrivento look at the display of the user model because he can’t under-
stand why Valhalla is showing him so much material on graphics and HCI, when
in fact his interests lie in applied physics and numerical analysis. He sees from
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the model display that Valhalla thinks he isa visiting researcher, and ssmply clicks
on a radio button to inform the system that he is an undergraduate student. The
system recal culates the best model and designs a new presentation that includes
an overview of sporting and social events on campus.

Peter goes back to school

“I"'mtired of my job”, thought Peter; “ 1 hate my boss, my life is going nowhere.
Hmmm. | may as well go back to grad school.”

Snce it’s the mid-nineties, the most effective way to find up-to-date informa-
tion on anything isto surf the net, and Peter fires up his favorite browser. Peter’s
browser incorporates the latest version of a user-modelling add-on developed at
the University of British Columbia, It knows quite a bit about Peter and isableto
tailor interaction to suit him. A variety of university names appear on the moni-
tor, but of the thousands of educational institutions offering post-graduate studies,
only those appear which offer courses in computer science, and which are also
close to either skiing or surfing.

“ Let’'ssee now...Grad school...Montreal: too cold in winter. MIT, nah. Stan-
ford, too many earthquakes. UBC. Yeah, let's take a look at UBC...” He wishes
to himself that he had a coffee right now, but can’t quite muster the energy to go
to the kitchen and make one. He has just enough time to stroke the stubble of his
week's growth, before the home page for UBC's Department of Computer Science
fillsthe display. Peter clicks on a hot-link promising a departmental overview.

Thisfuture version of Valhalla triesto negotiate an exchange of user-modelling
information with Peter’s net browser program, which refuses because Peter has
instructed all of his software agents never to divulge anything. Valhalla then asks
for a copy of Peter’s .newsrc file.

“No harm in that, | guess,” mumbles Peter, and releases his .newsrc with a
click. Valhalla correlates the new information with a vast database of .newsrc files
and derived user modelsin order to arrive at some reasonable hypotheses about
Peter and hisinterests. Valhalla counts the number of active newsgroups and no-
ticesthat Peter isup to date on at least fifty groups including alt.fan.monty-python,
alt.rec.humor, alt.tv.simpsons, alt.jokes, and talk.politics. Valhalla concludes that
Peter hastimeto spare (Peter’sversion of Valhalla has no sense of humor and does
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not know how to avail itself of thisopportunity for cynicism), and revisesits default
assumptions about presentation time limits. Valhalla infers from the domain suf-
fix of Peter’s network address that heis not currently local to the Vancouver area,
and alsofindsthat interest inleisure activities correlates well with the active news-
groupsin his .newsrc file.

There is no perceivable delay before Peter is shown a breath-taking video se-
guence of professional skiers zooming through fantastic vistas, maps of the ski re-
gionsin the Vancouver area, and an introduction to some of its interesting hiking
trails. Because Peter lingers over sequences about the bars on campus, Valhalla
tries to test some alternative hypotheses that might explain his action at the inter-
face. An overview of the department’s beer brewing club prompts Peter to fast-
forward over the material, but he rewinds and plays twice in its entirety a walk-
through of night-life possibilities. Valhalla infers that Peter wants to party.

“All right! Let'sparty!” says Peter out loud, actually relishing the prospect of
graduate school. The presentation ends with a minute or two about the research
facilities of the department, during which Peter begins to doze off.

“Yeah, UBC. That'stheonefor me. Gosh. | hope my marksare good enough...”



Chapter 5

User Modelsfor I ntent-based
Authoring

51 Oveview

Followingthe brief motivation in Section 5.2, where the argument for I ntent-based
Authoring is recapped as the solution to problems with traditional authoring tech-
nigues, Section 5.3 introduces theoretical elements of the solution and their appli-
cation.

Theapproach, using probabilistic recognition and cost-based design, isadvanc-
ed in Section 5.4; this approach is an extension of the formalism described in Sec-
tion4.1.1.

Users need to understand the behavior of the system on their own termsin ac-
cordance with what is called in thisthesis the scrutability® desideratum, which the
system supports with a sensitivity metric. Scrutability and the sensitivity metric
are both described in Section 5.5.

Section 5.7 considers some alternatives to the approach advanced herein. The

!scru-ta-ble (adj) [LL scrutabilis searchable, fr. L scrutari to search, investigate, examine —
more at SCRUTINY] (1600) :capable of being deciphered: COMPREHENSIBLE (Webster’'s 7th
Dictionary, on-line copy).

96
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use of decision theoretic techniquesis considered in Section 5.7.1 for the domain
of multimedia presentation design, and it is concluded that these “compromise”
designs areinappropriatefor interactive presentation environments. Section 5.6 is
adetailed example of the operation of Vahalla, and Section 5.8 summarizes this
Chapter.

5.2 Motivation

Except for some of the work by Feiner [183], and the WIP system at DFKI [195]
(see Section 3.5), the presence of the user/reader has little effect on the form and
usually no effect on the content of the presentation produced by the system. This
early commitment to form and content is a severe limitation; there isno reason in
genera to assume that a single document can serve the purposes of multiple read-
ers, and certainly any single document will be sub-optimal for some reader [104].

Authors have grown accustomed to having complete, dictatorial control over
the form and content of their document product, and equally accustomed to the
completeloss of control ensuing from the production process. Until now, we have
not questioned this traditional model of authoring, in which authors as knowledge
workerslabor over their intellectual child until it isready, finally to launch it into
theworld viaaprinting pressor aCD ROM burner; then, like hopeful parents, they
wait and watch to see if their book or multimedia product has the desired effect.

This traditional model is so entrenched because, until now, there has been no
alternative. Technological advances thus far have merely amplified the strengths
and the weaknesses of existing approachesto authoring, and it isonly recently that
processors have become powerful enough for usto consider applying intelligence,
rather than mere horsepower, via computation.

The Intent-based authoring paradigm advanced in this thesis permits authors
to send their work out into the world not as arigid block of content, sealed forever
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inside the cover of abook or the shrink-wrap of a CD ROM release, but as abody
of knowledge framed by the author’s point of view. Paul Saffo of the Ingtitute of
the Future calls thisintellectual commodity context, and recognizes that its value
surpasses that of mere content.? Intent-based authoring makes explicit the point of
view of the author, so that client-side computational mechanisms can be brought
to bear at run-time to design a presentation of the material that conforms to the
author’spoint of view, or intent, while meeting the needs of theindividual viewer.

5.3 Componentsof the Theory

Before content can be separated from intent, and the author’s compile-time spec-
ification task completely decoupled from the user’s run-time viewing task, some
critical knowledge bases must be developed. Some of these knowledge bases will
be extremely labor intensive to create, and the first intent-based presentation has
taken years to prepare. The second one will be able to build on the knowledge of
thefirst, the third on the accumulated set of knowledge, and so on. At some point,
preparing the n-th intent based presentation will require less work from an author
than it would to have prepared a traditional document. Similar to the considera-
tions which motivate code re-use in software engineering, this economy of effort
will be an important factor in the success of the paradigm.

The two key knowledge-based ingredients in the intent-based authoring the-
ory are 1) representations of the author’s compile-time communicative goals, or
intent, and 2) the user’s run-time information-seeking needs and goals. These are
the componentswhich mediate the new, abstract, extended interaction between au-
thor and reader. The first is to be supplied (or selected from an existing set) by
the author, the second is to be determined automatically at run time by the system
and used in turn to determine the content of the presentation. As will be shown

2From his keynote address at the W.R.I.T.E. conference in Vancouver, Canada, 16 June 1995.
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throughout this chapter, the author intent and the user model both serve as con-
straints on the application of presentation schemata, which are rules that encode
notions of stylistic coherence, and reliable organizational principlesfor effective
communication. A ssimple example of apresentation schemaisthat apresentation
should have a beginning, a middle and an end, and that the beginning should in-
troduce, the ending summarize, the material to be found in the middle.

In addition to representations of authorial intent, user model, and the presenta-
tion schemata, other knowledge bases are also consulted by the system at run-time
to prepare the presentation. These knowledge bases may be contributed by the au-
thor, the viewer, an annotator, or a knowledge engineer; in the near future, intel-
ligent agents may scour the Internet for additional knowledge that could be used
in unanticipated ways. Each of these knowledge-based components is considered
now in some more detail.

Authorial Intent In declaring explicitly his intention, an author can license a
presentation system to prepare a presentation that will meet unanticipated run-time
contingencies. Even in the absence of the author, a presentation can be made au-
tomatically, in accordance with the author’s intention, taken by the system to be a
specification of the presentation.

Anintent is analogous to a speech act (see Section 4.3 for some background).
It is a complex communicative goal, arbitrary up to the limits of expressiveness
of the language in which it is articulated. The language used hereis described in
Section 4.1.1 and Section 5.4.

A smple example of an intent is* Show the user a presentation about the De-
partment of Computer Science, but don’t borethe user withirrelevant material and
try to accomodate the presentation to the amount of timethe user hasavailable. Try
to impress the user with the department.” Thisintent is broad, and quite general.
It might be expressed in the underlying representation language by writing arule
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called show and telling the system to apply that rule at run-time; assuming that
the knowledge base already contains one or more ways to satisfy the rule show,
different presentation schemata would compete for dominance until the best pre-
sentation is derived for the most likely user model. These processes are described
at length in this chapter.

User Models Models[115] [196] of the readers or viewers of presentations are
also needed to overcometraditional limitationsand moveinto intent-based author-
ing. A reader model can be considered to be a representation of the reader’s at-
tributesrelating to his or her information-seeking needs and objectivesin consult-
ingthesystem. A reader model consists of aset of hypotheses about that reader, ac-
quired at run-timeby making observationsof the user’sinteraction at theinterface.”
The application of rules from the knowledge bases to derive the eventual presen-
tation, must be consistent in alogical sense with the el ements of the model.

The representational range of the modelsmay vary between domains; different
domainswill requirethe representation of different kindsof information. A knowl-
edgeengineer determinesapriori thisrepresentation range, by specifyinganumber
of dimensions of analysis along which user attributes can be assigned. The values
that these attributes can take are predefined, and are called assumabl es, or potential
hypotheses, and they collectively comprise an ontology for possible user models.
As developed in later sections of this chapter, a user model in our theory is a set
of assumptions drawn from the set of assumables. The assumables establish the
representational range of the possible models, and so should be crafted with their
eventual usagein mind. For instance, inthe system that has been implemented, the
domain of discourse is the Department of Computer Science, and potential users
fall into the pre-determined classes of Faculty, Student, or Staff, along the dimen-

3Mode smay also be stored and retrieved where appropriate; these issues are beyond the scope
of thisthesis, but see Section 7.2 and Section 7.2.2 for some discussion about future work, and
privacy issues, respectively.
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sion of User Type; they are also evaluated on whether they are visiting or local,
and whether they are male or female. These and other sets of assumables affect
the design of the eventual presentation as described in this chapter.

A user modelling system may attributeto auser assumptions at different levels
of abstraction; while watching a video of a dinner being prepared by a chef, for
instance, if the viewer is aso ex hypothesis a chef, the system might assume that
the user believesthat chicken marinarais being prepared. If the viewer isatypical
North American fast food junkie, the system may attribute the belief that the dish
involves chicken and some sort of sauce. How these user models are acquired by
the system is discussed in this section.

Acquisition: Models in our approach are acquired both explicitly and im-
plicitly through an abductive reasoning framework described later in detail. The
system makes observations of the user’sinteraction and tries to explain these ob-
servations by making hypothetical attributions of user status on one or more rel-
evant dimensions of evaluation. Explicit acquisition takes place when observing
the interaction of the user with a description of the user model. Implicit acquisi-
tion takes place when observing the interaction of the user with the presentation.
The differenceliesonly in that during explicit acquisition, the user is made aware
of themodel and isactually called upon to refer to and to manipulateit, while dur-
ing implicit acquisition, the user need not be aware of the model at al, nor even
of thefact that modelling istaking place. Explicit acquisition has the advantage of
reliability, but itisintrusive, and can distract the user from thetask; implicit acqui-
sition has the advantage of unobtrusiveness, but suffers from potential inaccuracy.
A combination of these techniquesis used in the system, with aview to having the
best of both. See Chapter 2 for adiscussion of the difference between implicit and
explicit acquisition of user models.*

4Once acquired, individual models of users can be filed in a database and retrieved later, as
necessary, and updated on acontinual basis. Although beyond the scope of thework related in this
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Other Knowledge A rule base of facts and assumables (as described in Sec-
tion 4.1.1) is supplied by a knowledge engineer.

Part of the database is world knowledge that the system uses in domain de-
pendent (“Faculty members don’'t take courses, typically,” etc.) and independent
(“There are 24 hoursin aday,” “Men are mortal,” etc.) ways, and there can be
knowledge about the characteristics of the mediainvolved (“Don’'t play the audio
track when video is played at |ess than half-normal speed,” “Use still-frame tech-
nigues when showing a video clip of less than one second duration,” etc.) Cate-
gorical, contingent, and hypothetical statements are expressible in the language.

Presentation plans are the bulk of the knowledge encoded. These arevariousy
elaborated rules for delivering information; a convince plan might present exam-
plesas evidence in support of aconclusion; stylistic or cultural factors might gov-
ern whether the evidence precedes the conclusion (prefix) or comes after it (post-
fix). A schemato describe something might be implemented as arule which says:
“DescribeaThing by Describing itsParts.” Anintent-based author might invoke a
schemathat has been defined to not offend the viewer; such aschemamight consult
adatabase of cultural sensibilities, and tailor the presentation to suit the hypothe-
sized cultural vagaries of the viewer. (In some cultures, for instance, the viewer
might be offended by the tone of voice, the style of address, the dress or even the
gender of a speaker; the system can choose the appropriate design element at run-
time to suit these constraints. Such just-in-time choices were not possible under
the traditional model of authoring.)

Presentation schema are instantiated finally with actual content: text, video
clips, audio, etc., selected by the application of rules during a proof process de-
scribed later. In order to select these content elements, the system must be ableto
reason about the content. For this reason, another important part of the database
is devoted to meta-descriptions of the content from which a presentation is to be

thesis, see Section 7.2 and Section 7.2.2 for some discussion.
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made. In the case of the system implemented for this thes's, the content is a col-
lection of video clips, a selection of which is assembled by the system at run-time
into apresentation tailored to meet the needs of theindividual user asrepresentedin
the hypothesized user model. To be able to reason about the contents of the video,
the system requires a description of its contents, which we call annotations. The
annotations link keyword descriptions of the contents of specific clipswith the as-
sociated time codes on themedia(video tape, laser disk, digital video streams, etc.)
For example, an annotation might carry theinformation: Aninterview with Maria
Klawe containing overview materia is to be found between time codes 1:12:14
and 1:15:01 on the stream called “ Department”.

Figure 5.1 is atree diagram of a presentation that has been designed to con-
vince someone to join the faculty in the Department of Computer Science at UBC.
It consists of the application of both the Convince and the Describe schemas just
mentioned. The presentation has a description, followed by a conclusion; the de-
scription of the department isinstantiated with an intro by the department head on
video, followed by descriptions of parts of the department (Iaboratories), whichin
turn areinstantiated by video clips of interviewswith representatives from the two
labsthat werejudged by the system to be of most interest to the viewer, and scenes
from the labs. The conclusion consists of descriptionsjudged by the system to be
of general appeal; rules have been encoded to assert that it is generally believed
that the Vancouver areais very scenic, and that thisisaquality that can be used to
convince people, so scenic shots of the area are presented. This exampleis taken
from the working version of the system. Later examplesin this thesis will show
that these scenic overviews are provided only to viewers assumed by the system
to be not from the Vancouver area

Finally, individual pieces of the video record must be chosen tofill the slotsin
the now elaborated plan schema; the leaf nodes in the tree representing the plan
schemaareto be expanded. In Figure5.1, thelogical form Describe(lci) isinstan-
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Convince(join-ubc-faculty)
Describe(department)
edit-list([(00:01:26, 00:02:27, head-klawe-intro)])

Describe(laboratories)
Describe(lci)
edit-list([(00:43:41, 00:44:23, interview(alan-mackworth)),
(00:12:15, 00:15:54, tour-Ici)])
Describe(imager-lab)
edit-list([(00:45:08, 00:46:16, interview(kelly-booth)),
(00:03:06, 00:03:13, rendered-dragon-speaks)])
Conclude(general-appeal)
Describe(vancouver)
edit-list([(00:20:15, 00:20:20, cypress-mountain)])

Describe(campus)
edit-list([(00:25:07, 00:26:59, aerial-view-campus),
(00:27:43, 00:27:44, faculty-club)])

Figure5.1: A partially elaborated presentation

tiated with the video clips|abelled interview(alan-mackworth) and tour-Ici, which
areto be found on the video tape between absolute time codes 00:43:41-00:44:23
and 00:12:15-00:15:54, respectively. Thisexampleistaken fromtheworking ver-
sion of the system.

Some part of the database might one day consist of a collection of intentions
from which intent-based authors can select, if they don’t want to specify their own
intentions (or don’t know how, because they aren’t programmers...). Intent-based
authors could compose the intentions from the database into higher level inten-
tions. For instance, if there already exists a representation of an intention to con-
vince as well as arepresentation of an intention to amuse, an intent-based author
might conjoin these to amuse and convince the reader. Only the hint of thisfuture
facility is currently available in the system, which still requires that intent-based
authors have a strong ability to program their intentions in the underlying repre-
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sentation language.”

Roles Inputs Process Outputs

Author

Facts & Rules

Annotator ___ | | Intention Presentation
T Annotations (video edit decision list)
|_— Other knowledge Design

Knowledge — |

Engineer ~—

Assumables )
. Display of User Model
Recognition
Design User
M odel

User — | |
Observations

Figure 5.2: Roles, Inputsand Outputs

531 Summary: Inputs, Outputs and Roles

The outputsof the system are (1) an edit decision list of video clipswhichisplayed
under user control on a video display device, and (2) a presentation to the user
of parts of the user model derived by the system. Refer to Figure 5.2: Author(s)
supply or select intentional descriptions of their communicative goals. Knowl-
edge engineers provide general and specific knowledge, aswell as the assumables
for model recognition and presentation design. The system calculates the most
likely user model from observations of the user’s activity and uses that to design

A visual editor could also be added, that allows authors to compose intentions through the
manipulation of agraphical interface.
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the “best” presentation. Both the presentation and components of the user model
are displayed to the user.

Several agents are involved in the Intent-based video authoring model: They
are:

1) Annotator: the person or artifact who indexes relevant events and intervals
in the raw footage

2) Author: the person or artifact who specifies the intent (and optionally ele-
ments of the content and form) of the eventual presentation

3) Viewer: the eventual consumer of the presentation

4) Knowledge Engineer: the person or artifact who prepares the knowledge
bases, particularly the domain-dependent knowledge base

Note that more than one of these roles can be played by asingle agent.

5.4 An Abductive Framework for Recognition and
Design

The language of Theorist introduced in Section 4.1.1 is now extended to include
probabilitiesand costs, and anotion of explanation is presented that reflects anew
combination of design and recognition within a single formal framework.

The set H of assumables is partitioned into the set R of those available for
recognition and the set D available for design. Each assumable » in R has as-
sociated with it a prior probability 0 < P(r) < 1. R is partitioned into dis-
joint and covering sets .J; which correspond to independent random variables (as
in Poole[161]).° Every assumable d in D is assigned a positive cost 1:(d).

Representative recognition assumables found in the database include the ones
shown in Figure 5.3, where P, isthe prior probability associated with actions of
the corresponding classes, >~ P; = 1.0, and the syntax inuse is:

The description here of the recognition process conforms to the discussion of probabilistic
Horn abduction provided by Poole[161].
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% For recognition of the user nodel:

% faculty/student/staff user

di sj oi nt ([user Type(facul ty): 0. 35,
user Type(student): 0. 6,
user Type(staff):0.05]).

% | ocal/prospective user
di sj oi nt ([ geo(local):0.65, geo(prospective):0.35]).

Figure 5.3: Representativerecognition assumables

digoint([assumption; : Py, assumptions : Py, --])

Some examples of facts and rules that appear in the database are shownin Fig-
ure5.4.

54.1 RecognizingUser Models

Observationsaremade of the actionsof theuser at aninterface. Theinterfaceagent
communicates this information to the reasoner, which triesto explain” the obser-
vations, making recognition assumptions along the way. User actions can be of
two major types: the user can interact with a control device to manipulate the pre-
sentation elementsdirectly (avirtual VCR control panel, for instance, by which the
presentation can be replayed, paused, fast-forwarded, etc.), or the user can interact
with arepresentation of the system’s model of the user. When the system makes
assumptions to explain its observations of the user’s behavior at the control pane,
we call the recognition process “implicit” acquisition; when the system makes as-

"Explainisused hereinitstechnical sense, as described in Section 4.1.1.
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% Cat egorical world know edge:
gender (george_phillips, male). % George is a nale
gender (mari a_kl awe, fermale). % Maria is a female

partof (cpu, conputer). %a cpu is part of a conputer

% Annot at i ons:
% Maria speaks from 1:26 to 2:26 on the video record:
i nterval (00:01: 26, 00:02: 26, speaker(maria_klawe) ,[]).

% George is interviewed between 30:57 and 31:19
i nterval (00: 30: 57, 00:31:19, interviewgeorge phillips) ,[]).

% There is a video-only (no-relevant audio track) aerial view of
% UBC between 25:07 and 26: 59
i nterval (00: 25: 07, 00: 26:59, video_only(ubc_aerial_view ,[]).

% schenat a
% A video clip (or clips) can be a description of a Thing
descri be(Thing, Description) <=

editList([], Description,description(Thing),0, _L).

% a Bi gThing can be described by describing its parts
descri be(Bi gThi ng, Description) <=
bagof ( Thi ng, subsunption(Thi ng, BigThing), Things),
desc(Things, [], Description, 0, _Length).

desc([], Description, Description, Length, Length) <= true.
desc([H T], InD, Description, InL, Length) <=
editList(InD, QutD, description(H), InL, QutLength),
desc(T, QutD, Description, QutLength, Length).

Figure5.4: Examplefactsand rules
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sumptionsto explain its observations of the user’sbehavior at the user model win-
dow, wecall therecognition process“explicit.”® Typically, theuser model window
does not contain the entire user model (asthere may be very many assumptionsin
the user model), but only a salient subset of it, determined by sensitivity analysis
(see Section 5.5). We call this subset the salient model.

Example: Perceptual Salience

Hereis an example that involves explicit acquisition of parts of a user model.

When the salient model is displayed to the user, the user’s action at the inter-
face may |lead to observations which in turn lead the system to calculate anew and
different model. For instance, if the user informsthe system that the user isafac-
ulty member rather than a student, as had been assumed, the system may reliably
retract its initial assumption and assume the corrected value offered by the user
(if the user is now telling the truth). Perhaps more interestingly, even the user’s
inaction may result in changes.

For instance, if the system displays to the user the assumption that the user is
a faculty member, and the user does not critique the assumption, it makes sense
for the system to re-evaluate the likelihood of the model that includes the assump-
tion in question, ostensibly to arrive a a higher value for it, under the additional
assumptions that the display of the user model has been seen and understood by
the user. These additional assumptions arereasonableif: the window inwhich the
assumption isdisplayed is not obscured, the text in thewindow is clearly rendered
and islarge enough to be easily read, the user is not distracted by other events on
the desktop, the user is not distracted by other events in the environment (babies
crying, cars colliding, etc.), and so on.

The case where auser critiques assumption A but does not critique assumption
Bisof particular interest. Thelikelihood of themodel can beincreased onthebasis

8The current version of the prototypeimplements only the explicit approach.
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of the user’sdirect action asdiscussed inthe previous paragraph, but should al'so be
increased because of the user’s inaction with respect to the display of assumption
B, on the grounds that the user was actually attending to the appropriate window
(because the user did critique assumption A).

Although the current prototype merely orders the displayed assumptions ac-
cording to a calculated sensitivity value, various other display strategies can be
used to draw the user’s attention to one or more of the displayed assumptions,
thereby licensing the additional assumption that the user has attended to the win-
dow in which the user model is being displayed. A particular assumption can be
highlighted (with color, font, or animation, for instance) to increase the likelihood
that the user is attending to the relevant portion of the desktop, and to the relevant
part of the window. Such perceptually salient display techniques can increase the
reliability of the system’s assumptions about the user, but require that the system
model such things asthe mediacapabilitiesof the user’sdisplay and interaction de-
vices. The system would a so benefit from knowing whether the window in ques-
tionispartially or totally obscured by other desktop objects, which would require
some degree of integration between the system and the operating system or win-
dow manager. A deep analysis of such desiderata for future operating systems re-
mains to be conducted, but are mentioned here because they are compatible with
the interaction paradigm that is described in this thesis, and can be represented in
thereasoning framework. Empirical investigations are needed to decide which are
the most effective display techniques.

Another way to look at theissue of perceptual salienceisto notethat the system
is engaged in adialog with the user, and that the presentation of the user model
window isacommunicative act by the system. The perlocutionary effect [182] of
these acts is knowledge, on the part of the user, of the system’s user model. The
intuitionisthat the likelihood of achieving thiscommunicative goal isenhanced by
using appropriate presentation techniques to highlight the most important parts of
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the message, and that the use of such techniqueslicenses an increased commitment
by the system to the beliefs which follow from successful communication.

The user’s action at the interface is just another observation available to the
reasoning system, and the state of the display is known as afact, since it is under
control of the system. The system explains these observations by (hypothetically)
attributing to the user membership in one of the eight interaction classes.

The system calculates the model incrementally, yielding a final model with a
cumulative probability influenced by the following rules and assumables; thereis
onerulefor each of the eight interaction classes (see Figure 5.5), of the form:

action(Var, Action) < display(Var, Display) A
value(Var, Value) A
class(Var)

where Var isthe name of therandom variable under consideration, Actionisthe ac-
tual actiontaken by the user, and Display isthe description of thedisplay. class(Var)
isaconjunct that can be satisfied only viaassumption, forcing the cumulative prob-
ability of the current model to be multiplied by the prior probability of membership
in the interaction class. Other conjuncts are included only to ensure that the eight
rules are exclusive.

Users can explicitly validate the contents of the display, with respect to a par-
ticular random variable; afaculty member can do this, for instance, with respect to
the “user-type” random variable, by clicking on the already highlighted “faculty”
radio button (see Figure 5.6).

Users can tacitly validate the contents of the display by performing some other
action, such as requesting that the video presentation be made without further de-
lay.

Users can implicitly validate the display with respect to one random variable,
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% Rul es for perceptual salience calcul ations

% action(R, V) is true when user takes action V

% wth respect to random variable R

%radio(R V) is true when the displayed val ue of random

% variable R (via a graphical radio button, e.g.,) is V.
%val (R V) is true when the value of randomvariable Ris V.

% rul es when displ ayed value is correct

action(R V) <= %rule for explicit validation
radio(R, V), val(R V), ev(R.

action(R A <= %rule for explicit lie
radio(R, V), val(R V), el (R,
A\l== V. %thisis alie

action(R none) <= %rule for tacit validation
radio(R, V), val(R V), tv(R.

action(R, other) <= %rule for inmplicit validation

radio(R, V), val(R V), iv(R.

% rul es when displayed value is not correct

action(R V) <= %rule for explicit correction
radio(R, D, val(R V), ec(R,
D\== V.

action(R A <= %rule for weird lie
radio(R, D), val(R V), W (R,
D\==V, V\== A

action(R, none) <= %rule for tacit lie
radio(R D), val(R V), tI(R),
D\== V.

action(R, other) <= %rule for inplicit lie
radio(R, D, val(R V), il(R,
D\== V.

Figure5.5: Rulesfor perceptual salience
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User Model
Each item helow represents an important assumption that the system
has made about you. Correcting the assumptions will change the
hehaviour of the system and the nature of your presentations.

(" userType(faculty) € userType(student) € userType(staff
(" gendermale) " genderfemale)
Fgen(lucal) (-"gen(pruspective)

Figure 5.6: The Valhalla User Moddl Window

by performing an action at the interface with respect to some other random vari-
able; afaculty member might implicitly validate the assumption of the system that
the user is afaculty member (represented to the user by the highlighted “faculty”
radio button), for instance, by clicking on abutton that expresses gender or age, or
geography.

Users can be explicitly lying, by clicking, for instance, on the “student” button
when they are in fact faculty members.

A tacit lieiswhen the user takes no action to correct afalse assumption by the
system. (The user could obviously be missing the cuesin the display by accident;
the names attached to the eight interaction classes are purely syntactic, and do not
necessarily indicate an intent on the part of the user to deceive the system. The
names merely make it easier to remember the different categories.)

Animplicit lieiswhen the user takes some action with respect to some random
variable, but ignores an incorrect assumption by the system.

Explicit correction isthe normative action taken by auser when he or she dis-
covers an incorrect assumption by the system; thus the faculty member may click
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% assumabl es for perceptual salience calcul ations

disjoint([ev(R):0.15, % explicit validation
tv(R): 0.4, %tacit validation
iv(R:0.4, %inmplicit validation
el (R :0.05]). Y% explicit lie

disjoint([tl(R):0.05, %tacit lie
il(R:0.1, %implicit lie
ec(R): 0.8, % explicit correction
w (R):0.05]). %weird lie

Figure5.7: Assumablesfor perceptual salience calculations

onthe*“faculty” radio button when the system hasincorrectly assumed that the user
isastudent. The normativity of thisaction isrepresented by the high prior proba-
bility associated with it.

Finally, the weird lie category captures the action with respect to a particular
random variable, where the system has made an incorrect assumption, the user
takes action to change this value, but changes it not to the correct value but to an-
other incorrect value. The faculty member, for instance, upon perceiving that the
system has made the incorrect assumption that the user is a student, might then
click on the “staff” radio button to indicate to the system that he or she is a staff
member rather than afaculty member or a student.

The code fragment in Figure 5.7 shows the assumables which represent the
eight possible classes to which user interaction can belong. The syntax in useagain
hereisdisjoint([classi(Var) : Py, classe(Var) : Py, ---]), where P, isthe prior
probability associated with actions of the corresponding classes.

Some of the more cumbersome detail and irrelevant syntactic sugar has been
omitted from the preceding, but the point should be clear. When the user changesa
value displayed by the system, the assumption by the system that the user’s action
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isan explicit correction, for instance, is preferred over the assumption that the user
isexplicitly lyingto thesystem; the cal cul ation of thefinal user model! isinfluenced
(as usual) by these incremental assumptions. Perceptual salience is a potentially
strong source of knowledge upon which to predicate further reasoning, and will
be the subject of much future work. Any system that makes presentationsto users
can benefit from modelling these interactions at some level of abstraction, even at
avery basiclevel.

The probabilities, of course, should be determined through some empirical ap-
proach; the values used here are plausible, and serve to order modelsin which the
user has manipulated the user model window in some way. Actual valuesin afu-
ture system would be determined by observing the behavior of usersduring testing
sessions designed for that purpose.

As an example of perceptual salience in the system, let the facts /' consist of
therules shown in courier font in this chapter, and | et the set of potential hypothe-
ses H (the assumables) consist of the digoint sets shown throughout this thess.
The initial, “empty” set of observations stems from the intent that underlies the
presentation; in this case, the “show” predicate (see Figure 5.8) encapsulates the
intent, and requiresthat certain assumptions be made. Thisisequivalent to saying
that theinitial set of observations Obs; is{JuruserType(UT) A Jggender(G) A
dwgeo(W)}.

Assume now that 1) the system has arrived at the model consisting of the as-
sumptions that the user is a student, male, and local to the department, (i.e., that
UT = student, G = male, W = local) 2) the system has represented this model
to the user viathe user model window, and 3) the user has explicitly corrected the
model by clicking on the Faculty button. The new observations Obsy to be ex-
plainedare: {action(userType, faculty), action(geo, other), action(geo, other)}.

Referring to the rules, the observations Obs now to be explained are: Obs =
Obs; U Obsy.
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The probability of the model before the user takes actionis 1 = Pgydent *
Prale * Plocal- After the user takes action, the following possibilities exist with
respect to the user type variable: The user isastudent, and is explicitly lying about
being afaculty member; the user is afaculty member, and has explicitly corrected
the system’s error; the user is a staff member and is lying weirdly about being a
faculty member.

With respect to the locality variable, the following conditions exist: The user
islocal, and hasimplicitly validated the system’s assumption; the user is remote,
and has implicitly lied by ignoring the system’s fal se assumption.

With respect to the gender variable, the following conditions exist: The user
ismale, and has implicitly validated the system’s assumption; the user is female,
and has implicitly lied by ignoring the system’s fal se assumption.

Inthe absence of other information or observations, themost likely model isthe
oneinwhich the user isafaculty member, and hasexplicitly corrected the system’s
misattribution (and implicitly validated the system’s locality and gender assump-
tions). The probability of this model iSPfacuIty * Plocal * Pmale* 0-8# 0.4 % 0.4.
Here are all the possible explanations (user models) of the observations Obs:®

Recognition assunptions with Probability 0.024752 are:
i v(gender) gender(nale)

i v(geo) geo(local)

ec(userType) userType(faculty)

Recognition assunptions with Probability 0.003332 are:
i v(gender) gender (nal e)

il (geo) geo(prospective)

ec(userType) userType(facul ty)

Recognition assunptions with Probability 0.001092 are:
il (gender) gender(femnal e)

9The width of the probability band was set to 0.000005 (see Section 5.4.2.



i v(geo) geo(local)
ec(userType) userType(facul ty)

Recogni tion assunptions with Probability
i v(gender) gender (nal e)

i v(geo) geo(local)

el (user Type) user Type(student)

Recogni tion assunptions with Probability
il (gender) gender(fenal e)

il (geo) geo(prospective)

ec(userType) userType(facul ty)

Recognition assunptions with Probability
il (gender) gender(fenal e)

i v(geo) geo(local)

el (user Type) user Type(student)

Recogni tion assunptions with Probability
i v(gender) gender (mal e)

il (geo) geo(prospective)

el (user Type) user Type(student)

Recognition assunptions with Probability
i v(gender) gender (mnal e)

i v(geo) geo(l ocal)

w (user Type) userType(staff)

Recognition assunptions with Probability
il (gender) gender(fenal e)

il (geo) geo(prospective)

el (user Type) user Type(student)

Recogniti on assunptions with Probability
il (gender) gender(fenal e)

i v(geo) geo(l ocal)

w (user Type)

user Type(staff)

. 000572

. 000147

. 000117

. 000077

. 000022

. 000016

. 000016

ar e:

ar e:

ar e:

ar e:

ar e:

ar e:

ar e:
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Recogni tion assunptions with Probability 0.000003 are:
i v(gender) gender (mnal e)
il (geo) geo(prospective)
W (user Type) userType(staff)

Recogni tion assunptions with Probability 0.000002 are:
il (gender) gender(fenal e)

il (geo) geo(prospective)

W (user Type) userType(staff)

If other evidence suggeststhat theuser is, for instance, astudent (e.g., theuser’s
id is known aready to the system to belong to a student), the system may end up
calculating anew, “best” model which includes aweird lie or tacit lie, etc.

Note that the system reportsthe probability of amodel M asanon-normalized
prior P(M); thisis adequate for the system’s purposes because the value is used
only to order models. In order to obtain a normalized posterior P(M |Obs), the
systemwould haveto calculate all model swhich explain the observations, to arrive
at the sum P(obs) as seen in Equation 5.1.

P(M A Obs P(M P(M
P(M]0bs) = (P(Obs) - P((Obs)) - ziz(a(z\)@) (1)

Thiswould place an impossibleburden on thereasoner, whichiscurrently asked
to calculate only the best model, and not all models. Nonetheless, for purposes of
illustration, the normalized posteriorsfor the current example are provided in Ta-
ble 5.1; the value of P(Obs) is0.030148. The best explanation is seen from this
table to account for over 80% of the probability mass.

User Model: formal definition
Formally, amodel is defined as follows:

Definition 4 —Model: A model of the user isan explanation R con-
sisting only of recognition assumptions which explain observations
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P(M) | P(M]Obs) | Slog(P(M]0bs))
0.024752 | 0.821016 0.197212
0.003332 | 0.110521 2.202546
0.001092 | 0.036221 3.318108
0.000572 | 0.018973 3.964735

Table5.1: Priorsand normalized posteriors.

Obs about theuser: R C R, FUR [~ 0, FUR = Obs. The probabil-
ity of auser model isthe product of the probabilities of its elements:
P(R) = [1,er P(r), wherewe have assumed independence of recog-
nition partitions [161]. The ‘best’ model is the one with the highest
probability.

5.4.2 Designing Presentations

A single abductive reasoning engine is employed for both recognition of the user
model, and for design of the presentation. Design and recognition are interleaved,
in the sense that the rule being applied by the reasoner could call a any point for
the assumption of either a design or arecognition assumable; a partial model and
apartial design are accumulated until either the proof is complete, or it fails.

Various design decisions are made by the system in the course of reasoning.
Just as models are defined by their constituent recognition assumptions and for-
mally explain observationsabout the user, “designs’ are defined by their constituent
design assumptions, drawn from the set of design assumables, and formally ex-
plain the authorial intent.

An exampleisthe use of design assumptionsto induce apreference by the sys-
tem for multipletopicsrather than asingle presentation topic. This preference can
be induced by forcing the system to make an assumption whose cost depends upon
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the relationship between elementsin the presentation. Specifically, the cost of the
assumption is greater when the two elements are selected in support of a single
topic, than when they support multiple topics; the system currently values diver-
sity over emphasis, because of the domain in whichitisbeing used: Valhallatries
to provide interesting overviews of the department rather than in-depth detail. In
conjunction with the show intent described earlier and showninitsentirety in Fig-
ure 5.8, the following design assumables have the desired effect.

disjoint([different_topic_cost:O0,
same_t opi c_cost: 100]).

Another exampleishow the system arbitrates between showing or not showing
scenic shots of Vancouver to users who arelocal or remote. Here is how a prefer-
ence for showing scenic views to prospective (remote) department members can
beencoded. Thefollowingrulelicensesthe showing of ascenic clip for the“right”
reasons (i.e., the user is thought by the system to be prospective):

sceni c_clip(prospective, Pin, Pout, Lenln, LenQut) <=
editList(Pin, Pout, nountains, Lenln, LenQut),
Pin \== Pout. % make sure nmountain clips are non-nil

Pin is the presentation thus far designed, Pout contains the new mountain
clip. The editList predicate makes relevance assumptions while trying to instan-
tiate a clip (or sequence of clips) about the requested subject, in this case moun-
tains. Len/n and LenOut are, respectively, the length of the presentation before
and after the addition of the scenic clip.

The following rule licenses the omission of the scenic clip for the “right” rea-
sons (i.e., the user is thought by the system not to be prospective):
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scenic_clip(Geo, P, P, L, L) <= %no nountains here
Geo \ == prospective.

These two rules capture what are in some sense the “right” actionsfor the sys-
tem to take; it is aso possible for the system to take other design actions, but
the “right” ones should be preferred. This is accomplished by forcing the system
to make (relatively costly) design assumptions in order to take these alternative
branches of the search tree.

The following rule models the cost of showing a scenic clip for the “wrong”
reasons. It forcesthe assumption of bigcostassumption, at acost of 200; thisisthe
“nuisance factor” or cost that the system attributes to local users who are shown
scenic views they could get by just looking out their windows:
scenic_clip(Geo, Pin, Pout, Lenln, LenQut) <=

% extra cost of nountain clip to !prospective

bor edByVi ew( 200) ,

Geo \ == prospective,

editList(Pin, Pout, rnountains, Lenln, LenQut),
Pin \ == Pout. % make sure nountain clips are non-nil

Similarly, the next code fragment model s the cost of omitting the clip for users
who are not local, and who might have benefitted from seeing some nice scenery.

scenic_clip(prospective, P, P, L, L) <=

% extra cost of no mountains for prospective types
bor edbyNoVi ew( 150) .

The mechanicsfor inducing the appropriate design costsareincludedinthelast
code fragment, only for completeness:

di sj oi nt ([ boredbyVi em X) : X, boredbyNoVi em X): X]).

It would not be difficult to generate such rules automatically from atable of
preferences, such as the one shown in Table 5.2.
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| Scenic | - Scenic
200 0
0 150

geo(local)
geo(prospective)

Table 5.2: Myopic Tradeoff Table

We call Table 5.2 the Myopic Tradeoff Table. It captures the formulation of
preference alluded to in this section; the term myopic is used to emphasize that
the system does not have a complete table of utilities, but uses this approach as a
“greedy” discriminator between competing design elements. Such myopic strate-
gies often work well in practice [176, p490]. The table can be constructed for dis-
joint sets of any cardinality, and for any number of design components, here we
present only the myopic tradeoff table for the digoint set

{{geo(local), p), (geo(prospective), 1 &p)}

and the presentation element Scenic. The cost of showing a scenic clip to alocal
user (who can look out the window at the mountains any time) is 200; the cost of
failing to show such aview to aremote user is150; thereisno cost associated with
showing the scenic view to aremote user, or with omitting the scenic view for local
users.

These costs influence the final proof in the usual sense that lower cost designs
arepreferred to higher. The overall weight of an assumption, as always, is propor-
tional to its magnitude; if adimension isvery important in the current domain, the
cost magnitudesof its assumptions should be chosen to be greater than the costs of
assumptions on other dimensions. This suggests that the costs of design assump-
tions should not be chosen in isolation, but according to some ranking of relative
importance. Such aranking isnot likely to be known a priori but will morelikely
emerge from iterative refinement of the knowledge base, as has been the case with
the implementation under review here.
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Search Strategy

The prototype referred to in this thesis employs a Prolog meta-interpreter which
implements an iterative deepening search strategy wherein first the probability
bound on models and then the cost bound on designsis adjusted to yield solutions
in desired probability and cost ranges, or bands. The width of these bands can be
adjusted to yield desired precision, trading execution time for precision.

Inclassical iterative deepening search [172], thetreeis searched depth-first one
level deeper on each iteration. The approach combines the space utilization ad-
vantages of depth-first search with the characteristic of breadth-first search that, if
thereisasolution, it will be found; in addition, because shorter paths are searched
beforelonger ones, if there are multiple solutions they will be found in ascending
order.

The nodes in the search tree of the application are connected by arcs which
can belabelled with the probability factor or cost increment incurred in taking that
branch. The cumulative cost of a partial proof is measured in terms of the proba
bility of the partial user model A/, and the cost of the partial design D,,. The pair
(P(M,),C(D,)) characterizes the partial proof currently being evaluated by the
system: P(M,) isgiven by the product of al probability termson the path through
the search treeto the current node (i.e., the product of the probabilitiesof all recog-
nition assumptions made thusfar), C'(D,,) isgiven by the sum of all cost termson
the path through the search treeto the current node (i.e., the sum of the costs of all
design assumptions made thusfar).

Onthefirst iteration, the system searchesfor low cost designs and modelswith
high probability; thisisaccomplished by setting the probability band to be between
1.0 and (1.0 <p), where p isthewidth of the probability band, and setting the cost
band to be between 0 and ¢, where ¢ is the width of the cost band. Any partia
proofs being considered whose cumulative probabilities drop below the probabil -
ity band are discarded (they fail in the Prolog sense). Similarly, any partial proofs



124

being considered whose cumul ative costs exceed the cost band are discarded. Any
successful proofs (i.e., thosewhere1.0 > P(M) > pand0 < C(D) < ¢) arere-
ported in the order in which they are found. When all possible proofs within both
bands have been considered, the cost band is advanced and the search mechanism
re-engaged so that only proofswhose cost meetsthe conditionc < C'(D) < 2care
reported. This processis continued until all proofs have been considered, where-
upon the probability band is advanced and the cost band is re-initialized so that
only proofs whose probability and cost meet the condition (1 <p > P(M) >
1 &2p) A (0 < C(D) < ¢) arereported. The control structure is essentialy a
nested loop, where the probability band is decremented and the cost band isincre-
mented asthe outer and theinner loops, respectively, asin thefollowing algorithm:

r epeat
pmax = 1 ; pmin = pmax - deltaP ;
r epeat
cmin =0 ; cnmax = deltaC ;
repeat
iterative-deepeni ng-search(pmn, pmax, cmn, crax,
pfail, cfail, fail,
Model , Desi gn,
intent (Presentation)) ;
report (Model , Design, Presentation) ;
until cfail
cmn = cnax ; cmax = chax + deltacC ;
until pfail

pmax = pmn ; pmin = pmn - deltaP ;
cmn =0 ; cnmax = deltaC ;
until fail

This control structure determines the order in which the solutions are found,
and can be tuned to effect a tradeoff between precision and time; the narrower the
band(s), the more reliable the ordering of the solutions. For instance, if there are
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five proofs with design costs {6, 7, 8, 8,9}, and the width of the cost band ¢ is 5,
all of these solutionswill be found on the second iteration of the cost loop, but not
necessarily in best-first order. On the other hand, if ¢ = 1, the solutions are guar-
anteed by the algorithm to be found in increasing order of cost, but at considerable
added computation (many moreiterations, or passes through the search space, are
required).

The iterative deepening meta-interpreter approach ensures that the first solu-
tion to be found is the lowest cost design for the most probable model. Note that
setting the initial probability bound to zero results in getting the explanations in
an order that depends only upon the design costs. Setting theinitial cost bound to
infinity resultsin an order that depends only upon the recognition probabilities.

The underlying representation is compatible with an existing implementation
of Pool€e'sProbabilistic Horn Abduction Framework, which maintains an ordered
gueue of partial proofs[161]; in that implementation, partial proofs are not dis-
carded, but suspended and queued when some other partial proof becomes pre-
ferred. Some small changes are required to the existing implementation of Poole's
gueuing mechanism before it can accomodate the separation of recognition and
design assumptions advanced in this thesis; future prototypes may include these
modifications.

Intent: formal definition

Intent-based authors are free to deploy the full power of the underlying represen-
tation language to specify their intents. Formally, an intent is defined as follows:

Definition 5 — Intent: Anintent /( Pr) is apredicate over presen-
tations which is true when the presentation Pr satisfies the author’s
intent.

For instance, theintent to convince the user might be capturedinaconvi nce
predicate that encodes an argument structure consisting of an introduction, abody,
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and a summary (each of these with its own rules).
As an example of the specification of an intent, see the more detailed descrip-
tion of the showintent provided in Figure 5.8.

Design: formal definition

Formally, adesign is defined as follows:

Definition 6 —Design: A design (given amodel R) isan explana-
tion D of /(Pr) consisting of only design assumptions: D C D, F U
RUD 0, FURUD k= 3p.I(Pr). Thecost of adesign isthe
sum of the costs of the design assumptions of which it is composed:
u(D) = Y 4ep p(d). The'best’ design for model R is the least cost
design that is consistent with R.

A design “produces’ apresentation of information (e.g., graphs, video, text).
Note that different designs may produce the same presentation (there may be dif-
ferent reasons for presenting the same information). The best presentation in the
context of model R isthe presentation Pr supported by the least cost design that
is consistent with .

Definition 7 — produces(D, M, Pr): We define for notational con-
veniencetherelation produces(D, M, Pr), whichistruewhen design
D and model M lead to presentation Pr as described here, i.e.,

produces(D, M, Pr) W rumup EO,FUMUD E 3p.I(Pr)

The partitioning of # partitions each explanation of Obs A 3p, [(Pr) into a
model and adesign component whichwedenoteas (R, D). Wedefineapreference
relation -, over explanations such that:

<Rlv D1> >'10 <R% D2>
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show(P) <=
% User Type is instantiated in the follow ng line:
i nterested(UserType, Topicl), %a first topic
i nterested(UserType, Topic2), % a second topic

% both Topicl and Topic2 interest users of type UserType
% Topi c1 and Topic2 are not the sane:

di fferent _topic(Topicl, Topic2),
% nmake a bunch of assunptions about the user and then find
% nodel -specific topics to present...

gender ( Gender),

geo( CGeo),

avai | abl eTi me(User Type, Tine),
% accunmul ate an edit-Iist

editList([], P1, intro, O, L1), % an introductory subsequence
editList(Pl, P2, Topicl, L1, L2), % sequences for first and
editList(P2, P3, Topic2, L2, L3), % second topics

% show an interview with someone of the sane gender,
% in the sane area or orientation
interviewclip(X P3, P4, L3, L4), % i ntervi ew
gender ( X, XCGender),
same_gender ( XGender, Gender),
% also, if the user is not local, show interesting Vancouver
% rmountains otherwise, skip it
scenic_clip(CGeo, P4, P, L4, L),
costLength(L, Tine).

Figure5.8: Show: an exampleintent
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iff
(P(R1) > P(Ry)or (P(Ry) = P(Ry) and pu(Dy) < pu(D2)))

This resultsin alexicographic ordering of explanations. So, the best explana-
tion consists of the most plausible model of the user and the lowest cost design.

Notethat thedesign D which explainspresentation P in /( Pr) for somemodel
R isnot necessarily generated for some other model R/, i.e., thereisno reason why
produces(D, R, Pr) should imply produces(D, R', Pr). Thelogic is a means of
“weeding out” incoherent designs, and hence presentations.

This separation of model recognition and presentation design assumables aso
results in interesting ramifications for the way presentations are chosen; in par-
ticular, using >, means that we do not give up good models for which we can
find only bad designs. For instance, consider the case where we have digoint as-
sumables (student, P;) and (faculty, Ps), where P; > Py, but the lowest cost de-
sign in the context of a model that assumes the user is a student is greater than
the one in the context of a model that assumes the user is a faculty member (i.e.,
(DYt - student -+ +) > p(DY'| - -+ faculty---). We do not give up the as-
sumption that the user is a student; the reasons for deciding in favor of student
are not affected by the system’s inability to find a good (low-cost) presentation.
This behavior is a direct consequence of the methodological separation of design
from recognition assumables. Were there only a single space of assumables, the
system would not be able to make these distinctions, and would simply select the
best model/design combination according to the ordering metric.

5.5 Interactivity and Scrutable Models

One criticism of systems which attempt to model their usersistheir inscrutability
to these users (see, for instance, Cook and Kay [52] and Orwant [154]). If the sys-
tem acts in an infelicitous manner which does not meet the needs of the user, and



129

where this action results from an error in the user model, a desirable property of
the system is scrutability.

Users should a so be given the means by which to express their dissatisfaction
with a presentation (or with el ements of apresentation), always with an eyeto pro-
viding users with better presentations.

Thisinteraction paradigm supports both the scrutability and the dissention con-
ditionsdescribed above. In calculating amodel that representsthe user, the system
makes observations upon which further reasoning is conditioned. The user is pro-
vided with direct access (viaa graphical user interface) to salient elements of the
user model, as well as with the ability to criticize these elements. It isthisinter-
action which is used to evolve the user model from abasic model initially derived
from such information as the location of the user’sterminal, login id, Internet do-
main, and so on.

Sensitivity Analysis

A problem with displaying the model to the user in support of scrutability is that
the model may be huge. Certainly, there may be too many recognition assump-
tions to be effectively displayed on a screen, and far too many for quick assimila-
tion by users. This cognitive comprehension task for the user is characterized by
focused, serially-directed visua attention. Research in psychology has shown that
the time taken for such tasksis proportional to the number of objectsin the visual
field [193].

A solutionisto display asalient subset C' of R, towhich werefer asthe salient
partial model, consisting of those assumptions which have the greatest effect on
the design (and therefore upon the presentation aswell). The cardinality of C' can
be varied to maintain an appropriate pace of interaction; if the user is taking too
long to evaluate the aternatives, the number of alternativesin the next iteration
can be reduced, and vice versa. In addition, since the alternatives can be ranked,
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[graphical] display techniques can be used to render this ordering to the viewer.
In this section we describe the sengitivity analysis currently used by the system to
select the critical recognition assumptions.

In the following, let B = {ry,r,---,7,} represent the currently most plau-
sible model, D the best design that is consistent with R, and Pr the presentation
generated. We require atotal ordering of theassumptionsr; € R by which to rank
these assumptions for display to the user. Some useful notation follows.

Definition 8 —C,(Pr,a): Let C,(Pr, ) bethe (lowest) cost of the
(best) design that producespresentation £ inthe context of somemodel
M that contains assumption o, i.e.,

Cp(Pr,a) = min C(D)

D ,M:aeM Nproduces(D,M,Pr)

To sort the r; € R from most to least influential, we now need an expression
parameterized by the assumptions »; € R, which we can use as a measure of the
influence of r; onthecost of D; wewant to know how much of amistakewewould
be making if »; does not correctly model the user, e.g., if we have assumed that
the user is a faculty member whereas in fact the user is a graduate student. An
expression that serves this purposeis defined as follows:

Definition 9 — Sengitivity: If produces(D, R, Pr), then the sensi-
tivity of Pr to an assumption » € R isthe expected cost of the pre-
sentation Pr (to userswhich areincorrectly modelled by ). Let J be
the digoint set that contains

S(r, Pr)= Z] Cp(Pr,r)P(r;)

Definition 9 does not consider al possible alternativesto R; if more than one
r; € R donot correctly model the user, thisformalism will not be ableto diagnose
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the multiple fault. This “myopic evaluation” [176, p490] is employed instead of
joint sensitivity analysis which would consider multiple s multaneous errorsin the
model because: 1) single faults are more likely than multiple faults,'° 2) account-
ing for multiple faultsis exponential in the size of the model whereas the myopic
approach is linear, and 3) the effects of multiple faults would be very difficult for
usersto track, resulting in ahuge cognitive burden that compromises the scrutabil-
ity requirement.

The assumptionsinthemodel R aresorted onthesensitivity of the presentation
to each of the assumptions (i.e., to each of ther; for all 7). The salient partial model
C =A{er, e, +, ¢}, referred to above, consists of thefirst & assumptionsin this
sorted list. These are the assumptions to which the design, given the current user
model, is the most sensitive.

In the interaction paradigm related here, the user is shown the assumptions
in C', in the context of the digoint sets to which they belong; i.e., where ¢; =
(Name;, P;), the system displays Name; along with all the names of the assum-
ablesin the digoint set to which ¢; belongs. For example, if Name, = faculty and
some .J = {(faculty, 0.6), (student, 0.3), (staff, 0.1) }, the user sees a set of names
faculty, staff, student with the actual assumption highlighted.

The number of hypotheses displayed, %, is set to some small integer like 5 or
7. In sample implementations so far, Simple text is attached to radio buttons, so
that users see not only the assumption that was made, but the other members of
the digoint sets to which the assumption belongs; asimple click on aradio button
instructs the system to recal culate the user model with the new assumption. See
Section 5.6 for adescription of the GUI by which €' is communicated to the user.

101 e,if p < 1, thenp™ < p.
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5.6 Example

The following example is taken directly from the prototype implementation de-
scribed in the next chapter; specifically, the reasoning and modelling strategies de-
scribed in thisthesis have been embedded in an application called Valhalla, an au-
tomatic video presentation tool that uses thereasoning strategieswe have described
to select, order and play video segmentsfrom the Departmental Hyperbrochurede-
scribed in Section 1.4.

Thisapplication usestheauthorial intent called “ show,” the predicate presented
in Figure5.8.

In this example, the system was started from scratch after the user had logged
inwiththe personal user id, csi nger . The user immediately requested a presen-
tation from the system, which responded as follows (comments have been added
for clarity):

Theinitial model, with likelihood 0.029494, is composed of thefollowing recog-
nition assumptions:

married(yes) the user ismarried
orientation(theory,y) | orientation: theoretical

geo(l ocal) islocal to region

area(ai,y) research areais ai

c_gender (mal e, st udent) | isstudent, and consequently male
user Type(student) is student

These are based upon prior probabilitiesand other contextual information such
astheuser’sloginid. At UBC, we consult alocal personnel databaseto make abest
guess about the user’smembershipin avariety of categories; thisdatabaseinforms
us, for instance, that user csi nger isagraduate student, and that user pool e
is afaculty member. Using this source to justify the assumption that a user with
acertain login id belongs either to the class faculty or student is reasonable, but
notinfallible. User csi nger might have logged in avisiting faculty member, for
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instance, so that he or she could use Valhalla to learn more about the department

while Csinger attended to an unavoidable interruption in the meeting they were

having.

The best design based upon this model “costs’ 51 and is composed of the fol-

lowing design assumptions:
over Lengt h(25)
rel (topic(lci),topic(research), 20)

rel (video(sports),topic(sports),5)

rel (topic(introduction),intro, 1)

di ff erent _t opi c_cost

amount by which exceeds opti-
mal presentation time

cost of relevance assumption: Ici
isrelevant to research

cost of relevance assumption: a
video clip about sportsisrelevant
to the topic of sports

cost of relevance assumption: a
clip called intro isrelevant to the
topic “introduction”

the topics included are not
identical

Associated with each design assumption isa cost. The cost of the assumption

di fferent _t opi c_cost, for instance, isless than the cost of the assumption

same_t opi c_cost , fromthe same digoint set; this arrangement prefers presen-

tations with multiple topics over those with single topics. Some costs are context

dependent: the cost of theover | engt h assumptionisproportional to theamount

by whichthelength of the current presentation exceedsthe optimal length for auser

of thistype.
The corresponding presentation P, is.

(0:1:26,0:2:27,topic(introduction)),

(0:24: 44, 0: 25: 3, video(sports)),
(0:12:15,0:15:54,topic(lci)),

(0:31:54,0:32:44,interview(ji mkennedy))



134

Specifically, P, consistsof four clipsfrom the video archivewith theindicated
absolute time-codes and topic identifiers.

The user a this point indicates dissatisfaction with the current presentation,
perhaps after viewing part of it viathe Virtual VCR interface, by clicking on the
button provided for that purpose. The system interpretsthis action as arequest for
another presentation using the same user model.

The next best design based upon this model “costs’ 56 and is composed of the
following design assumptions:

over Lengt h(35. 0)

cost Rel evant (topi c(lci),topic(research), 20)
cost Rel evant (topi c(introduction),intro, 1)
di fferent topic_cost

The corresponding presentation is:

(0:1:26,0:2:27,topic(introduction)),
(0:12:15,0:15:54,topic(lci)),
(0:31:54,0:32:44,interview(ji mkennedy))

The costs of the two designs differ because there is a preference built into the
system for presentations of an optimal duration, defined by the user’s membership
in certain categories.

The user can now navigate through the presentations with avirtual VCR inter-
face.

Which assumptions are displayed in the user model window? This is deter-
mined by the sensitivity analysis algorithm, the results of which are shown in Ta-
ble 5.3; this table indicates sensitivity calculation results for the first model and
design pair described in this example. The second column shows the calcul ated
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T S (Ti, P 1)
geo(local) 104
c_gender(male,student) 96
userType(student) 61
area(ai,y) 51
orientation(theory,y) 51
married(yes) 51

Table 5.3: Resultsof Sensitivity Analysis before user action

sengitivity for the assumption in the first column. The presentation is most sensi-
tive to the assumption that the user islocal, and completely insensitive to his re-
search areaor orientation, or to his marital status.'*

Because the assumptions are only hypothetical, provision must be made for
their revision, both in terms of the underlying reasoning engine, and in terms of a
mechanism whereby such revised data can be acquired. In particular, in support
of the scrutability desideratum, users can interact with the system to validate or
correct the salient assumptions of the model.

Valhalla gives the user the means by which to validate or correct assumptions
that the system has made by displaying critical assumptions in what we call the
user model window, an instance of which isshown in Figure 6.5.

Returning to our example, the user informs the system that heis not, in fact,
local, but a prospective student by clicking on the appropriate radio button.

The system then re-cal cul ates, with the result that the new model, with proba-
bility 0.045375, is.

marri ed(yes)

Hle, S(r,P1) = C(D) = 51, when r is an area, orientation, or marital status variable. In
other words, the cost of the original best design is the same as the cost of designs induced by the
sensitivity metric with respect to these assumptions in the context of presentation ;.
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orientation(theory,y)

area(ai,y)

c_gender (mal e, st udent)

user Type(student)

geo( prospective) # user is not fromthe region

The new design, with cost 137, is:

cost Rel evant (t opi c(ubc_sceni c), nount ai ns, 1)
cost Rel evant (topi c(introduction),intro, 1)
di fferent topic_cost

The corresponding presentation 7 is.

(0:1:26,0:2:27,topic(introduction)),
(0:18:17,0:28: 27,topi c(ubc_scenic))

T S (Ti, P 2)
geo(prospective) 267
c_gender(male,student) 242
userType(student) 237
area(ai,y) 237
orientation(theory,y) 227
married(yes) 227

Table 5.4: Resultsof Sensitivity Analysisafter user action

The contents of the user model window depend again upon the results of the
sengitivity analysis, shown in Table 5.4, where the second column shows the cal-
culated sensitivity for the assumption in the first column.
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In presentation P, a preference for multiple topicsisin evidence. This pref-
erence stems from forcing the system to make an assumption whose cost depends
upon the relationship between elementsin the presentation. The system currently
values diversity over emphasis, as described in Section 5.4.2.

In presentation P, the sensitivity to the assumption of locality isdemonstrated.
When the user was assumed to be loca (in ), there was no clip in support of
scenic views of UBC, but when the user is assumed (in this case because the user
actually informed the system) to be prospective and therefore not local, a scenic
clipisincluded. Notethat thisclipisincluded at the expense of the earlier research
and sports clips; the system currently places a greater value on showing UBC'’s
scenic merits to prospective department members, than on any other design ele-
ment.

5.7 Alternative Approaches

5.7.1 Decision Theory for Multimedia Presentation Design

Here we explore how decision theory could be used in the service of the stated
goals of intent-based authoring, and argue that expected value (see Section 4.2
for background) is probably not the right approach. In this section we focus on
the interaction paradigm in support of what has been referred to in this thesis as
scrutability: a scrutable system is one that makes clear to users the relationship
between the model of the user maintained by the system, and the behavior of the
system. The means by which scrutability is achieved in the system is an approach
to interaction that permits users to critique the user model in pursuit of better sys-
tem behavior. Animportant element of this approach isthe approach to sensitivity
analysis, described in Section 5.5.

Cheeseman [40] discusses the use of decision theory for design, and has sug-
gested that the best design is the one that results from averaging over all possible
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models and maximizing expected utility or minimizing expected cost; in Equa-
tion 5.2 the expected value of the cost function C' over designsisto be minimized,
and the best designis D : £(C(D)) isminimal.

B(C(D)) = p(DIMy) POMy) + (DMLY P(My) 4+ -+ u( D|M, ) P(M,) (5.2)

p(D| M) isthecost of design D inthecontext of model M, and P(M ) istheposte-
rior probability of model M (refer to Section 5.4 for formal definitionsof theterms
“model” and “design,” which are used informally here). There are reasons in the
current application why this may be the wrong thing to do.

For example, consider thefollowing scenario. Assume, for simplicity, that users
of the Departmental Hyperbrochure (see Section 1.4) can be only faculty members
with prior probability 0.6 or students with prior probability 0.4, respectively, and
that thefollowing costsareknown: pi(sports| faculty) = 10, u(sports|student) =
b, u(research|faculty) = 5, u(research|student) = 15. Assume aso that a
current user of the system is a faculty member, that the system has assumed that
the user is a faculty member, and that this assumption is clearly indicated to the
user. Then, E(C(sports)) = 8, and E(C(research)) = 9. Thereisno indica-
tion to the user why the former is chosen for presentation over the latter, and the
user may wonder why he is watching an irrelevant basketball game. The faculty
member using the system may not be aware of the high degree of aversion on the
part of students to research—a value not shown to the user (because there may be
avery large number of such values). The behavior of the system isinscrutable.

It may be better to make a mistake and admit it, giving the user the means to
correct the contextual error, rather than average over al possible mistakes. There
areexceptions, and it isnot difficult to conjure counterexamplesunder slightly dif-
ferent assumptions from the ones that guide our own effort; consider a scenario
where it is possible to present material that is known to be highly offensiveto a
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particular category of user, but which is known to be greatly appreciated by an-
other; pornography is one such delicate issue today, and policies are under review
at academic departments around the globe. Another example: one would not want
to present aviewer with sensitive corporate dataon the assumption that he or sheis
ajoint-venture partner, only to find out later that the viewer isfrom acompetitor’s
firm.

The system cal culates the most likely user model, and then usesit to design the
best presentation. Refer to Section 4.1.1 for background material about theformal-
ism.

5.7.2 Costsand Utilities

This section is adiscussion of how the values associated with the design assum-
ables should be interpreted.

These quantities can be interpreted in anumber of implementation-dependent
ways. it could be an estimate, for instance, of how hard it is for the system (from
acomputational point of view) to realize the design element, or of how much cog-
nitive or perceptua effort (the system thinks) will be required from a human to
comprehend some manifestation of the design element. The values are used to
constrain choicesinthe design space (for instance, to prefer some alternativesover
others asin the example provided in Section 5.6); this interpretation sees the val-
ues as ameasure, attributed by the system on behalf of the user, of how relevant a
design element isto the user modeled by the current user model.

Theinvestigation in thisthesis has been formulated in terms of asystem which
minimizes positive design cost; thisapproach encourages designswhich are“min-
imal” with respect to the number of design assumptionsmade. All costs associated
with design assumables are positive, and the function used to accumul atetotal cost
is simple summation, which meansthat the total cost function is monotonicin the
sense that it can only increase as additional assumptions are made over the course
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of the proof. Itisaso “unbiased” in the sense that it is possible only to express
relative preference (see Expressiveness, below).

Another possibility would be to implement the dual system which maximizes
positive utility; this approach would produce designs which are “maximal” in the
number of design assumptions. These distinctions are important because they af -
fect the expressiveness of the underlying knowledge-representation language, as
well as the computational complexity of the implementation that is built with it.

Expressiveness. It is not the same thing to say that ‘ presentations that do not
depict sportseventsare preferred over those which do’ and to say that ‘ do not show
gports events.” The first can be expressed with a system that maximizes positive
utility by setting the utility of sports events to be lower than any other utilities, or
with asystem that minimizes positive cost by setting the cost of sports eventsto be
higher than the costs associated with presenting other kinds of events. The second
reguires an ability to express negative bias (‘ user hates sports’) which cannot be
represented in a system that uses a monotonic utility function; making additional
assumptions can only increase cumulative cost (or decrease utility) and decrease
cumulative probability.

Complexity: Theaforementioned expressive power isgivenupinfavor of mono-
tonicity'? because non-monotonic utility functionswould requirethe system to gen-
erate the entire search tree before reporting the best solution: brancheswould have
to be followed to their leaves because arcs could be |abelled with negative values,
and all branches would have to be followed before it could be known which of
them lead to the best design. (Partial proofswould do the system no good at all.)
As the search space may be very large, this would be an unacceptable strategy in

12The term “monotonicity” isused here not inthe logica sense of non-monotonicreasoning, but
in the classical mathematical sense of a function whose derivative does not change sign.
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our presentation domain, which currently benefits from abest-first search strategy
(see Section 5.4.2).

Theseissues can not be simply dismissed by arguing that the system could shift
the scale of costs or utilities associated with the design assumables so that the low-
est cost or thelowest utility isset to zero. Thiscompromisestrategy takento permit
the expression of negative bias while retaining favorable complexity parameters,
introduces complications of its own. Consider, for instance, a candidate design
with a “research” component (with utility of 100) and ten “sports’ components
(each with utility of <10); such adesign would have anet utility of zero, and any
other design with a positive utility would be preferred to it. For instance, a candi-
date design with asingle “entertainment” component with total utility 5 would be
preferred. Assume aso that there are no design assumables in the database with
associated utilities that are “worse” (less than) <10.

If the assumabl es in the database were preprocessed by the system as discussed
above, the assumption associated with the “research” component would now have
autility of 110, and the assumption associated with the “ sports’ component would
have a utility of zero. The candidate design would now have a net utility of 110,
and would now be preferred to the “ entertainment” candidate, which is now worth
15. Such changesin design preference would be difficult for knowledge engineers
and intent-based authorsto foresee, and so this scaling remedy does not appear to
be agood solution. Again, the ability to explicitly expressbiasisgiven upinfavor
of mathematical monotonicity, which supports the best-first search strategy.

5.7.3 Other similar approaches

Wu [200] uses passive recognition techniquesto build amodel of adialog partner,
but decision theoretic measures are used to decide when the system should inter-
vene to make direct inquiries of the user. The system is said in such an event to
have adopted an active acquisition goal; these AAGs are isomorphic to the salient
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set of assumptions described above, in the sense that they are the ones judged by
the system using decision theoretic measures to be the (only) ones with which it
might be worth distracting the user. The approach taken in thisthesis differs sig-
nificantly, however, in that the user can continueto ignore the user model window,
and inthat even thisinaction can beused asabasisfor drawing further conclusions.

5.8 Conclusions

Guided by adesireto build cooperative systems, away was sought to acquire, rep-
resent, and exploit smple models of users. The models are acquired with an ab-
ductive reasoning strategy, and consist of assumptions about the user, drawn from
apool of possible hypotheses called recognition assumables. Associated with each
of these assumables is a probability, and the probability of a model is the product
of the probabilities of the assumptions composing the model. The model explains
observations of the actions of the user at the interface to the system.

Design assumptions must be consi stent with model assumptions, and aredrawn
fromapool of possible hypotheses called design assumables. Associated with each
of these assumablesisacost, and the cost of adesign isthe sum of the costs of the
assumptions composing the design. The design and the model together explain a
presentation that satisfies the communicative goal, or intention, of the author.

The requirement of scrutability was identified, which is the constraint that the
behavior of the system should be seen by its usersto be a consequence of the user
model. It was found that thisgoal is not met by expected value approaches to de-
sign.

Theminimal Al approachto user modelling described here servicesthe scrutabil -
ity condition by providing the means to perform a kind of sensitivity analysis on
components of the user model, so that only themost critical elementsare displayed
to the user, who can then criticize them. The contribution of thisthesisis both an
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interaction paradigm that permits the user to “debug” the user model, and a prob-
abilistic Horn abduction approach to reasoning that implements the paradigm.



Chapter 6

| mplementation

But men do not begin to act upon theories. It isalwayssome real danger, some prac-
tical necessity, that produces action; and it isonly after action has destroyed old re-
lationshipsand produced a new and perplexing state of affairsthat theory comesto
itsown. Then it isthat theory is put to the test.

—H.G. Wells
Outline of History, page 693

A prototype of the system described in the rest of this thesis has been devel-
oped. It embodies the intent-based authoring ideas advanced in this dissertation:
Valhalla is a scrutable system that selects and orders video clips from arepository
of material describing the Department of Computer Science at the University of
British Columbia, and the examplesin this chapter are drawn from the Departmen-
tal Hyperbrochure, described in Section 1.4. Valhalla decouples the specification
from the presentation tasks of authoring, abandoning the traditional model in favor
of the intent-based paradigm.

The author brings an intent, and information he thinks will be relevant to the
eventual presentation. After annotation, a representation of this intent, and a set
of indicesinto the raw video residein a“document.” Thisis all done at compile-
time, in the absence of the viewer. Later, at run-time, the reasoner uses the docu-
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ment, along with the user model and other knowledge, to produce an edit-list. The
viewer, even in the absence of the author, sees only the most relevant portions of
the video when the user model is accurate, and can take remedial action whenitis
not.

6.1 Architecture

A distributed architecture was chosen for the prototype implementation. Popul at-
ing Vahalla'sframework are anumber of autonomous agentsthat fall into thefol-
lowing classes: client applications, network-based multimedia servers, and other
service providers such as reasoning engines and annotated video databases. Fig-
ure 6.1 illustrates agents within the Valhalla application framework.

reasoning engines and other
clisst applications service providers

WL W PR

PP ¥

et o

w e B

multimedia servers

Figure 6.1: Valhalla’s Distributed Architecture

Each class of agent has associated with it a single communications protocol,
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which alows client applications to transparently communicate with all instantia-
tions of that class. Itisthis“plug and play” compatibility between members of a
class that makes the Valhalla framework flexible and powerful.

One member of each class of application has been currently implemented in
the prototype framework. A client application, also named Valhalla, provides a
user with intent-based authoring services. Thisclient usesthe servicesof areason-
ing engine to generate descriptions of video presentations, and displays the video
sequences within the presentations using the services of a distributed multimedia
server.

The Multimedia Server

From the perspective of client applications, the server isasingle entity providing
virtual VCR-like control over multiple media sources. The server has the ability
to simultaneously operate in two modes: in local mode, media sources are con-
ventional analog devices, whose output may be routed to a number of available
display devices using an RS-232 controlled switch. In remote mode, digital media
istransmitted over the network to the client application from one or more remote
sites, and is controlled using media playback applications present on the client’s
host.

The server isimplemented as a series of increasingly abstract application pro-
gramming interfaces (APIs). Each interface can be directly accessed by a client
application, but typical operation of the server would only involve access from the
highest (and most abstract) layer. A higher layer interface uses the services of a
lower layer in order to provideitsown services. Figure 6.2 illustrates the rel ation-
ship between these interfaces and the various components of the server.

Thelowest layer, called thedevicelayer, isaccessible only through TCP socket
communicationsand iscomposed of aseriesof devicedrivers. Thereisonedevice
driver for each physical device, and one driver responsible for dispensing a class
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Figure6.2: The hierarchy of interfacesto the video server
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of digital data.

The next most abstract layer (the classlevel) isaccessible to client applications
viaan API to alibrary that directly communicates with the server on behalf of the
client. Thisintermediate layer provides completely separate interfaces for each
class of device. Devices of the same class share characteristics particular to that
class. Providing a separate interface for each class alows client applications to
take advantage of these particular characteristics. Supported classes currently in-
cludedigital video, digital audio, random-accessanal og video (optical video disc),
and tape-based anal og video. Future extensionsto the server will support other de-
vice classes, such astext, MIDI or digital audio.

Thetop layer, called the virtual-V CR level, isagain accessible viaan APl and
provides an interface that client applications can use to control any device. Char-
acteristics of different device classes have been abstracted away in order to provide
asingle VCR-like interface.

Using an API to communicate with the more abstract layers of the server is
advantageous for a number of reasons. The inclusion of a library into the client
executable facilitates the distributed architecture of the server; each library can be
considered to be an agent of the server executing on the client’s host machine. The
presence of the server on the client’s machine allows the server to directly control
applicationson theclient’shost. Such applicationswould be used for the playback
and manipulation of digital media. Secondly, the API itself has been designed to
provide auniform method of interacting with multiple media sources and formats,
allowing the differences between classes of mediato be partially abstracted away.

The video delivery component of the system is designed to handle tape, video
disk and digital video through a video server mechanism currently implemented
on a Sun architecture [88].
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The Valhalla Client Applications

Thefirst Valhallaclient prototype has been completed, and another is currently un-
der development.

’%

Figure 6.3: The Valhalla Control Window

Figure 6.3 depicts the Valhalla control window, the main human interface to
the Valhalla client, which is implemented in Objective C and currently resides on
aNeXT cube equipped with aNeXT Dimension board. The control window con-
tains —in addition to the familiar virtua VCR control panel at the lower left—
controls to advance to the next clip in the current edit-list, to return to the previ-
ous clip in the current edit-list, to replay the current clip, and to proceed with the
presentation (“ Go”).

Depression of the “Show” button is interpreted as a request to calculate the
next best presentation for the current model, and is passed on to the reasoner. The
“Show” button is“wired” to a predicatein the reasoner’s knowledge base that en-
codes a specific authorial intent; for the Departmental Hyperbrochure project de-
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scribed in Section 1.4, theunderlyingintent of all presentationsisalwaystoinform
the viewer, to make maximally relevant presentations of the research and other
departmental activities to individual viewers. Other applications using the same
client interface program may have the “Show” button wired to other predicates
encoding other intentions, and it would not be difficult to provide multiple but-
tons on the interface so that the user could select different (pre-defined) intentions
at run-time. It isalso possible in the current version of Valhallato author new in-
tentionsat run-timethrough aspecial query window that is not shown or discussed
further in this document; this avenue is not pursued because the system does not
demand that the human in the role of viewer be able to program in Prolog, and to
understand first order logic. (It does currently require the authors and knowledge
engineersinvolved to have these skills.)

“No!” is merely a direct way for the user to express dissatisfaction with the
current presentation, freeing the reasoner to recal culate both model and design as
required. Any activity at the control window is echoed to the reasoner, which can
use plan recognition techniquesto infer the motives of the user from these observa-
tionsof user behavior. Inthefigure, thelabel of the current interval as providedin
the annotation database is displayed. Manual laser disk controls include absolute
frame indexing.

The services of the multimediaserver are used to display clips contained in an
editlist. Currently, all media associated with the Hyperbrochure is in the form of
(synchronized) analog video and audio stored on CAV laserdiscs. Analog signals
from two laserdisc players are routed to a video digitizer board within the NeXT
computer, and the resulting digital video is displayed in awindow on the NeXT’'s
display. An example frame from a campus sporting event is shown in Figure 6.4.

The needs of individual users are met by referring to the user model, which
isarrived a by the reasoning method outlined earlier in thisthesis. As discussed
earlier, the user is given the opportunity to critique a selected subset of the model
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Figure6.4: A frame from the Departmental Hyperbrochure

via Valhalla's user-model window, shown in Figure 6.5. The hypotheses actually
displayed to the user are context-dependent, selected and ranked by a sensitiv-
ity analysis algorithm (described in Section 5.5) that reflects the degree of impor-
tance to the design, of each assumption in the model. In addition, the techniques
employed to display these assumptions reflect their relative importance; quanti-
ties to which the design is most sensitive can be shown, for example, in bolder
fonts, brighter colors, larger characters, and so on (cf. perceptua salience, Sec-
tion 5.4.1). Every effort is made to sanction the further assumption by the sys-
tem that the user has actually seen and attended to the display in the user model
window. The Valhalla User Model window implementsthe interactivity paradigm
advocated in Section 5.5. Clicking on any element of the User Model window
first sends a message to the Reasoner which causes it to succeed in its processing
loop; thismessageisfollowed by an instruction that encodes the change to the user
model that the user has just specified. The Reasoner makes the requested change
to the user model and then calculates anew presentation. In Figure 6.5, the screen
shows a number of sets of radio buttons, whichis Valhalla’s display technique for
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User Model
Each item helow represents an important assumption that the system
has made about you. Correcting the assumptions will change the
hehaviour of the system and the nature of your presentations.

(" userType(faculty) € userType(student) € userType(staff
(" gendermale) " genderfemale)
Fgen(lucal) (-"gen(pruspective)

Figure 6.5: The Valhalla User Moddl Window

variables whose values are drawn from an exclusive (digoint) set. Here, Valhalla
believes the user is a faculty member; a student can correct the system’s miscon-
ception with asingle click.

The pertinent elements of the user model selected by the reasoning engine are
transferred to the hyperbrochure application in an abstract form. Instead of spec-
ifying a particular GUI “widget”, a particular hypothesis may be specified as an
element of a (finite) discrete set, as possessing a value within a particular range,
or as having a boolean value. It is left to the hyperbrochure to determine an ap-
plicable “widget” with which to display thisto the user. This method of providing
abstract, indirect control over the reasoning process adds to the flexibility of the
framework.

6.1.1 The Reasoner

The Reasoner isabest-first Sicstus Prolog implementation of the assumption-based
reasoning framework introduced in this paper. The knowledge bases are al writ-
teninaProlog-likeHorn clause language extended with assumptions (as described
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in Section 5.4), and the annotation database consists of only definite clause asser-

tions.
User Interface
User
Model Reasoner Video Server | = =
Edit Media

List

Figure 6.6: Valhalla implementation

Video
Reasoner Interface
Internet

Figure 6.7: The Valhalla Agents

These aspects of the design can be seen in Figure 6.6. Connections between
the video server, user interface and reasoning engine areall client/server (TCP/1P)
links using standard Unix sockets, giving flexibility and platform independence.
Figure 6.7 illustrates these rel ationships.
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6.2 Functionality

? area(Student, graphics), % St udent studi es graphics,
supervi ses(Facul tyMenber, Student), %is supervised by Facul tyMenber
rel evant (Facul t yMenber, Topic), % to whom Topic is rel evant
editList([], Presentation, Topic, O, L), % Get a video edit-Ilist
cost Lengt h(L, 300). % close to 300 seconds

Figure6.8: Authorial Intent asa Prolog query

Presentation is decoupled from specification by having the system prepare an
edit list of relevant events and intervals subject to the constraints in the available
knowledge bases. The generation of this edit-list is performed at run-time, rather
than compile-time, so that the author need not be physically present to ensure that
the presentation is suitable. Theintent of the author is currently encapsulated in a
distinguished predicate that is attached to a Show button on the interface, whose
intended interpretation isthat viewers should be given abasic overview of the ma-
terial available, followed by abody which isrelevant to their immediate informa-
tionretrieval goals, and then by aconclusion; other author intentions could besim-
ilarly encapsulated and connected to the Show button, or to other buttons on some
custom interface.

A number of constraintsare applied to the design of the presentation, including
for instance that its length not exceed a certain amount of time. The user’s inter-
action with the system is restricted in this way to factor out variables that would
make it difficult to test the impact of our user modelling approach. Note, how-
ever, that there is an additional window, not pursued in this dissertation, that can
be used to make arbitrary queries of the reasoning engine, in the underlying rep-
resentation language described in this thesis; the user can take the role of intent-
based author by specifying his or her own intent in this window and instructing
the system to find an appropriate presentation. For example, in Figure 6.8, an au-
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thor might form this query to ask for a presentation of footage (optimal length of
five minutes), relevant in some way to adepartmental supervisor of agraduate stu-
dent associated with the Computer Graphics research laboratory...Obviously, the
full power of intent-based authoringisnot realizablein the prototypewithout some
facility with Prolog, and with the underlying reasoning and representation method-
ology; thisiswhy we expect the user testing of Valhalla to make use of the Show
button, which abstracts away from these complexities.

The system has been tested with the Departmental Hyperbrochure, introduced
in Section 1.4. Potential viewers of the material are prospective and current grad-
uate and undergraduate students, faculty and staff, funding agencies and industrial
collaborators. All these are potential users of Valhalla, and each brings idiosyn-
cratic goals and interests that the system attempts to meet with tailored presenta-
tions.

User Model Knowledge

/I

Intent’ Intent

Informatio

O O

Structured
Video

Edit-list
Form

i Document Reasoner Presentation
Auth or Annotation VCR Vi ewer
Raw
Video

Figure 6.9: Knowledge-based Video Annotation and Presentation

The way the intent-based approach is mapped into the video authoring domain
is shown schematically in Figure 6.9: the author brings an intent, and information
he or she thinks will be relevant to the eventual presentation. After annotation,
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arepresentation of thisintent, and a set of indices into the raw video reside in a
“document.” Thisisall doneat compile-time, in the absence of the viewer. Later,
at run-time, the reasoner uses the document, along with the user model and other
knowledge, to produce an edit-list. The happy viewer, even in the absence of the
author, sees only relevant portions of the raw video.

Although the current implementation has the Reasoner acting as a server to
the client Interface, the ssmple protocol underlying communicationsbetween these
agents permits the Reasoner to view the Interface as just another Prolog predi-
cate: an “ok” from the Interface (caused by successful completion of a presenta-
tion to the user) allows successful completion of the Reasoner’s evaluation loop;
any other message from the Interface (caused, for instance, by the user expressing
dissatisfaction with the current presentation by clicking on the No! button in the
Control window) forces the Reasoner to initiate a Prolog backtrack to find other
solutions. Clicking on the Show button in the first place initiates cal culation of
the first presentation, using only prior probabilities for recognition assumptions.
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Scenario: Company Meeting

Company XYZ holds a meeting to decide whether or not to build a new production
facility. The meeting is supported by advanced Group Support System (GSS) tools,
and complete records (minutes, keystroke logging, video, etc.) are kept.

Someone subsequently gets the job of creating a presentation of the meeting in
order to document and justify the process by which the decision to build the new
plant wasreached. Theintent of the ensuing presentationsisto convincethe viewer
that the decision was well motivated; different viewers get different renditions of
the argument. The marketing manager, for instance, gets a tailored account that
focusses on sales forecastsfor new plant operations. The accounting manager sees
a spreadsheet with emphasis on cash-flow and detailed cost-benefit analyses. Po-
tential investors see glossy images and video backup, along with statistics demon-
strating improved delivery schedules—but nothing that would be useful to a com-
petitor.

Any individual viewer of one of these presentations might be inspired to query
the system for further information on any subject. He thereby becomes an author
in his own right and specifies his own intent. A customer, for instance, might want
to see how the decision to build the new plant will affect prices. He authorshisown
presentation of thisinformation; whether or not theintent of the original author (to
convince) plays any role in thislast presentation is an ethical and practical issue
of some interest, but unfortunately outside the scope of this thesis.

An example:

Inter Spect Consulting Company’s 1999 Yearly Report includes the following
fiscal information (in millions of dollars):

e Land usagecosts: 12
¢ Data storage costs: 75
¢ Doughnuts and coffee: 105

e Communications costs: 23

The presentation system has availableto it knowledge about graphical presen-
tation strategies and languages [129] [194], and reasons its way to an optimal
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presentation for the president of I nter Spect based uponthisaswell asa continually
updated model of the president’s goals, beliefs, desires and preferences. If the au-
thor’sintentionin preparing the year-end report wasto fairly and accurately por-
tray the company’s expenses, the president might see a simple bar chart in which
the suspiciously high doughnut and coffee bill would be immediately apparent. If
the author’sintention was actual ly an elaborate argument for even more resources
to beallotted to the doughnut and coffee account, such a presentation element may
not be prudent. Instead, another graphic would bedesigned at presentationtimein
which the offending quantity is de-emphasi zed, taking full advantage of the equip-
ment available at run-time.
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Chapter 7

Conclusions

Thewholeduty of awriter isto please and satisfy himself, and thetruewriter always
playsto an audience of one.

—The Elements of Style, page 85.

Most systems which are currently available to support authoring inherit the
limitations of the traditional model of authoring, which were presented at length
in Section 1.1 and recapped in Section 5.2. The foremost such limitation stems
from the early commitment to content, which makesit impossible to provide user-
tailored presentations at run-time. The problems are exacerbated in the video
medium because it is temporally linear (and because humans have so little time),
and because current techniques for automatic speech and visual recognition leave
the contents uninterpreted.

A knowledge-based solution called intent-based authoring was described in
Chapter 5 which mitigates the serious effects of these problems, by separating in-
tent from content, analogoudy to how the structured document paradigm now sep-
arates content fromform. The separation of intent from content and form enforced
by the intent-based authoring paradigm frees the intent-based author to work at
compile-timein the absence of the viewer to specify the intent, or communicative

160
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goal underlying the eventual presentation. A run-time presentation system then
makes the presentation by first deriving amodel of the viewer and then tailoring a
presentation that meets the author’s objectives as given in the specification of in-
tent, and the interests of the user as given in the model. The entire framework is
represented in aHorn clause logic dialect, described in Section 5.4, which supports
the recognition of user models, and the design of presentations, by abduction.

Other components of the framework described include a scrutability desidera-
tum, to offset the possibility that the model contains errors. This desideratum re-
quiresthat users be shown relevant aspects of the user model, so that they can un-
derstand the (mis)behavior of the system. Because the model may be very large,
only a salient subset can be shown in general; this subset is determined by a sen-
sivity analysis, described in Section 5.5.

A prototype called Valhalla was implemented and tested, which manifests the
intent-based authoring framework.

The central focus of this project continues to be the deployment of artificial in-
telligence techniques for user modelling. Thiswork is performed within thelimits
of what has been called “minimal Al” to explore the simplest useful applications
of probability, logic and decision theoretic reasoning strategies to the problems of
modelling users of computer systems. The approach isvery simple, based asit is
upon well-tested notions from decision theory and the Al literature.

The intent-based authoring paradigm described in thisthesis can be applied to
different media, domains, and tasks. It has potential to circumvent limitations of
the traditional model of authoring. Intent-based authoring requires the application
of computational intelligence, a prospect which is only today becoming realistic;
the future of authoring looks promising from this vantage point.
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7.1 Implications

Authoringishard, whichiswhy technology hasbeen usedinthe past to aid authors
with their toil, and why thisresearch has been undertaken to investigate the issues
surrounding thetask. However, it seems on the surface that intent-based authoring
as advocated in thisthesisis hard too—harder than traditional authoring, whichis
at least well understood, if limited in the aforementioned ways. So why should
modern-day authors engage in the intent-based authoring paradigm? In addition
to the reasons already discussed (cf. individualized presentations for individuals),
isthe reuse factor.

Intent-based schemata, once authored, can be reused. Knowledge, once ap-
propriately indexed, can be reused, often in unanticipated ways. The principle of
code re-use in software engineering is motivated in the same way [119]. Whileit
istruetoday that an author will need to invest agreat deal morework into the spec-
ification of an intent-based presentation than in the design of atraditional book or
conference paper, theintent-based author and reader benefitsfrom amore effective
deliverable: the dynamic, intent-based document.'

7.2 FutureWork

Intent-based authoring captures the notion that authoring is distinct from view-
ing/reading, that the design of the document is not the same as its presentation.
These processes have been separated and thefunctionsof distinct sourcesof knowl-
edge and information elaborated in the authoring and reading cycles. The author
provides some of the information to be presented, and describes his intention as
regards this information, but we can go further.

!Intent-based authors of tomorrow will benefit from the presentation strategies and knowledge
bases of dl of hisor her forebears, and, one day, the n-th intent-based presentation may take less
effort from a human author than the corresponding traditional presentation would have.
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The authoring system can support the author in thisdesign or specification task
by referring to knowledge sourcesthat may prompt further elaboration on the part
of the author. If the authoring system knows, for example, that the presentation
facilitiesinclude video imaging capabilities, it may prompt the author to provide
video information, if available. The authoring system may even have a partially
instantiated model, or an aggregate model of the set of intended viewers of the pre-
sentation; this too may solicit additional contributions from the author.

Viewing, in turn, can be mediated by these same information sources. The
model of the reader is consulted at run-time to design the presentation, and spe-
cific presentation el ements are determined then by availableresources: if the color
printer isdown, the presentation may haveto be optimized for delivery on ablack-
and-white printer; presentationson aninteractive display might differ significantly
from those destined for hard-copy devices.?

The effectivenessof these and other techniqueswill beevaluated infuturework.
Empirical testing of the Valhalla interface is being undertaken to see if the user
modelling techniques it encapsulates help users accomplish certain well-defined
information retrieval tasks, asitisbelieved it will.

Empirical studieswill also yield insight into the notion of perceptual salience
advanced in this dissertation.

7.2.1 Learning: Updating Prior Probabilities

It is possible within the representation described in this thesis (see Section 5.4) to
encode dependencies between random variables [161]. We could render explicit
the relationship between sex and category, for instance, and continue to add other
dependencies we consider important. The problemisthat there may be many such
relationships, and it will be difficult to decide which are important enough to en-

2The WIP system uses just this approach; combined with the intent-based paradigm, it is a
promising direction. See aso thework of Mackinlay [129].
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code, and which can be safely ignored. Not only is this a knowledge engineering
task which it isdesirable to avoid, but the computational complexity of the result-
ing Bayesian network rises dramatically with the number of arcs representing de-
pendence.

Instead, probability values can be obtained from an episodic knowledge base
(EKB) [53] that tracks the user population over time. Values thus obtained will
reflect actual relationshipsin the user population, with acomputational complexity
much lower than that for acomplete Bayesian analysis, and the significant costs of
error-prone knowledge engineering are completely avoided.

At the end of a session, the EKB is supplied with a new data point, a new in-
dividual; the information supplied is in fact the current, most likely user mode,
consisting of the highest-probability assumptions. This data point in the EKB can
move over time, with continued experience with the same user.

When the reasoning agent requires a prior value, a call could be made to the
EKB (asaprocedural attachment, perhaps). P(male)wouldbeoriginally supplied
by the EKB as simply the number of individualsin the EKB who are male, divided
by the total number of individuals. Later, after the user hasindicated that he or she
isafaculty member, the EKB would be queried for thevalue of P(male| faculty).
Thisvalueisthe number of individualsin the EKB who are male faculty members,
divided by the number of individuals who are faculty members.

The EKB could be used as a kind of “user model server,” arepository of in-
formation about the user population that can be queried by all applications serv-
ing that population. Multiple local EKBs could be located within an institution
to serve different subsets of the complete user population, and global EKBs could
serve gqueriesover theentire population by querying al of therelevant local EKBs.

The EKB would function as aseparate agent, communicating with other agents
viaTCP/IP. Craddock [ 53] describesan EK B that might beemployedinthe manner
suggested here, and Orwant [154] [155] has recently implemented a system called
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Doppelganger that uses asimilar mechanism.

Since the information in the EKBs is intended to be persistent, it is a design
issue of some social impact whether the individuals stored in the EKB should be
identifiable. If they are, then persistent model sof individualswould resultin highly
accurate priors at the start of a new session with a user that had already used the
system, or who had used another system served by the same EKB. If not, then the
system must begin to model the user anonymously, from scratch, albeit with the
help of agrowing EKB. Individual tracking will keep the number of individuals
stored inthe EKB down to the number of actual users accessing the systems served
by the EKB, while anonymous storage will result in a new entry in the EKB for
every session by every user at every system served by the EKB. There are clearly
significant advantagesto individual tracking, but these must be weighed against its
(still unclear) social repercussions (but see Section 7.2.2).

There isan unexplored rel ationship between the notion, well-entrenched in the
user modelling literature, of user stereotypes [169] [45] [44] and the EKB ap-
proach to determination of prior probabilities. This relationship is hinted at by
Rich: “...stereotypes can beviewed as concepts, and then they can be learned with
statistical concept-learning methods.” [171] The current discussion can beseenin
just thislight.

Once something is known about the user, this information can be used asin
conventional stereotyping approachesto “trigger” the application of a stereotype.
Say, for instance, that the user has indicated, or we have reasoned by plan recog-
nition, that he or she is a faculty member. The traditional approach to the use
of stereotypes would have us apply the ‘ faculty-member stereotype’ and attribute
thereby to the user the defaultstherein. The approach described in thisthesis com-
putesusing best-first abduction other consi stent aspects of the user model as needed.
The EKB approach would accomplish the same result, by finding the closest point
in the feature space.
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Aswith the approach used in thisthess, thereis no need in the EKB approach
to foresee all the possible combinations of triggers; the EKB can provide, on de-
mand, a‘ stereotype’ for any conceivable combination of ‘triggers.” Thus, we may
encounter, in the course of interaction with the user population, an individual who
is both a faculty member and a smoker, as well as an avid baseball fan. Although
multipleinheritancefrom separate stereotypesfor faculty, smoker and baseball can
accomodate this particular example, considerable attention must still be given to
preferencefor attribute val ues when these disagree between stereotypes. The EKB
is immune from these problems, and provides values for any conjunction of at-
tributes on demand.

A smpler approach

In this subsection a simpler approach is described that does not require the mech-
anism of an EKB, but which does not capture all the dependencies that may exist
in auser population.

The knowledge engineer can “seed” the representation of prior probabilities.
For instance, he or she can set the value of the random variable describing whether
auser is a student or faculty member asfollows: {(student, a«/c), (faculty,b/c)};
instead of storing priors as single real numbers, he can store pairs of numerators
and denominatorswhose quotientsarethe priors. Thevalue of the denominator can
be interpreted as the size of the sample space from which the prior is determined,
and the numerator as the number of positive instances found in that sample.

Over usage, additional instances are encountered, which can be seen as extend-
ing the sampl e space, and consequently having an effect on the valuesof the priors.
A positive instanceincrements the numerator of the corresponding alternative, and
the denominator of all alternatives.

There are obviously many pairs of numberswhich, when divided, result in the
same quotient. For instance, thereare many «, b such that « /b = 0.5, but the mag-
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nitudes of the numbers chosen to represent the priors influences their sensitivity
to new information. The larger the denominator applied to the representation of a
random variable, the more confidence implied, and the less sensitive it will beto
observations. (See[201], cf. Dirichlet Priors.)

7.2.2 Privacy

The text of thisthesis has consistently evaded the serious issue of privacy, with
all of its complex social and ethical ramifications. Though outside the scope of
the current work, any serious elaboration or broader application of the technology
of user modelling will bring attention to the matter. Obvious questions include:
Who or what has access to the models? Are the models anonymous, or are they
individual? Are they persistent, or discarded after each session with the system?
Is the user aware of the modelling activity, and has he or she consented to such
activity?

The design of any user modelling system must necessarily answer these and
other questions. In this research, the model is derived during the user’ssession, is
available only to the reasoning engine and the user, and is discarded when the user
terminates the session. All users of the system are made aware of the nature and
scope of the modelling activity taking place, and they are, because of the scrutabil-
ity desideratum advanced in Section 5.5, ableto investigate the model itself viathe
user model window of the application interface.

As mentioned in Section 7.2, there is considerable advantage to maintaining
persistent, individual models of users. If users return for multiple sessions, the
modelling activity can begin whereiit left off at the end of the last session, thereby
making the user’s time at the interface more efficient, and more effective. Even
anonymous models can have this salutary effect, to alesser degree.

User models are likely to become important elements of future applications, as
well as marketable commoditiesin themselves, very much like conventional mail-
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ing lists are today. Today, it is polite and correct to ask people if they wish to be
on alist beforeit isreleased and used to send them solicitations. Some peoplefesl
that their membership in amailing list isto their advantage, othersfeel itisanin-
trusion into their private lives; this dichotomy will likely apply to the use of user
models as well, but with greater potential, perhaps, for misuse.

Conceivably, models acquired over long periods could contain extremely de-
tailed information about interests, habitsand beliefsof individual swhich, although
valuable in the service of a cooperative application interface, could result in ad-
verse effects ranging from unsolicited (though hopefully well-targeted) junk mail
through to discrimination based on any of the many attributes of the model.

The af orementioned concerns are addressed by one of the objectives of the pri-
vacy protection policy enunciated by the privacy protection study commission [2],
referred to asthe principle of maximizing fairness. Government databases are sub-
ject to these and other guidelines, but no lawshave yet been passed in North Ameri-
can courtsto protect the rightsof individual usersof computer systems (see Rosen-
berg [174] for a broader view of privacy considerationsin legal and socia con-
texts).

Solutions to the problems created by the use of persistent, individual mod-
els could take many directions. Users can be given control over acess to their
models by having them specify which attributes or groups of attributes should be
made available to which services and at what degree of authentication [58]. Users
could maintain physical control of their models by carrying them on smart cards,
PCMCIA cards (as in Doppelganger [155]) or similar technology. Advanced en-
cryption techniques with multiplelevels of security may become accepted for net-
worked transactionsinvolving user models.

Privacy is an important issue that must be addressed not only from legal and
ethical imperative, but because users themselves will be reluctant to use systems
that do not treat sensitive personal data with due attention. Emerging secure tech-
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nologieswill hopefully be up to thistask.

7.2.3 Future Development

A number of extensionsto the hyperbrochure client are being planned. In addition
to directly gaining knowledge viathe user model window, details of the user’sin-
teraction with a presentation are provided to the reasoning engine. The reasoner
does not currently use thisinformation, but could bring resourcesto bear onit. For
instance, if a user uses the navigation buttons in order to skip the viewing of the
remainder of a particular clip, it may be deduced that the user doesn’t have any
interest in the contents of that clip and the user model can be updated accordingly
(cf. plan recognition).

Aswas previously mentioned, itemsin the user model window are chosen based
on their degree of sengitivity. Sensitivity analysis is defined (See Definition 9) as
the act of determining how much a presentation will be changed when the user
modifies a given set of assumptionsin the user model. Given a set of user model
items, sensitivity analysiscurrently providesaquantitative measure of theseitems,
which isused by the client application to present the user model itemsin areason-
able, sorted order.

Other visua clues from the reasoning engine can also be considered. Linking
the sensitivity metric with colour (for instance) might help to persuade the user to
notice and correct faulty assumptions. Asan example, the client application might
chooseto present all assumptionswith ahigh sensitivity in bright red, thereby pro-
viding the suggestion of uncertainty or danger.

These perceptual salience metrics need to be determined by empirical study.

One of the goals of the intent-based authoring paradigm was to save time and
effort by reducing the impact of the temporal nature of the video medium. How-
ever, viewersmust still watch entire presentationsin order to gauge their relevance
and provide useful feedback to the reasoning engine. If the temporal portions of
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presentations could be summarized in a non-temporal format, the viewer may be
ableto form an opinion of the presentation in amoretimely manner. One possibil-
ity isto construct a graphical representation of the presentation and use a fisheye
view (Noik [150]) of the representation in order to highlight the relevant features.
If the user isin the process of browsing multiple presentations, the differencesbe-
tween presentations may be candidates for relevance.

The current system does not take into account what the user has already seen;
thereisno notion of “viewing history,” but something likeit could be added. Users
could then be given summaries of clipsthey had already seen, or shown relevant
aternativesinstead to avoid any form of repetition and boredom.

The system could be pressed into servicein at least two different ways. First,
after the fashion of information kiosks, Valhalla could be used on-lineto provide
information at varying levels of detail from overview to in-depth, in accordance
with the dynamically evolving model of the information-seeking user. Second, af -
ter the fashion of a montage table, Valhalla can support a (human) video editor in
the preparation of avideo presentation that may beintended for athird party. These
usage styles are distinguished for anumber of reasons.

Information seekers will be limited in the time available, so the system must
be real-time. The quality of the presentation is not paramount, as it will be seen
only once by asingle viewer. Response must be very good, however, if the typical
kiosk user isto be expected to wait for the presentation, let alone watch it. In this
usage pattern, the system is modelling the user-viewer.

Editors may be willing to wait for the system to search huge video indices and
knowledge basesif theresultisbetter content sel ection, or more consistent presen-
tation style. The effort will pay off with multipleviewings by multipleviewers. In
thisusage pattern, the system ismodelling the editor’ smodel of the eventual group
of users.

Only thefirst of these ways of using the system isillustrated in thisthesiswith



171

anumber of realistic usage scenarios.

A new Valhalla client is under development at the Department of Computer
Science of the University of British Columbia. It is being implemented by Kurt
Hoppe, a masters student there, as a CGI-compliant set of HTML files to be used
in conjunction with industry standard World Wide Web browser programs like
Netscape and Mosaic. The video server agent has been extended to interact with
industry-standard http server programs; in particular, it has been tested with the
NCSA 1.3 http daemon, and can deliver digital video to client applicationsviathe
daemon. An aternate reasoner is also under development by other researchersin
the department, also for use with the Hyperbrochure.
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Postscript

Content is everywhere. There is awidespread media-induced misconception that
alack of content lies behind current disenchantment with the world wide web, and
that the remedy is in the hands of Hollywood conglomerates who will spew out
incredible volumes of this content. What isin fact missing is arecognition of the
primacy of intent. There are not enough authors in existence to tailor the presen-
tation of all that content for individual readers. Thisiswhy intent-based authoring
is pursued in this dissertation, and why the world wide web, which connects au-
thorsand readersas never beforein human literacy, will one day becomeadelivery
mechanism not for content, but for intent.
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