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Abstract

Current methods of lesion localization and quanti�cation from magnetic resonance imag-

ing, and other methods of computed tomography fall short of what is needed by clinicians

to accurately diagnose pathology and predict clinical outcome. We investigate a method

of lesion and tissue segmentation which uses stochastic relaxation techniques in three di-

mensions, using images from multiple image spectra, to assign partial tissue classi�cation

to individual voxels. The algorithm is an extension of the concept of Iterated Conditional

Modes �rst used to restore noisy and corrupted images. Our algorithm requires a minimal

learning phase and may incorporate prior organ models to aid in the segmentation. The

algorithm is based on local neighbourhoods and can therefore be implemented in parallel

to enhance its performance. Parallelism is achieved through the use of a dataow image

processing development package which allows multiple servers to execute in parallel.
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Chapter 1

Introduction

Since the advent of computer image processing, researchers have been seeking ways in which

to classify objects and the relationships between objects represented in these images. In the

�eld of medicine in particular, many attempts have been made to automatically classify

and quantify tissues, organs, and disease states from images obtained by various medical

imaging sources. It is the ease with which humans can so readily interpret these images

that has been the impetus for attempting to force computers to do the same.

Image segmentation is possibly the single most important area of image analysis research

being carried out today. Image segmentation can be considered the separation of an im-

age into di�erent regions, each having a certain property, for example average gray level or

texture. It is usually the �rst step in a process leading to description, classi�cation and in-

terpretation of an image by higher level processes. However, classi�cation and interpretation

may form part of the segmentation process itself. The applications of image segmentation

are many and range from pattern recognition in robot vision systems to innumerable med-

ical uses including aiding in the diagnosis, evaluation and treatment of disease. It is the

application of image segmentation to medical images which has motivated the development

of this thesis.

For many years physicians have been producing and analyzing medical images, from

X-rays to ultrasound. Physicians usually employ computers and sophisticated hardware to

produce the images and rely on their medical expertise and knowledge to analyze the images

visually. There are many types of medical imaging techniques being employed in hospital

settings today. We shall be concerned only with a subset of those techniques, however,

this subset forms a substantial concentration of the total amount of medical imaging being

1



CHAPTER 1. INTRODUCTION 2

carried out today. The types of imaging which we shall encounter are each a category of what

is termed tomographic imaging. That is, the images obtained from each of these modalities

are pictures of cross-sectional slices of di�erent areas of the human body. Multiple contiguous

slices are combined to provide a 3D volume representing selected organs of interest within

the body.

When analysing tomographic images, the physician is most often attempting to identify

and quantify lesions, for example, cancerous tumours or cysts, which may be present in some

organ in the patient. Today the state of the art in quantifying lesions on medical scans is

de�ned by the manual outlining of the lesions on every slice in the scan, lesion by lesion,

slice-by-slice. The areas de�ned by the hand-drawn lesions are then summed slice-by-slice

to determine the volumes of the lesions. The measurement of volumes aids the physician

in determining a diagnosis and a prognosis with respect to the disease state of the patient.

Lesions are also measured over time, following therapy, in order to assess the progress of the

patient and determine the e�cacy of the treatment being applied. Most often, in the course

of imaging a patient over time, di�erent medical personnel are responsible for the analysis

of the medical scans obtained from the patient on any one occasion. This can lead to bias

and inconsistencies in the identi�cation and measurement of lesions, and consequently in the

diagnosis and evaluation of the patient. Accurate automatic lesion detection could provide

a consistent, unbiased account of the disease process under investigation.

Image segmentation, including medical image segmentation, has been studied extensively

in the literature and many algorithms have been developed in an attempt to solve the

problem. The e�cacy and accuracy of many of these algorithms have not been clearly

demonstrated. As a result, the number of medical teams employing these algorithms in

practise is quite small.

The reasons for the di�culties encountered in general medical image segmentation are

many. For example, the tremendous variation in the output of medical imaging devices

makes it di�cult to design a segmentation algorithm which will be e�ective in more than

one imaging modality, so most researchers carry out their studies using a single modality.

Another problem is that no lighting or depth cues, generally available in other types of

images, are observable in medical images. There are no shadows from light sources, and

often no discernible foreground/background contrast to aid in the analysis. A third compli-

cating factor in medical image segmentation is the fact that researchers involved in image

segmentation work are generally computer scientists and engineers, while the people who
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produce and analyse medical images are physicians and medical technicians. It is di�cult

to merge the knowledge and expertise of both �elds to acquire the composite knowledge

that is essential to a valid solution to the problem. The requisite multidisciplinary nature of

this work is another motivating factor in this thesis. We have endeavoured to maintain an

ongoing liaison with several medical imaging centres during the development of the research.

One major obstacle which continues to complicate the segmentation of medical images

is the partial volume, or volume averaging problem. At surfaces between objects the cor-

responding image elements (pixels in 2D or voxels in 3D) may be composed of more than

one object, for example, gray matter and white matter in the brain. Most segmentation

techniques try to classify each pixel in an image as belonging to one type of structure. If

volume averaging occurs at a signi�cant rate, which it does in medical images due to in-

herently poor spatial resolution, this will cause signi�cant artifacts in the segmentation of

these images.

1.1 Overview of Segmentation Methods

In general, image segmentation algorithms can be loosely categorized into thresholding

methods, edge detection, and region oriented techniques.

The simplest method of image segmentation involves thresholding. All pixels which have

a certain property such as falling into a given intensity range are classi�ed as belonging to

the same group. All pixels outside the given range are not included in the object. Most

thresholding techniques involve a binarization of the image into foreground and background

objects. This limits the application of these techniques to images having few objects. An-

other drawback to thresholding is the di�culty in the proper selection of the threshold value

required to optimally extract the desired objects. Many factors a�ect the observed intensity

value of an object in an image. For example, the characteristics of the imaged material,

the proximity of an object to nearby objects, and imaging conditions such as lighting and

shadows all combine to make it di�cult to obtain an optimal threshold value.

Edge detection methods of image segmentation involve locating signi�cant intensity

changes in images which can most often be interpreted as edges between objects. Although

many improvements in edge detection have been demonstrated in recent years, the methods

are still complicated by the di�culty of �nding actual object boundaries as opposed to noise

or artifacts. Following edge detection it is often the case that many gaps exist along the
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detected contours of an object. The complexity of properly linking the fragmented edges

which most often result from the application of these techniques further detracts from their

general usefulness.

The third general class of image segmentation techniques is de�ned by the region-oriented

methods. These techniques assume that objects are de�ned by individual, closed regions

in space. Region analysis techniques are further broken down into region growing methods

and region splitting and merging. In region growing, a pixel or pixels in the image are

used as a seed and an analysis is performed of the neighbours of the seed to determine

inclusion into the region. This analysis is iteratively applied until the object ceases to grow

further. The split and merge methods of region analysis work by iteratively splitting the

image into smaller and smaller regions until it is determined that the resulting regions have

some uniform property. The results of the image splitting are then merged with one another

if it is determined that the merged regions also satisfy the desired property. The di�culty

of de�ning the uniformity property and the complexity of applying these techniques detract

from their general application.

Recently the above general segmentation techniques have been augmented by the incor-

poration of mathematical morphology, pyramidal schemes, and model-based image segmen-

tation. It has been observed that accurate segmentation of many images, especially medical

images, will require external knowledge about the object represented in the image. In order

to incorporate external knowledge many organ and tissue models have been applied to the

segmentation of medical scans with limited success. Most of these model-based techniques

involve the acquisition and analysis of many data sets in order to form the model. For this

reason the success of these methods to date has been marginal.

In this thesis we have extended a model-based approach which has been investigated in

the literature. The model used assumes the given image data represents a Markov random

�eld (MRF). Using MRFs, we exploit the fact that pixels (or in 3D, voxels) in a given

local neighbourhood of the image have similar intensity. The method we have implemented

is iterative and on each iteration an analysis is made of each voxel and its neighbours.

Based on this analysis the voxel is classi�ed. At each iteration every voxel in the volume is

assigned a set of probabilities which represent the percentage of that voxel considered to be a

particular tissue type. In this manner, we present a solution to the partial volume problem.

The classi�cation values for each voxel eventually converge if the MRF assumption is valid.

The model used requires a minimum of user interaction in order to train the algorithm.
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The algorithm has been implemented in 3D using a visual dataow programming en-

vironment. The use of this development environment has enabled us to parallelize the

computation, which because of its 3D nature is relatively complex.

1.2 Overview of the Thesis

This thesis has been designed to be readable and understandable by persons with a moderate

Computer Science or Engineering background. Because of the extensive medical nature of

the thesis, an attempt has been made to include as much background material as possible,

relative to the medical aspects of the thesis. The segmentation solution presented, as well

as the background literature leading up to the solution, employs a signi�cant amount of

statistics and probability theory. However, readers with an introductory knowledge of these

subjects should have no di�culty with the material presented here.

This thesis, although essentially self-contained, is not meant to be read in isolation from

the vast literature available concerning medical image segmentation. Interested readers are

strongly encouraged to explore the extensive bibliography at the end of the thesis.

1.2.1 Chapter Summary

As mentioned previously, the thesis has been written with the intent of applying its results

to medical images. In light of this fact, we �rst introduce computerized medical imaging in

Chapter 2. Each of the commonly used methods of medical imaging including Computed

Tomography (CT), Magnetic Resonance Imaging (MRI) and Emission Computed Tomog-

raphy (ECT), is discussed in detail. For each imaging modality we present the physical

principles underlying the technique, its main applications and its limitations. A small dis-

cussion of how researchers have combined the various techniques in order to enhance their

diagnostic potential is also presented. This chapter has been included to provide the reader

with information necessary to understand the medical terminology and references found in

later chapters. As well, it provides an indication of the di�culty which arises in analysis of

the images obtained from these techniques.

Chapter 3 introduces the problem of image segmentation. Some formal de�nitions and

notation are provided followed by a discussion of the fundamental techniques used to solve

the problem. The inherent advantages and disadvantages of each of these methods are also

given.
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Each of the imaging methods discussed in Chapter 2 has unique features which compli-

cate the segmentation problem and detract from the discovery of a general solution which

will work for all modalities. In Chapter 4 these features are presented, followed by a dis-

cussion of how the general segmentation techniques of Chapter 3 have been extended to

medical images. A detailed discussion of model-based segmentation methods is then given.

Special consideration is given to the method of Iterated Conditional Modes, a model-based

method employing Markov random �elds. This technique provides the basis upon which

our solution is built.

We have extended and adapted the Iterated Conditional Modes method presented in

Chapter 4 to incorporate 3D, partial volume features and this forms the bulk of the dis-

cussion contained in Chapter 5. A multispectral approach is presented which combines the

segmentations obtained from independent image scans of the same organ. These scans are

�rst aligned, or registered, so that corresponding voxels from each set represent the same

structure. In the case of MRI, registered independent scans can often be acquired simulta-

neously so that physical alignment of the images is not necessary. A discussion of how the

algorithm has been designed so that its implementation is easily parallelized is also included.

The algorithm presented in Chapter 5 has been implemented using a visual dataow

programming environment specially designed for image processing. The environment al-

lows rapid development of algorithms and provides explicit parallelism by distributing the

computation to multiple workstations. The visual programming environment and the im-

plementation of the algorithm using the environment are also discussed in Chapter 5.

The algorithm has been applied to multispectral MRI scans of the brains of Multiple

Sclerosis patients. Multiple Sclerosis causes lesions in the brain which are visible on MRI

scans. The segmentations obtained are evaluated visually and by a lesion volume comparison

with hand-drawn lesions obtained over the entire image volumes. The results obtained by

our algorithm are presented in Chapter 6, and compare favourably with the hand drawn

versions. Following a discussion of the results of experiments using our algorithm, some

future directions this work may take in the coming months are also given. This will include

further experimentation using phantom or simulated data, improvements to the algorithm,

and the development of an accurate model of brain tissue and lesions.



Chapter 2

Computerized Tomographic

Imaging

2.1 Introduction

A revolution has taken place over the last 20 years in diagnostic medical imaging, integrating

advances in the �elds of medicine, physics, computer science and engineering. The result

is a vast array of tomographic medical imaging techniques designed to exploit the electro-

magnetic wave spectrum to the fullest. Tomographic imaging involves obtaining multiple

projections through each of many planes or slices through the body. These multiple pro-

jections are used to create images of consecutive cross-sections of interest. Together, these

cross-sections or tomograms form a 3D volume image of the organ(s) of interest. The man-

ner in which these projections are obtained de�nes the types of computerized tomographic

imaging currently available. The tomographic imaging repertoire now includes computed

tomography (CT), magnetic resonance imaging (MRI), and emission computed tomography

(ECT) which is further broken down into two classes, single photon emission computed

tomography (SPECT) and positron emission tomography (PET).

CT provides images of internal structures by measuring the attenuation of X-Ray beams

passed through body. Images are obtained with MRI using a combination of the inherent

resonance characteristics of atomic nuclei and the application of a strong magnetic �eld to

the patient. Varying tissue characteristics can be determined and the spatial locations of

the atomic nuclei can be discovered through gradient applications of further magnetic �elds

7
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in orthogonal directions.

ECT yields images of slices through the body by measuring the gamma ray ux emitted

by radiotracers, chemicals which are combined with radioactive nuclei and injected into the

patient. Di�erent radiotracers have a�nity for di�erent tissues and locate selectively in the

organ of interest. Depending on the method of creation of the gamma ray photons, ECT

has evolved into two separate imaging modalities; positron emission tomography (PET) and

single photon emission computed tomography (SPECT). Both of these methods are capable

of quantitatively measuring metabolic and physiological processes.

The results of each of the above imaging modalities can be used to develop 3D models

of the organs or tissues being imaged. Using advanced computer graphics techniques, the

images can be correlated and interpolated to compute the volumes and surfaces of the

objects. These volumes can then be viewed from any desired angle and the usual post-

processing techniques such as thresholding, scaling, contrast enhancement, etc., previously

applied to the two dimensional views, can be applied to the 3D image.

The purpose of this chapter is to provide an introduction to each of the currently available

tomographic imaging techniques, to describe the fundamental aspects of the physics of each

and to establish a framework for the remainder of the thesis. It is not intended to be an

exhaustive survey. The interested reader is encouraged to explore the reference list at the

end of the thesis for further details on each technique.

The images obtained from each of these methods can also be combined or registered

to yield a composite view, consisting of both the structural information obtained from CT

or MRI and the functional information granted by SPECT and PET. The registration of

multi-modality images serves to enhance the diagnostic potential of any single technique.

The �nal section in this chapter discusses some of the methods and di�culties associated

with image registration.

2.2 Computed Tomography(CT)

Since its conception in 1971, computed tomography, or computerized axial tomography

(CAT), has revolutionized the �eld of diagnostic imaging and provided the impetus for the

development of more advanced imaging modalities such as magnetic resonance imaging.

Known more familiarly as CAT scanning, this technique provides images of the internal

structures of organs by measuring the X-ray attenuation of underlying tissues in a slice
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through the body. A series of 1-D projections is obtained, from which tomographic recon-

struction methods are used to obtain a 2-D image of the slice. Because noise from over-

and under-lying tissues, so detrimental in ordinary X-ray imaging, is substantially reduced,

much better resolution and contrast between tissues is obtained. A series of 2-D images of a

given portion of the body under study can be used to obtain volumetric images using either

volume rendering or surface rendering techniques provided by advanced computer graphics.

2.2.1 Physical Principles

Imaging of the body with computed tomography is accomplished by measuring the atten-

uation of X-ray beams lying entirely within successive planes of the section being imaged.

In order to obtain the 1-D projections necessary to reconstruct the image accurately, the

attenuations must be measured at many di�erent angles around the body. This results in

a need for imaging equipment which can be rotated at an angle which is transverse to the

long axis of the body. Hence, most of the images obtained in this manner are transaxial

images.

When Geo�rey Hounse�eld of EMI in Great Britain �rst experimented with CT in

1972, the source/detector arrangement consisted of a single X-ray generator and a single

detector mechanism which would exist at opposing sides of the area to be imaged [123].

By translating both the source and detector coincidentally, through the plane of interest, a

single view was obtained. The unit would then be rotated by 1o and the process repeated

until 180 such views were obtained. Each view required 160 translations thus culminating

in 28,800 ray sums being obtained. Each such slice would take approximately 4 minutes,

creating considerable di�culties, since many slices would have to be obtained to provide a

worthwhile study.

This �rst generation CT scanner has been succeeded by three major design modi�ca-

tions culminating in the modern fourth generation scanners available to day. In the fourth

generation design the X-ray is emanated in fan-beam fashion extending over the entire plane

of interest. The detectors, of which there are as many as 1200, are arranged in a static ring

around the patient. Thus no translation of the source is necessary and a complete scan can

be obtained from a single rotation of the source/detector coupling through an arc of 180

degrees. The detectors are composed of scintigraphic crystals with short afterglow, coupled

to solid state photo-iodes sensitive to scintillation photons. A single scan now takes 1.5 to

18 seconds instead of 4 minutes. Each detector makes approximately 1024 measurements
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resulting in over 1.2 million samples per slice. Most modern third and fourth generation

CT systems incorporate variable scanning rates in order to accommodate the di�erent re-

quirements of imaging various tissues and organs. As well, the diameter of the �eld of view

can be adjusted to further reduce the imaging times where appropriate.

Regardless of which generation scanning system is employed, the end result of any CT

scan is a series of data in the form of g(�; s), the line integral sum along angle of orientation

� with o�set s from the center of the section. Figure 2.1 illustrates one such projection

through an image f(x; y). The problem then is to transform the data into a 2-D distribution

in the spatial domain from the set of line integrals so obtained, that is, to determine f(x; y)

from g(�; s). The function g(�; s) is called the Radon transform of f(x; y), named after the

mathematician J. Radon who determined, in the late 19th century, how the transform could

be achieved.

f(x,y)

s

y

x

X-Ray source

µ

θ

g( θ, s)

Figure 2.1: The 1-D projection g(�; s) of the 2-D function f(x; y). The line integral along
� at angle � and o�set s from the center of the object are illustrated.
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The basic property of X-ray absorption which is necessary for the evaluation is given in

Equation 2.1:

ln(
I

I0
) = ��L (2.1)

where � = the absorption coe�cient for a uniform absorbing material of length L:

I = transmitted intensity of the X-ray beam.

I0 = the detected intensity of the X-ray beam.

Human tissue is obviously not uniform along any given length so Equation 2.1 must be

modi�ed to incorporate the integral of intensity along the length of the tissue. This is given

by Equation 2.2 below:

ln(
I

I0
) = �

Z
L

�(x)dx (2.2)

Solving for I we obtain:

I = I0e

R
L

�(x)dx (2.3)

In order to reconstruct f(x; y), the original data, we need to determine �(x). Several

methods of reconstruction have been developed to obtain the 2-D spatial intensity distri-

bution from the line integrals. The �rst method to be developed, which has largely been

displaced by the �ltered back-projection technique, was the Arithmetic Reconstruction Tech-

nique (ART). ART uses an iterative method to obtain successive approximations using a

best �t strategy.

The �ltered back-projection method is used extensively in CT, PET, SPECT and other

imaging modalities with minor variations across the imaging spectrum. One view of a section

of the body under consideration is de�ned as a set of parallel rays obtained at any given

angle �. All values of ray sums are back-projected such that each point intensity in this

intermediate image is equal to the sum of all the views contributing to it. Each point in the

un�ltered back-projection gives rise to artifactual densities proportional to 1=r, the distance

from the point density location. All points thus contribute to the blur of each other point.

The transformation so obtained is the Radon transform of the image and the result is the

original function blurred by the point spread function 1=
p
x2 + y2. The original function

can be restored by an approximation of the 2-D inverse �lter whose frequency response is

given by:
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F =
p
u2 + v2

where u and v are the frequency domain counterparts of the x and y spatial coordinates,

respectively.

A series of �lters have been designed and used to obtain the reconstructed image, and the

use of any particular one is determined by the preference of the radiologist using the equip-

ment and the characteristics of the hardware used to obtain the projections. It is beyond the

scope of this chapter to further explore the di�culties encountered and the techniques used

in image reconstruction from projections. The interested reader is encouraged to explore

Herman [42] and Jain [49].

An enormous number of calculations is required to perform the reconstruction process

and thus specialized hardware is necessary to obtain reasonable results in a reasonable

amount of time. To facilitate the process, array processors and other parallel processing

hardware and software are employed in the reconstruction process.

Having obtained the approximation of the slice of the body under investigation, a great

many post-processing techniques are available to further extract information from the re-

sulting 2-D image slices, using �ltering, edge detection, thresholding, etc. As well, the 2-D

images can be manipulated to obtain 3-D views using the volume rendering and surface

reconstruction techniques of modern computer graphics installations. The reader is referred

to Kaufman [61] for an exhaustive survey and a comprehensive bibliography of volume

visualization research.

2.2.2 Practical Aspects

Almost all CT scanners available today use some variation of the aforementioned methods

of signal generation, detection and image reconstruction from projections. Progress has

been made in all these areas over the last twenty years, resulting in complete examinations

requiring as little as 8-20 seconds. The actual display of the generated images can proceed

in parallel, with the 3-D reconstructions taking only seconds more. Thus a patient can be

imaged in real-time allowing maximum utilization of the available resources.

Recent innovations in CT research have led to thin-section imaging techniques obtaining

section thicknesses in the range of 1-2mm with scan times of 1-23 seconds per slice. The
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resolution obtained is quite remarkable. The ultra-fast CT scanner can produce an image

in 50msec and complete an examination of the heart in under a second [69].

The use of CT does have some problems and limitations and is not a panacea for all

imaging requirements. For example, one advantage of CT is not requiring invasive proce-

dures. This advantage is lost when cardiovascular and bowel viewing is considered. It then

becomes necessary to use a contrast medium since the di�erential across tissue demarca-

tions is not su�ciently pronounced. Another major drawback of CT is its inability to fully

characterize tissue, especially signi�cant in distinguishing between malignant and benign

lesions, a problem common to all currently available imaging modalities. The only way

to di�erentiate malignant tumors is through multiple scans over a period of time su�cient

to detect changes in the a�ected tissue. CT costs about half the price of MRI, both for

installation and maintenance, but is more than 10 times as expensive as readily available

ultrasound imaging.

2.2.3 Conclusion

CT has revolutionized the diagnostic capabilities of modern medical science. Through the

development of low cost, versatile hardware, this tomographic imaging method has become

a reality for even the smallest of general hospitals. Though it has its disadvantages, CT

promises to be one of the leading methods of organ and tissue visualization for the next

several decades.

2.3 Magnetic Resonance Imaging(MRI)

2.3.1 Introduction

No imaging modality has witnessed the explosion of growth and development that Magnetic

Resonance Imaging has over the past 10 years. Once labeled NMR, for Nuclear Magnetic

Resonance imaging, the \Nuclear" term has recently been replaced due to its negative con-

notations among the general public. Using a combination of the inherent magnetic resonance

properties of tissue and application of radio frequency pulses, MRI obtains images by mea-

suring varying tissue characteristics. The resulting frequency information is converted, using

Fourier Transform techniques, to spatial intensity information of slices through the body.

As with CT these slices can be integrated using advanced computer graphics techniques
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to produce 3-D views of the imaged tissues. Unlike CT, where the signal is generated by

X-Ray beams, in MRI the patient becomes the signal source.

2.3.2 Physical Principles

Atomic nuclei of odd number exhibit a magnetic moment, somewhat as if the nuclei were

replaced by tiny magnets. In the absence of an applied magnetic �eld these magnetic

moments are arbitrary and random. Following the application of a large magnetic �eld,

B0, on the order of 0.3 to 2.0 Tesla, the magnetic moments of all the atomic nuclei align

themselves in the direction of B0. This results in a net magnetic moment, M , the vector

sum of all the individual magnetic moments of the charged nuclei, in the direction of B0.

Currently, the most prevalent entity for which measurements are taken is the 1H nucleus.

Other nuclei in the body are suitable for measurement but the 1H nucleus is the preferred

entity, for two reasons. Firstly, 1H is abundant throughout body tissues in the form of H2O,

and secondly the 1H proton yields the highest detectable signal of all the available atomic

nuclei. Other nuclei such as 13C, 19F , 23Na, 31P , while less e�cient, are �nding increased

use both in the research laboratory and in established MRI installations in a limited number

of hospital settings. The use of these nuclei o�ers the advantage of exploring a large number

of metabolic processes not possible using 1H . For the remainder of this discussion, however,

we will assume that 1H is the nuclei of reference.

When 1H nuclei are placed in the magnetic �eld, B0, they precess or wobble at a char-

acteristic frequency known as the Larmor frequency, proportional to the strength of B0,

according to the following equation:

! = B0 (2.4)

where ! = the Larmor frequency.

 = the magnetogyric ratio of the atomic nuclei,

for 1H;  = 42:6MHz=Tesla

B0 = the strength of the applied magnetic �eld in Tesla

Following the application of the magnetic �eld, a radio frequency (RF) pulse is applied

perpendicular to B0 at the Larmor frequency, !. This causes the induced magnetic moment,

M , to rotate or nutate away from B0. The extent of the nutation varies linearly with the

amplitude and the duration of the RF pulse. In this manner the operator controls what is
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imaged and how the imaging takes place. If we now cease the application of the RF pulse

the induced magnetic �eld, M , reverts to its original direction, namely that of B0. A signal

is produced in the RF coil wound around the inside of the magnet bore. Two relaxation

times are associated with the decay of the resonant signal; T1, which is a measure of the

longitudinal relaxation time, and T2, which is a measure of the transverse relaxation time.

The information obtained thus far is only a measure related to the concentration of 1H

protons in the tissue being imaged. In order to spatially encode the frequency data received,

pulsed magnetic gradients in the x, y and z directions are imposed concurrently with the

primary magnetic �eld B0. If no gradients are applied then all locations in the magnetic �eld

precess at the same Larmor frequency. If a gradient is applied then the Larmor frequency

detected becomes a function of the position of the 1H proton which generated the signal.

These gradients are applied in a timed sequence known as a pulse sequence. The pulse

sequence of a conventional MRI imager is shown in Figure 2.2. An RF pulse, modulated by

a sinc-like function, is applied at the Larmor frequency, the amplitude of which determines

the nutation angle. Simultaneously a z-gradient is applied inducing a z-dependency in the

Larmor frequency of the object. This determines the slice to be imaged within the object.

The negative lobe in the z-gradient wave form, following the RF pulse, is used to rephase

the spins within the excited slice. The spins within the slice can then be encoded spatially

in the x and y directions.

The �rst pulse in the x-gradient ensures that all spins in the resulting signal are in

phase. The second pulse is applied when the signal is to be measured, causing the Larmor

frequency to vary in the x direction.

The �nal gradient performs encoding in the y direction. It is applied such that the

incremental phase accumulation corresponds to powers of complex exponential functions.

The time from application of the RF pulse to the end of the y-gradient application is called

the repetition time or TR of the cycle. The time from the centre of the RF pulse to the

center of the signal is the echo time or TE time.

The data acquisition phase is terminated when many cycles of the pulse sequences illus-

trated in Figure 2.2 have been applied. If the gradient �elds are applied as shown in Figure

2.2 then a transaxial slice is produced. Interchanging x, y, and z yields coronal and sagittal

slices. Taking linear combinations of x, y, and z waveforms can produce oblique views from

any desired angle in the section being imaged.

The relaxation times T1 and T2 are produced di�erently and have varying e�ects on
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Figure 2.2: The pulse sequence of a conventional MRI imaging system.
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the resulting image [69]. If the TR and TE times are relatively short then T1 or spin-spin

relaxation times result, and the images obtained contain more detail. If the TR and TE

times are long then T2 relaxation times are produced resulting in more contrast between

di�erent tissues. The operator has full control over the application of RF pulses and x, y,

and z gradients and thus has control over the T1 and T2 images which result.

The ensuing frequency encoded information can be decoded in several standard ways.

The �ltered back-projection methods discussed in Section 2.2 apply equally to the recon-

struction of MRI data. This was the method of choice during the early development of

MRI. Today, however, the back-projection methods have largely been replaced by faster

and more accurate 2-Dimensional Fourier Transform techniques [26]. Following reconstruc-

tion, various geometric and other compensatory techniques are applied to reduce artifactual

contamination caused by imperfections in the reconstruction process.

2.3.3 Practical Aspects

Magnetic resonance imaging has many advantages over computed tomography, but also

su�ers from some distracting di�culties. Clinically, MRI is superior to CT in detecting

demyelinating lesions, such as those found in Multiple Sclerosis. Because MRI is relatively

insensitive to bone (due to the lack ofH2O in bone) it can image regions abutting bone, such

as the cerebral cortex and the base of the brain, much more clearly. This imaging modality

was previously the slowest of all imaging techniques, requiring up to 8 minutes per slice and

up to 45 minutes for a single examination of a desired section. Recent research has resulted

in producing images in breath-holding times by reducing the number of excitations required

down to just one [26]. Most present day systems still su�er from the long examination

times, however, which result in imaging artifacts. These artifacts arise from physiological

motions originating from patient breathing, peristalsis, and even pulse beats. Patients for

whom remaining still for long periods is a problem create a serious di�culty for MRI, as the

measurements are quite sensitive to even the slightest motion. The MRI source/detector

coupling is enclosed in a large doughnut shaped structure which encloses the patient during

examination. Many patients su�er claustrophobia from being placed in the imaging area

and as many as 15 per cent of patients refuse the procedure on these grounds.

As well as patient-related di�culties, installation of MRI machines presents technical

problems. The requirement for exclusion of external RF interference means that specialized

rooms must be designed to keep out secondary radio frequency waves. This adds to the cost
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of the already high price of MRI imaging equipment. Although no health related disorders

have been attributed to the application of strong magnetic �elds and radio frequency pulses

to date, the long-term safety of magnetic resonance imaging has yet to be determined. There

are other safety factors to consider as well such as ensuring that no metallic prostheses or

implants are contained within the patient, since these may lead to serious injury when

placed inside the large magnetic �eld. Radio frequency waves also may lead to disruption

of implanted pace-makers within the heart.

2.3.4 Conclusion

MRI has provided a second revolution in medical imaging and is currently just in its infancy.

Future developments in reducing the scanning times and the costs to the patient, high speed

reconstruction methods, and the use of several other atomic nuclei will make MRI a leader

in diagnostic radiology in years to come. Research involving post-processing of MRI images

using 3D graphics techniques is also ongoing, and o�ers broad opportunities for further

development of the technology.

2.4 Emission Computed Tomography (PET and SPECT)

2.4.1 Introduction

Tomographic radiopharmaceutical imaging or emission computed tomography (ECT) is

based on the detection of gamma-rays emitted by radioisotopes such as 99mTc, 123I , 15O,

and 13C. The images acquired in this manner contain physiological information as opposed

to CT or MRI which almost invariably yield structural or anatomical images. Organ and

tissue speci�c pharmaceuticals are labeled with the gamma-ray emitting radioisotopes and

injected into the patient, producing a set of 2-D projectional images of the distribution of

the isotopes within the tissue being investigated. These 2-D projections are used to ob-

tain 3-D images of radionuclide distributions within the body. Reconstruction of these 2-D

projections is accomplished using the same reconstruction techniques used with CT, with

corrections being made for attenuation and scatter of gamma-rays within the a�ected organ

or tissue.

Emission computed tomography (ECT) has developed along two fundamentally di�er-

ent but complementary paths, the basic di�erence being how the direction of the emitted
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gamma-ray is determined and the type of radioisotope used. Positron emission tomography

(PET) relies on the coincident detection of two collinear annihilation photons resulting from

the combination of both a positive charged electron (positron) and a negatively charged elec-

tron. Single photon emission computed tomography (SPECT) determines the direction of

the gamma-ray by the single and sequential detection of collimated photons emitted by the

radionuclides.

2.4.2 Physical Principles

SPECT is achieved with the use of the traditional gamma camera �rst developed by H.O

Anger in 1957 [123]. The camera is composed of a large diameter (30-45cm) sodium iodide

(NaI) scintillation crystal coupled to an array of photomultiplier tubes. A cross-sectional

view of the gamma camera is shown in Figure 2.3. Gamma-rays interact with the NaI scintil-

lation crystal and the crystal in turn emits energy in the form of light. The photomultiplier

tube in closest proximity to the arriving gamma photon produces the largest output. The

signals received from all the photomultiplier tubes are converted to electrical impulses and

combined to determine where the gamma-ray was absorbed by the crystal. The collimator,

which is composed of lead and is approximately 2-3 cm thick, is used to provide entry to

only those gamma rays which are nearly perpendicular to the face of the camera, thereby

determining the directional ray along which the photon was emitted. The collimator yields

a projectional image of the gamma ray ux. Single and dual headed cameras are in current

use. They are rotated around the patient through 180o and 360o respectively, in 3o or 6o

increments. Since each increment of the camera acquires a 2-D projection, a single rotation

of the camera about the patient is all that is necessary to obtain the 3-D distribution of

radionuclides. Conventional radionuclides, such as 99mTc, 123I , 131I , and 111In (Indium),

available in most modern nuclear medicine departments, are used to provide the source

gamma rays. The nuclides used have relatively long half-lives (e.g. 6 hrs for 99mTc, 13 hrs

for 123I) and thus require no special equipment to produce other than that already in place

in the nuclear medicine department.

PET utilizes radioisotopes which produce a positron (a positively charged electron)

during decay, including 11C, 15O, 13N and 18F . The short half-lives of these radionuclides,

in the range of just a few minutes, necessitate the use of a cyclotron to produce. This, of

course, creates an enormous expense and severely restricts the use of PET to well-equipped

research hospitals.
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Figure 2.3: Cross-sectional view of conventional Anger gamma camera

When one of these radionuclides drops from an unstable to a stable state, a positron is

emitted. This positron travels a short distance (2-3mm), losing its kinetic energy, before

combining with a negatively charged electron. Both the positron and the electron are annihi-

lated, subsequently producing two diametrically opposed photons, each of energy 511 KeV.

Scintillation detectors, usually composed of bismuth germanate (BGO), similarly coupled

to photomultiplier tubes as in SPECT, are placed in a ring around the patient and await

the arrival of the photons. Once a photon reaches a detector, a time window of approxi-

mately 12ns is opened to await the detection of the coincident photon immediately opposite

the already detected gamma ray. The detection of single events, that is the detection of a

unpaired gamma ray, is minimized by the high speed circuitry. The number of detectors is

in the order of 4096 with approximately 1.5 million coincident registrations being detected

to produce the 3-D spatial distribution map [54]. Collimation of the arriving photons is no

longer required as in SPECT, but collimation in the transverse direction is still necessary.

PET thus achieves a superior spatial resolution.

Following the acquisition of the 2-D projections, both PET and SPECT employ �ltered

back-projection reconstruction techniques similar to that of CT as described in Section 2.2.

Further processing must be applied, however, in order to account for tissue attenuation,

scatter and absorption of gamma rays. This processing can be performed on the raw pro-

jection data or to the image itself. This further processing is applicable to both PET and

SPECT, with minor changes in either case to account for geometric di�erences [50].

2.4.3 Practical Aspects

The spatial resolution obtained from both PET and SPECT is inferior to that of CT due to

collimation, attenuation and scatter of gamma rays within tissues. The resolution obtained
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with SPECT (9-18mm) is determined to a large extent by the precision of the collimator,

while PET resolution is limited by its ability to distinguish coincident photons, which is

further determined by the size of individual detector crystals. Since a collimator is not

required with PET, its spatial resolution is superior to SPECT, ranging from 6-12 mm,

measured at full width half maximum (FWHM) of the point spread function. The resolution

of both imaging modalities is also determined by the count rates achieved by the detectors,

which in turn is inuenced by the a�nity of the radiopharmaceuticals for the target organ,

the half-life of the radionuclides, the dose given to the patient and the pharmacokinetics of

the labeled pharmaceuticals. For all these reasons it is usually necessary to calibrate the

system using phantoms of known materials [50]. Both imaging methods are fundamentally

limited in the spatial resolution achievable, which is restricted by attenuation, scatter, and

limited count statistics [54].

The applications of PET and SPECT are many and varied but are related by the com-

mon ability of both to measure metabolic and physiological changes as opposed to CT,

which simply measures anatomical information. SPECT is used primarily in oncological in-

vestigations of the central nervous system and visceral organs. PET research is focused on

the diagnosis and treatment of central nervous system disorders such as Alzheimer's disease,

schizophrenia and Parkinson's disease. Development of 18F labeled deoxy-glucose has led

to advanced research into glucose metabolism in the brain both in medical disorders and in

normal individuals.

The low cost of SPECT and its general availability will ensure its position in diagnostic

radiology in the years to come. A SPECT installation costs roughly $300,000 compared to

the cost of PET which can exceed $5 million dollars to install and over $800,000 per annum

to maintain [50].

Current research in ECT is focused on increasing the spatial resolution and the devel-

opment of new radiotracers which are more organ and tissue speci�c and which yield higher

achievable count rates in vivo. Recent advances in SPECT research include the development

of multiple-head cameras which provide dynamic, real time, 3-dimensional views in rapid

sequence. This is particularly useful in cardiac studies, where the motion of the heart can

be monitored for defects and disease [103]. Fan-beam collimators, which rotate in front of a

stationary detector ring are also being investigated in order to decrease noise and increase

resolution. Research in PET imaging is focused on increasing the transverse resolution

and increasing the signal to noise ratio, by developing fast scintillators, and increasing the
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number of detectors. Attempts are being made to increase the number of sections imaged

simultaneously using continuous, position-sensitive cameras, thus reducing imaging time

and the overall cost of PET.

2.4.4 Conclusion

Dramatic advancements in ECT in recent years, together with its unique characteristics

and abilities, ensure its position in medical imaging for the foreseeable future. Increased

resolution and detection e�ciency, together with continually new uses for the technology

make ECT an invaluable tool in diagnostic medicine.

2.5 Combining Images

Images from CT and MRI generally o�er information related to structure and anatomy,

while those from PET and SPECT yield functional information related to metabolic and

physiological processes. The spatial resolution from CT and MRI far exceeds that of PET

and SPECT. It would be of tremendous bene�t if images obtained by the various methods

could be combined to yield enhanced information content, thereby increasing their diagnostic

potential. Comparison of images obtained from the same imaging modality, obtained over

a temporal sequence, is also desirable, and has been carried out with partial success using

all the imaging modalities discussed.

Combining images from di�erent modalities presents many di�cult problems. To date

no method satisfactorily completes the task with limited operator interaction and e�cient

computing activity.

In order to combine images it is necessary to ensure that the same imaging planes are

combined. This may be accomplished by simply matching visually recognizable features

in each image. Another method of image combination uses external skin markings and

projected laser light beams to correlate planes of interest [30]. This requires that the patient

be restrained �rmly, but comfortably, and sometimes takes over two hours to complete.

There are of course scaling and positional di�erences across imaging modalities which

must also be overcome. Scaling di�erences are overcome by using the known physical char-

acteristics of the imaging equipment. Translational positioning is accomplished by eye or

by exploiting the center of gravity of the image outline. Resolving rotational di�erences is

extremely di�cult to automate, but attempts have been made to solve the problem. Both
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rotational and translational positioning can be achieved by physically attaching imaging

markers to the patient's body which are sensitive to each of the imaging methods under in-

vestigation. This provides accurate detection of the proper orientation of the patient during

imaging and is adaptable to all areas of the patient's body.

Once corresponding imaging planes have been determined, comparison and registration

of the images presents further di�culties. Each imaging method possesses a di�erent 2-D

spatial resolution, making comparison of small areas di�cult. As well, the images have

di�erent e�ective thicknesses in the third dimension. This di�culty may be overcome by

combining multiple slices of high resolution images such as CT or MRI to give the e�ective

thickness of the relatively low spatial de�nition images of PET or SPECT. Images can also

be compared simply by placing them side by side and using a dual tracker, which is mouse

driven, to investigate coincident regions of interest.

Current research has led to the development of several approaches to image registration

[86]. These include: (1) analytical approaches with respect to structure using Fourier analy-

sis and warping techniques; (2) analytical methods with respect to surfaces employing least

squares search techniques, principal axis techniques, and moment-matching techniques; (3)

procedural methods using stereotactic frames attached to the head of the patient; (4) the use

of anatomical atlases where the images in the atlas are transformed to �t the images under

investigation, followed by overlaying of the anatomical image over the functional image; and

(5) the use of external markers as discussed earlier.

The process of combining images from several imaging modalities has not yet been

perfected and is subject to two main drawbacks. Firstly, image registration requires the

expertise of a radiologist, an anatomist and other operating personnel. Secondly, at the

moment the amount of computer processing time required to perform the operations is

extensive. Research is aimed toward reducing the number of interactions between personnel,

increasing the accuracy of the methods and reducing the processing time required to obtain

the composite images.



Chapter 3

Basics of Image Segmentation

3.1 Introduction

One of the most di�cult to solve problems and extensively researched areas in image analysis

over the past �fteen years has been the problem of image segmentation. Image segmentation

can be considered the division of an image into di�erent regions, each having a certain prop-

erty, for example average gray level. It is the �rst step in a process leading to description,

classi�cation and interpretation of an image, usually by higher level processes.

To date, no generalized segmentation algorithms exist which are suitable for all or even

many di�erent types of images. Most currently available algorithms are ad hoc in nature.

One of the reasons for the di�culty encountered in segmenting images is the in�nite number

of possibilities that an image can represent. A truly general image segmentation algorithm

would require the storage and retrieval of vast amounts of knowledge and data. Another

problem arises in the evaluation of segmentation algorithms. There is no adequate solution

to the problem of determining the validity or accuracy of a given segmentation algorithm. In

many cases, various mathematical and other assumptions are made with respect to the image

under investigation. Given these assumptions veri�cation of the segmentation technique is

possible to some degree. However, it is generally the case that algorithms are validated for

a speci�c and often small number of images. Despite these di�culties, many hundreds of

segmentation algorithms have been published in the literature.

The applications of image segmentation are many and include but are not limited to

such areas as pattern recognition in computer vision systems and numerous biomedical uses

including automated tumour volume determination and 3-dimensional visualization. Before

24
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discussing any algorithms, it will be necessary to formally de�ne image segmentation.

3.2 De�nitions

There have been several de�nitions put forward for image segmentation but the one that is

generally accepted as the de�nition is as follows:

A segmentation [33] of a 2D image grid, X , over a predicate P is a partition of X into

N non-empty, disjoint subsets X1; X2; : : : ; XN such that:

N[
i=1

Xi = X (3.1)

Xi; i = 1; 2; : : : ; N is connected (3.2)

Xi \Xj = ;, for all i 6= j (3.3)

P (Xi) = TRUE, for i = 1; 2; : : : ; N (3.4)

P (Xi [Xj) = FALSE, for i 6= j where Xi and Xj are adjacent. (3.5)

Equation 3.1 above states that every picture point must be in a region. That is, no pixel

in the image can exist outside of some de�ned region Xi.1 Equation 3.2 says individual

regions must be connected; each Xi is composed of contiguous lattice points.2 Equation 3.3

indicates that the intersection of two regions is empty; regions are disjoint.

The predicate P in Equation 3.4 implies that the region Xi must satisfy some property,

for example, uniform pixel intensity. Equation 3.5 states that if two regions Xi and Xj

are adjacent and disjoint then the predicate P cannot be true for the region de�ned by the

union of Xi and Xj . That is, properties are di�erent for adjacent regions. The predicate P

discussed in Equations 3.4 and 3.5 above is formally de�ned below:

Let X denote the image sample points in the picture, i.e., the set of pairs

(i; j) i = 1; 2; : : : ;M; j = 1; 2; : : : ; N

where M and N are the number of pixels in the x and y directions respectively.

Let Y be a non-empty subset of X consisting of contiguous picture points. A

1In later discussions this requirement will be adapted to include the possibility that a given pixel may be

composed of more than one object class.
2This condition can and is relaxed in many applications of image analysis, including medical image

analysis, since it is quite possible to have disjoint regions of an image which belong to the same class. For

example, in cervical cancer smears, many nuclei may be a�ected but are disjoint, but all should be assigned

to the same class labeling.
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uniformity predicate P (Y ) is one which (i) assigns the value true or false to Y

depending only on the properties related to the brightness matrix f(i; j) for the

points of Y and (ii) has the property that if a region Z is a subset of Y and

P (Y ) is true, then P (Z) is also true.

The most basic form of uniformity predicate is based on the comparison of the mean

pixel intensity in a given region and the standard deviation from the mean. In general, a

region, R, is called uniform, i.e. P (R) = TRUE, if there exists a constant a such that:

maxi;j j(f(i; j))� aj � T

for some threshold value T.

Using the mean, � and standard deviation, �, this means that:

maxi;j j(f(i; j))� �j � k�

for some constant multiple, k, of �.

Other features used to determine region uniformity are based on a variety of properties

of the image including the co-occurrence matrix, texture, Fourier Transform and correlation

functions. The co-occurrence matrix is composed of values C(i; j), the number of pairs of

pixels having gray levels i and j which exist at a particular distance apart and at a �xed

angle. Properties of the co-occurrence matrix such as entropy and correlation are used to

determine textures of regions [143].

3.2.1 Techniques

Segmentation methods can be loosely subdivided into three principal categories including

(1) characteristic feature thresholding or clustering, (2) edge detection methods and (3)

region oriented techniques.

Thresholding

The simplest method of image segmentation involves thresholding. All pixels which have

a certain property such as falling into a given intensity range are classi�ed as belonging to

the same group. In its most general form thresholding can be described mathematically as:
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S(i; j) = k if Tk�1 � f(i; j)< Tk for k = 1; 2; : : : ; m

where (i; j) = the coordinates of a pixel in the x; y directions, respectively;

S(i; j) = the segmentation function,

f(i; j) = the characteristic feature (e.g. gray level) function

T0; : : : ; Tm = the threshold values, and

m = the number of distinct labels to be applied to the image,

If m = 1, the thresholding method is termed binary thresholding. If m > 1, these meth-

ods are described as multi-modal thresholding techniques. Thresholding is best applied to

images of relatively few homogeneous areas which are contrasted against a uniform back-

ground. For example, in the case of binary thresholding, a suitable application is extraction

of text from a printed page.

Well known histogram modi�cation and manipulation techniques are applied in image

thresholding [36]. From the survey papers by Lee et al. [76] and Sahoo et al. [112] it appears

that a method of thresholding labeled moment preserving thresholding (MPT) [131] is the

most suitable of the commonly used methods tested by those authors. In MPT the object is

to preserve the k'th moments of an image and to �nd the threshold values which maintain

the moments in the segmentation. The k'th moment of an image, mk, is de�ned to be:

mk =

P
i

P
j f

k(i; j)

MN

Thus the zeroth moment of an image is 1, and the �rst moment is the average gray level

present in the image. These moments are also obtainable from the histogram of the image.

Preservation of moments is motivated by the assumption that the original image is simply

a blurred version of the true segmentation. Tsai et al. [131] use a value of k = 3 in order

to obtain segmentations using 2, 3, and 4 di�erent threshold levels. Extensions to higher

dimensional thresholding are possible but with substantial increases in computational load.

The success of MPT methods applied to medical image segmentation has not been validated,

and is not likely to succeed as most medical images do not contain few homogeneous areas.

The reader is encouraged to explore the survey papers by Lee et al. [76] and Sahoo et

al. [112] for detailed descriptions of MPT and other classic thresholding methods.
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A multidimensional extension of thresholding, called feature clustering, segments the

image based on pixels clustered in a feature space and the properties of these clusters.

Clusters are generally formed using two or more characteristic features. The clusters need

not be contiguous in space.

Thresholding and clustering methods have the advantage of being fast and simple to im-

plement. There are, however, inherent shortcomings present in all thresholding techniques.

Primarily, there is the problem of threshold selection, which usually requires some a priori

knowledge of the image being segmented. As well, valleys and peaks in the histograms used

to segment the images are often not well de�ned and are di�cult to di�erentiate.

Edge Detection

Edge detection methods of image segmentation involve locating local discontinuities in pixel

intensities, followed by some method of connecting these fragmented edges to form longer,

hopefully signi�cant and complete boundaries. Most methods of edge detection involve the

application of a smoothing �lter (e.g. Gaussian), followed by a �rst or second order gradient

operator. In the case of a �rst order gradient, local maxima signify the existence of an

edge. If a second derivative operator is applied then zero crossings in the result indicate

the presence of an edge. A thresholding operator is usually applied to the result to �lter

out insigni�cant edges, or edges caused by noise which was not �ltered in the smoothing

process.

The biggest drawback to edge detection methods of image segmentation is the sensitivity

to the size and type of smoothing and derivative convolution masks applied to the original

image. In some cases these two masks are not parameterized and are therefore not under

user control. This limits the applicability of these algorithms to di�erent types of images.

As well, most edge detection algorithms are very sensitive to noise and can yield edge

information that is not a boundary between regions in an image. Furthermore, edges that

are computed are often not linked where contiguity exists in the image. These edges must

be joined to be useful in successfully segmenting the image. Algorithms for edge linking are

often at least as complex as the edge detection algorithms used in the �rst place.
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Region-oriented Segmentation

Region based methods of image segmentation can be further subdivided into two main

categories including (1) region growing and (2) region splitting and merging.

While thresholding and edge detection methods involve determining the di�erences in

pixel intensities or groups of intensities, region growing and region splitting and merging

deal with the similarities between pixels and groups of pixels.

Region growing methods start with one or more pixels as a seed and then make an

analysis of the neighbours of the seed pixel(s). If the neighbours of the seed have similar

intensity or some other property then those pixels become part of a region. This process

continues with the new region until no further expansion is possible.

One advantage of region growing is that little a priori information is necessary to segment

the image. As well, isolated areas with similar features can be successfully segmented by

seeding these regions independently. For example, muscle and brain have similar gray levels

on magnetic resonance images, but can be di�erentiated by seeding each region individually.

Di�culties are encountered with choosing a seed point or region and with evaluation of

inclusion criteria for neighbouring pixels. The latter usually involves a common problem

with all techniques, that of threshold selection.

In contrast to the forms of image segmentation discussed so far, region splitting and

merging begins with an image subdivided into smaller regions. These regions are grouped

together if the pixel intensities meet some uniformity criteria, for example, similar average

intensity level. The regions are then examined for uniformity and are further split if they

do not meet the uniformity criterion. The order of splitting and merging is variable and

dependent on the implementation and data structures used. Relatively complex data struc-

tures are required to perform split and merge techniques with corresponding complexity in

maintaining these structures. Again, the problem exists of determining a valid uniformity

criterion and of determining a threshold at which to assign the uniformity.

3.3 Summary

Image segmentation has been studied extensively to date and many algorithms have been

developed to solve the problem. These algorithms can be loosely categorized into character-

istic feature thresholding and cluster analysis, edge detection methods, and region oriented

techniques.
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Thresholding methods, although simple and fast, are suited to images of low numbers

of regions with highly contrasting backgrounds.

The problem with edge detection methods is that it is possible to detect an edge which

is not a boundary between regions. Detected edges often have gaps in them which involve

computationally expensive methods to eliminate.

Both thresholding and edge detection methods are sensitive to image noise. Again edges

are detected which may not exist. Noise a�ects thresholding by altering the peaks and valleys

of the histograms used to determine the thresholds.

Region growing requires user input to determine a seed or seeds and requires threshold

determination for pixel inclusion as well. Region splitting and merging is computationally

complex and also requires threshold analysis.

The choice of any segmentation technique is highly application dependent. This chapter

has only just begun to explore the many and varied algorithms currently applied to image

segmentation. One point that general segmentation algorithms raise is the need for semantic

and a priori information to be incorporated into the segmentation process. The segmen-

tation of medical images is one area where semantic and a priori information is generally

available. However, due to relatively low signal to noise ratios and inherent artifacts gener-

ally present in medical images, their segmentation is particularly di�cult. The next chapter

details the intrinsic characteristics of medical imaging techniques, including CT, MRI, PET

and SPECT, which further complicate the segmentation task. A more detailed discussion

of segmentation methods applied to medical imaging is also presented.



Chapter 4

Segmentation Applied to Medical

Imaging

The basic segmentation techniques discussed in Chapter 3 are all currently employed with

modi�cations and adaptations in the analysis of medical images. Section 4.1 deals with

the inherent di�culties encountered by each of the medical imaging modalities discussed in

Chapter 2. Section 4.2 discusses the use of the basic methods of thresholding and cluster-

ing, edge detection, and region analysis as applied to medical images. In addition, medical

investigators have developed several new methods for the segmentation of medical images.

These include the manual tracing of structures of interest using a mouse or other drawing

tool, statistical relaxation methods, morphological segmentation methods, and pyramidal

techniques. These new techniques are discussed in Section 4.3. Model-based or knowledge-

guided techniques, discussed in Section 4.4, exploit the a priori knowledge of the character-

istics of how human tissues react to the di�erent imaging modalities. One such model-based

technique called the method of Iterated Conditional Modes [12] is described in detail be-

ginning in Section 4.5. This method, �rst developed to restore noisy and corrupted images,

is based on the theory of Markov random �elds and Gibbs distributions from probability

theory. Because this work forms an integral part of the thesis a signi�cant amount of this

chapter is devoted to its discussion.

31
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4.1 Di�culties with Medical Imaging

Medical images, including CT, MRI, PET and SPECT data, add new complications to the

problem of image segmentation. Each modality has particular characteristics that detract

from a straightforward solution. These di�culties range from the partial volume e�ects

common to all modalities to RF inhomogeneities experienced by MRI, beam hardening

e�ects of CT and scatter and attenuation problems common to PET and SPECT imaging.

The following sections describe in greater detail the characteristics of some of these inherent

shortcomings.

4.1.1 Partial Volume E�ect

All medical imaging modalities su�er from the partial volume e�ect to some extent. The

measured signal represents an average signal received through a section of tissue of speci�c

thickness. Voxels may intersect more than one tissue type, depending on the area and

the slice thickness realized. For example, a given voxel in a brain image obtained from a

CT study may represent the attenuation through a cubic volume of brain tissue measuring

several cubic millimeters. This volume of tissue may contain 40% gray matter and 60%

white matter. If gray matter usually yields a CT value of 50 and white matter a CT value

of 100 then the measured value will be an average attenuation measurement representing

the combined composition, i.e. 80, which is not an accurate representation of the underlying

tissue. Spatial and tissue resolution are thereby decreased.

The problem is of lesser but still signi�cant importance in MRI scans because the obtain-

able tissue resolution of MRI images is higher than that of CT. Since the spatial resolution

in the functional modalities (PET and SPECT) is much less than CT or MRI, the partial

volume e�ect is especially pronounced in images obtained using these methods.

4.1.2 CT

Beam Hardening

In CT, a phenomenon known as beam hardening is another source of artifacts which reduces

the spatial resolution in certain image areas and forms dark streaks in the image. Beam

hardening occurs due to the polychromatic nature of the X-ray beam. Attenuation coe�-

cients of individual tissues vary with the energy level of incident X-ray photons. Because
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X-ray beams are made up of a distribution of varying photon energies, as the X-ray beam

passes through the patient, low energy photons are more readily absorbed so that the av-

erage beam energy increases or hardens. As a result, a given voxel will yield a di�erent

attenuation value, depending on the path of the incident X-Ray beam. The result is dark

streaks, especially noticeable close to dense bone, such as the area between the skull and the

brain. As well, X-rays passing through the periphery are less hardened than those passing

through the center of the imaged object. This phenomenon is also known as cupping. Re-

construction modi�cations have been developed which help to decrease the cupping e�ect,

but these procedures are time consuming and are not often employed.

Scatter

X-ray photon scatter leads to another artifact in CT studies. In areas around dense bone

X-ray scatter leads to detection in surrounding tissues, which is higher than normally trans-

mitted by that tissue. As before this leads to streaks in the areas between high and low

density tissues.

Detector Non-linearities

Non-linear detector response also leads to visible artifacts in CT images. This occurs in

several forms where detector response is not proportional to actual irradiation levels. Non-

linearities can result from dark current, where there is indicated detection of photons but no

radiation has actually passed to the detectors. A second source of detector non-linearity is

hysteresis, a phenomenon which leads to measured output after irradiation ceases. Thirdly,

saturation occurs where detector output is maximal but incident energy is still increasing.

Each of these problems may lead to streaks in the image.

4.1.3 MRI

Radio Frequency and Magnetic Field Inhomogeneities

Slight uctuations in both the radio frequency (RF) signal and the applied magnetic �eld

during an MRI scan can result in what is termed the shading artifact. This artifact, which

was much more pronounced in early MRI machines, causes a subtle change in average gray

level in identical tissues from image to image. Methods have been developed to reduce this
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di�culty and have been incorporated into both the pre- and post-reconstruction phases of

image creation.

E�ect of Imaging Sequence

As discussed in Chapter 2, di�erent pulse sequences applied during an MRI scan result in

varying tissue discrimination capabilities. If a scan relies primarily on the T1 component of

the MRI signal, it is termed an inversion recovery sequence. For brain imaging, T1 images

highlight the contrast between gray and white matter. Sequences which rely most heavily

on the T2 component of the MRI signal are termed spin-echo sequences and produce images

which are less anatomically clear. However, di�erentiation of subtle tissue pathology is much

easier with T2 weighted images.

Both types of sequences show tumours well, showing up as dark areas on T1 weighted

images and bright areas on T2 weighted sequences.

Normal tissues usually appear di�erently on di�erent scan sequences, with fat showing

as bright due to short T1 and long T2 time. On the other hand air, calci�cation and cortical

bone are usually dark due to low hydrogen ion concentration. Rapid ow in healthy blood

vessels results in no signal and thus dark image areas.

Because of these di�erences in T1 and T2 scans, prior knowledge of the scan sequence

type is necessary in order to interpret the results properly. These decisions must be made

prior to imaging, depending on what needs to be emphasized or visualized in the scan.

4.1.4 PET/SPECT

Images obtained from PET or SPECT studies are inherently di�cult to interpret because

the resulting gray levels represent physiological processes as opposed to structure as in CT

and MRI. A thorough knowledge of the injected radionuclide and the pharmacokinetics

of the tagged pharmaceuticals is necessary in order to fully understand the process being

represented by the images.

Other factors a�ecting analysis of functional images include decreased spatial resolution

and increased slice thickness, leading to an exaggerated partial volume e�ect [95].

In both PET and SPECT, scatter of gamma rays occurs as in CT leading to reduced

contrast and artifacts in the images. Attenuation of photons results in an underestimation

of gamma ray activity. Average attenuation is greatest at the center of the object being
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imaged and tapers o� towards the periphery. A gradual, increasing under-estimation of

activity from the edge to the center of imaged object results. Many methods of reducing

the e�ects of attenuation and scatter in PET and SPECT studies have been developed and

are usually performed post-reconstruction [90].

4.2 Current Algorithms

One of the goals of the segmentation of medical images by computer is to determine the

volumes of organs, tissues and lesions present in a given patient. These volumes and the

changes in these volumes over time aid in the diagnosis, prognosis and treatment planning of

patients under investigation. Long et al. [80] compare a number of segmentation techniques

used in SPECT, including manual methods, various thresholding methods and several edge

detection techniques. Their results indicate that, for SPECT, 3D edge detection yields the

most consistent, reliable, and reproducible results.

4.2.1 Manual Tracing

Manual tracing of structural and lesion boundaries is the most basic of all segmentation

techniques and is still quite commonly used in clinical and research settings [55, 81, 85].

The operator manually traces the border of structures of interest on the computer screen

using a digitizing tablet or mouse. If the operator is skilled at recognizing tissue and

lesion boundaries, this method is highly accurate. However, because demarcation of regions

of interest (ROIs) is done on an image-by-image basis, the process is time consuming.

The investigator may wish to delineate several structures of interest per image while the

structures may extend through multiple images. This process becomes labour intensive,

especially for radiologists whose expertise could be better applied elsewhere. One of the

main goals of automated segmentation techniques is to free the operator from the tedium of

outlining hundreds of structures per study, sometimes costing hours per study to segment.

4.2.2 Edge Detection

Despite the disadvantages of edge detection methods, including the computational com-

plexity of de�ning incomplete edges and the inaccuracies of the technique when noise and

artifacts are present in an image, many researchers have adapted common methods of edge
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detection to medical image segmentation.

Williams et al. [141] use a method based on detecting and linking local maximum gra-

dients in the image. First the images are smoothed using a Gaussian kernel and then a

directional derivative operator is applied to determine the gradient image. The gradient

image is then processed by an edge linking algorithm which sequentially links the edges

locally, pixel by pixel.

Udupa [132] uses dynamic programming to locate globally optimal boundary paths.

Even in two dimensions the algorithm is computationally complex and a clear, adequate

de�nition of optimal is not evident.

Other authors employ 3D gradient operators with further increases in computational

load. The 3D methods almost certainly are more accurate but at the cost of increased

computational complexity. Long et al. [79] compare the e�ectiveness of a 2D and a 3D edge

operator applied to the segmentation of SPECT images. The superiority of the 3D method

is clearly demonstrated.

4.2.3 Thresholding and Cluster Analysis

One of the biggest di�culties encountered by the thresholding methods is the selection of a

proper threshold or several thresholds if multi-modal thresholding is necessary. Suzuki and

Toriwaki [127] have proposed a technique which involves a goodness measure to aid in the

selection of a threshold value. A priori knowledge of brain tissue densities and locations is

used to iteratively re�ne a threshold until the goodness measure is achieved.

MacAuley, Haluk and Palcic [83] describe four bimodal thresholding algorithms which

they successfully applied to discrimination of nuclei and cytoplasm of cervical cancer cells.

The �rst method uses multiple modi�ed gradient weighted histograms to �nd valleys be-

tween nucleus, cytoplasm, and background. The second method extends the work of Kittler

and Illingworth to bimodal histogram analysis. The third method extends this technique

by applying a Sobel-like gradient operator rendering the algorithm less susceptible to noise.

Method four extends the algorithms of the previous two techniques to local histogram se-

lection. All of these methods fail if the tissue to be segmented has four or more regions of

interest, including background.

Lachmann and Barillot [73] employ a texture analysis algorithm applied to the modi�ed

co-occurrence matrices obtained from the image data. Following a statistical analysis of

the co-occurrence matrix for each image, a probability is assigned to each pixel indicating
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the likelihood of that pixel being one of several tissues. These probabilities are determined

through a clustering and classi�cation process applied to the second order statistics of the

co-occurrence matrices.

The method requires the creation of a multi-parametric database consisting of six images

for each slice in the data volume. Each of these six images is determined by di�erent

measures applied to the co-occurrence matrix and by fractal analysis. For each image in the

data volume, a set of n probability images results, one for each tissue type that needs to be

segmented. Thus a space requirement of n + 6 times the original volume size is necessary

to perform the segmentation. The segmentation has been carried out in 2D and although

Lachmann claims that extension to 3D is \direct", it is likely that the computational aspects

of the algorithm may contradict this assumption.

Several authors have used multiple echo MRI studies (e.g. T1 and T2) to create two-

dimensional histograms of image intensities [39, 68, 93]. For each image slice a 2D histogram

is computed which represents the population densities from both the PD and T2 sequences.

Each axis represents the distribution of pixel intensities for one of the two measured pulse

sequences. The value at a given coordinate (x; y) in the histogram represents the number

of pixels in the image which yielded x in one sequence and y in another. The 2D histogram

clearly shows clusters which hopefully represent individual tissue and lesion types. The

resulting clusters of points are partitioned according to several commonly used methods

of cluster analysis [68]. These methods are clearly superior to one-dimensional histogram

analysis.

Handels and Tolxdor� [41] exploit the multispectral characteristics of the MRI signal

to create an n-dimensional clustering method which assigns pixels to one of n clusters (in

this case n = 6) interactively de�ned by the program. In this manner the operator can

combine di�erent relaxation times with proton density characteristics together with partial

volume to measure di�erent biochemical properties of the tissues. A multi-cluster colour

image is generated to aid in the visualization of di�erent combinations of cluster membership.

Extensive user interaction is required on a slice-by-slice basis. No results (other than visual)

were presented by the authors.

4.2.4 Region Growing

Sandor, Metcalf and Kim [117] use a modi�ed region growing technique together with cor-

rections for beam hardening and partial volume e�ects in the analysis of CT images. The
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cupping e�ect induced by the polychromatic nature of the X-Ray beam, discussed in Section

4.1.2, is reduced by �tting the image surface with a bivariate spline function which resem-

bles the cup artifact. Following the reduction of the beam hardening artifacts, the brain

tissue is isolated from the skull contour. Seed pixels are then chosen using speci�c threshold

values of the histogram. These values have a high probability of being accurately assigned a

particular tissue/uid classi�cation. The remaining pixels are then classi�ed using a nearest

neighbour region growing algorithm. Regions are grown from seed pixels depending on a

combination of pixel intensity, the number of surrounding pixels which have been classi�ed

as tissue or uid, the sum and di�erence of already classi�ed pixels, the number of already

classi�ed pixels and a polarization index calculated based on the histogram value for that

particular pixel. This de�nes an initial segmentation of brain tissue.

Lesions are segmented from the brain tissue by applying the algorithm to the result of

the initial segmentation. Again, extensive user interaction is required on a slice-by-slice

basis and the algorithm is highly speci�c to CT images of the head.

4.3 Extensions to Fundamental Techniques

The discussion of general segmentation algorithms discussed in Chapter 3 is by no means

complete. Many other methods of image segmentation have been applied to medical images

with varying degrees of success. Some of the more widely publicized methods to be dis-

cussed further include mathematical morphology, pyramidal schemes, relaxation methods

and techniques which attempt to combine the best features of several methods.

4.3.1 Mathematical Morphology

The term morphology originally referred to the study of the form and structure of living

organisms. In image processing, mathematical morphology means the study of the form

and structure of objects from images of those objects. The process is based on the concept

of hitting an object with a structuring element in order to reduce the object to a more

recognizable and simpli�ed shape.

Two basic operations are applied in mathematical morphology, the processes of erosion

and dilation [49]. Given an object O with origin x and a structuring element S, erosion

amounts to ANDing each element of O with S yielding a new object, O0. That is, O0 is

de�ned as the set of all points x such that S is included in O. Dilation, an ORing operation,
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is de�ned similarly as the set of all points x such that S hits O, i.e. they have a non-empty

intersection. Erosion amounts to a shrinking operation while dilation corresponds to an

enlargement. Figure 4.1 illustrates the application of erosion and dilation to a binary image

of a black square on white background with a square structuring element. The operations are

carried out pixel by pixel by centering the structuring element over each pixel and applying

the operation. The application of each of these operations to 3D data sets is straightforward.

origin

origin

Object Eroded Object

Dilated Object

Element
Structure

Figure 4.1: Examples of the application of the morphological operations erosion and dilation.
Each dot represents one pixel in the image. The reader is encouraged to apply the structuring
element pixel by pixel to the object on the left in order to verify the result (right).

Combinations of these of two fundamental operators in various guises yields an entire

family of morphological operators used in image processing. Two of these operators are

opening, which is an erosion followed by a dilation and amounts to a smoothing operator

and closing, which is the opposite of opening, a dilation followed by an erosion.

The choice of structuring element is critical in any application of mathematical mor-

phology and this is the drawback to generalized use of this approach. Di�erent image types

require di�erent structuring elements depending on the structures in the image which need

to be isolated.

Hohne and Hansen [44] use a selection of 3D morphological operators including ero-

sion and dilation, in combination with thresholding and connected component labeling,
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to segment MRI scans as part of a more generalized interactive 3D visualization package.

Following the application of an arbitrary threshold selected by the user interactively, con-

nected components (any regions containing pixels which are adjacent to others on at least

one corner or side) are automatically determined by the algorithm. Morphological opera-

tions are performed on the connected components to isolate individual objects. This process

is repeated iteratively on each image until the operator is satis�ed with the segmentation.

The method requires extensive user interaction and has not been validated except visually.

One e�ect of the use of morphological operators, illustrated by Hohne, is that generalized

opening and closing operations cause a non-measurable loss (and gain) in pixels at region

boundaries.

4.3.2 Pyramidal Techniques

Pyramidal segmentation schemes [88, 91, 109] rely on the creation of representations of an

image at progressively lower resolutions. These representations form a pyramid with the

lowest resolution image being the top of the pyramid. Figure 4.2 represents progressively

lower resolutions of a one-dimensional signal, with the lowest resolution being at level 5.

Level 0

Level 1

Level 2

Level 3

Level 4

Level 5

Figure 4.2: Pyramid representation of a one-dimensional signal at progressively lower res-
olutions as the pyramid reaches the apex. Each square represents a discrete value in the
signal. Level 0 represents the highest resolution and Level 5, the lowest.

Each row in the pyramid represents the image at a di�erent spatial scale, thus isolating

structures of di�erent size and shape. Pixels in lower levels of the pyramid are classi�ed by

linking to pixels in higher levels. This linking is performed by comparison of pixels between

any two levels with respect to nearest gray level and geometric proximity. Ultimately pixels
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in the higher levels of the pyramid form roots of a tree. The roots of the tree are not linked

to any pixels in higher levels of the pyramid. The resulting tree forms a speci�c segment

for that image.

Mathieu et al. [91] apply a graph theoretic approach to pyramidal segmentation by

representing the pixels as nodes in a graph. The links of the graph represent a neighbour-

hood relationship between pixels. Through iterative application of graph contraction, using

standard algorithms, successive graph representations form the levels of a pyramid. The

resulting pyramid is called a stochastic pyramid because graph contraction is known to be a

stochastic process. Nodes in the pyramid graphs are linked using a variation on the method

discussed previously, ultimately forming a segmentation.

Most pyramid segmentation techniques have been proven to be shift-, rotation-, and

scale-variant [13] giving unreliable and unreproducible results. These methods have therefore

not been investigated further by the author.

4.4 Model-Based Approaches

A relatively recent development in medical image segmentation is the model-driven tech-

nique. The purpose of using model-based approaches to medical image segmentation is to

transfer the low-level pixel/voxel information into high level semantic information, for ex-

ample anatomy, pathology, or physiology of tissues. Medical images lend themselves well to

model-based methods since much more a priori information is available compared to general

object recognition as applied in the arti�cial intelligence (AI) approach to vision. Medical

images already contain 3D data as opposed to a 2D projection of a 3D scene used in AI

vision. In AI research perceptual processes are usually modeled and care must be taken to

allow for di�erent views, illumination, shadows, and hidden objects, etc.

Applying a model-based approach �rst involves the creation of a parameterized model,

allowing for modi�cations in shape, size, texture and other properties of objects. An attempt

is then made to match the available data to the computer model of the data. The model

constrains the possible interpretations of the data. Inconsistent interpretations are never

considered, thus drastically reducing the search space to valid, consistent solutions of the

segmentation problem.

We have incorporated a material percentage model as part of this thesis (See Chapter 5)

in an attempt to assign a probabilistic classi�cation to brain tissues. This method is an
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example of a model-based approach to medical image segmentation. A solution to the partial

volume problem is o�ered, assigning a set of percentages to each voxel. These percentages

can be considered the probability of a certain voxel containing a particular tissue.

Arata et al. [6] use a composite image model to guide the segmentation of ventricles

from PD and T2 weighted MRI scans. The model provides ROI and boundary information,

while new data provides gray level information used to grow ventricular regions following

registration of the images with those of the model.

To create the model, four MRI data sets are �rst hand segmented and interpolated

to give uniform voxel dimensions of approximately 1 mm3. The segmented sets are then

registered to a standard position, orientation and size using centroids and principal axes.

New scan data uses a composite model to guide the segmentation of ventricles. The model

slice which most closely resembles the scan slice is \easily" identi�ed [6]. The algorithm

then uses a region growing technique with ventricle regions seeded according to pixels that

have been labeled ventricles in the model.

Problems with this model are evident and illustrate the di�culty in applying the model-

based technique. Firstly, the limited number of patients used to standardize the scans is

inadequate. Patients whose scans will be used in the model must therefore match the model

with respect to age, sex, gender and health, since there is tremendous variability in these

parameters in di�erent patient groups. As well, the accuracy of the registration method

used will greatly a�ect the accuracy of the segmentation. Since no accurate, automatic

method of image registration exists to date, this can only adversely a�ect the results.

Kamber et al. [57] use a similar approach to segment multiple sclerosis (MS) lesions

from multi-dimensional MRI data. They developed a probabilistic model using MRI scans

of twelve healthy volunteers. Each of the original scans is mapped to a standardized 3D

rectangular coordinate space which they call Talairach space. The mapping is based on the

3D spatial location of landmark anatomical features of the brain. Homomorphic �ltering is

then used to reduce the RF inhomogeneity e�ect. Ventricular cerebrospinal uid (CSF) is

then manually segmented from each study. A supervised Bayesian classi�er is used to seg-

ment gray matter, white matter and external CSF. The 12 scans are subsequently averaged

to form the composite probabilistic model. At each point in the Talairach space, �ve prob-

ability values are stored. The values indicated the probability of gray, white, ventricular

CSF, external CSF and background at each point in the standardized space.

The model is used to provide geometric features using the probabilities assigned to the
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voxels. It is also used to con�ne the search space for MS lesions to white matter areas of the

brain since 95% of MS lesions occur in white matter. The model is combined with a decision

tree classi�er using 300 tissue samples to train the classi�er. The nodes in the decision tree

represent some kind of test on a feature of a particular tissue, until ultimately reaching the

leaves of the tree which represented speci�c tissue classes.

The results obtained with the probabilistic model are compared to a manual segmen-

tation of the same patient data. The results obtained from experiments that con�ned the

search space using the model increased the accuracy of the segmentation by 3-5% relative to

the non-model-based approach. False positive lesions, indicating MS pathology where none

existed, were reduced by 50%.

Although the results reported are signi�cant, the method illustrates again the inherent

problems of model-based segmentation, that of limited numbers of patients with which to

form the model and the registration of patient data to a standardized space. As well as

requiring vast amounts of patient data with which to form the model, training of the decision

tree classi�er also requires excessive amounts of data storage, user and computational time.

Having converted the test data to the Talairach space and performed the segmentation,

the results are displayed in Talairach space as well. It is not evident from the paper that

the transformation process is invertible, so that the results can be converted back to \real"

space. Many radiologists, having been trained to analyze tomographic scans using real data,

will perhaps not be willing or able to extract from these images the information that would

otherwise be quite apparent.

4.5 Markov Random Fields and the Gibbs Distribution

A modeling method which has previously been applied to the restoration of corrupted im-

ages [12, 35] has recently been adapted, with varying degrees of success, to the segmentation

problem [16, 21, 59, 122, 125]. Using this model, an image is assumed to represent a locally

dependent Markov Random Field (MRF), exploiting the assumption that pixels in a given

local neighbourhood of the image have similar intensity. Before discussing this model, it

will be necessary to �rst de�ne the notation to be used in the remainder of this section and

later in the thesis.

Consider the 3D cubic lattice of the image space as a set, S, of n voxels indexed in some

manner from i = 1; 2; : : : ; n. Let the observed data y represent one set of data values on S,
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a particular realization of a random vector Y . The value yi denotes the observed record at

position i. A segmentation of y will be represented by a set x, a particular realization of a

random vector X . The value xi denotes the segmentation value at pixel i. Let x� represent

the true segmentation of y. Throughout the remainder of this discussion two assumptions

will be made with respect to the observed record of intensities [12].

� Assumption 1: Each Yi has the same known conditional density function, p(yijxi),

which is dependent only on xi. So the conditional probability of the observed record

y, given x, is determined by:

p(yjx) =
nY
i=1

p(yijxi)

� Assumption 2: The true segmentation x� is a realization of a locally dependent MRF

with distribution p(x).

A probability distribution p(x) is a MRF if the following condition holds:

p(xijfxknig) = p(xijxNi
)

where xkni = fxk jk 6= ig, Ni indexes a neighbourhood system around pixel i, but not

including index i, and xNi
= fxj jj 2 Nig.

A neighbourhood system is described by its order, q = maxj(�ij)
2 j j 2 Ni, where �ij

is the Euclidean distance between the centres of pixels (voxels) i and j, assuming uniform

pixel (voxel) dimensions. Figure 4.3 illustrates �rst (q = 1) and second (q = 2) order neigh-

bourhood systems in 2D. We shall be mostly concerned with second order neighbourhood

systems in 2D and third order neighbourhood systems in 3D. In 3D a second order neigh-

bourhood system consists of the 18 nearest neighbours of voxel i, 8 co-planar neighbours

and 5 neighbours in each of two adjacent slice planes. A third order neighbourhood system

in 3D extends the second order neighbourhood to include the 26 nearest neighbours of pixel

i. Figure 4.4 illustrates �rst (q = 1), second (q = 2) and third (q = 3) order neighbour-

hood systems in 3D. Of all the possible interactions between these neighbourhood systems

and pixel i we shall be concerned with pairwise interactions only. It has been shown that

these limitations on neighbourhood interactions do not signi�cantly a�ect the application of

MRF's to image restoration or segmentation [12, 35]. As a consequence of these limitations,

the computational load is substantially decreased.
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i i

a. b.

Figure 4.3: Neighbourhood systems in 2D; (a) �rst order (b) second order.

a. b. c.

Figure 4.4: Neighbourhood systems in 3D; (a) �rst order (b) second order (c) third order.
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Given the assumption that the image can be modeled by a MRF, the distribution, p(x),

is a Gibbs distribution with respect to x [35]. That is, the probability that the system is in

a particular state, x, is given by:

p(x) =
e��U(x)

Z
(4.1)

where � is a parameter, U(x) is an energy function and Z is a normalization factor, or

partitioning function. U(x) is a sum of functions, one for each pixel in x, which describes

the interaction of each pixel with its neighbours. There are many possibilities for describ-

ing neighbour interactions, for example, the Euclidean distance between a pixel and its

neighbours. The normalization factor, Z, is the summation of e��U(x) over all possible x,

i.e.,

Z =
X
!

e��U(x) (4.2)

where ! de�nes the set of all possible con�gurations of x.

The probability given in Equation 4.1 is the a priori probability, that is, the probability

in the absence of the data, y. Maximizing this probability gives us the state that is most

likely, given the interaction model de�ned by U(x) and given that the values of each xi are

independent of all other xj , where j 62 Ni. Unfortunately, �nding the state that maximizes

p(x) is an enormous task, given the size of !.

We need to �nd the a posteriori probability, that is, the probability given the observed

data, y. Let x̂ be the state that maximizes this probability. According to Bayes Theorem,

maximizing this probability is equivalent to maximizing

p(xjy) / p(yjx)p(x) (4.3)

The state x̂ is the maximum a posteriori (MAP) estimate of the true segmentation x� and

is the mode of the posterior distribution of x�.

Given Assumptions 1 and 2 previously, maximizing p(xjy) is equivalent to maximizing

the conditional probability of each xi, given the record at i, yi, and the current estimate of

the neighbours of xi. That is, it is equivalent to maximizing, with respect to xi,

p(xijyi; x̂Ni
) (4.4)

at every pixel site, i, in the image. Through application of Bayes Theorem and simplifying,

this is equivalent to maximizing

p(yijxi)p(xijx̂Ni
) (4.5)
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It turns out that this distribution is also Gibbs distributed with the U(X) term of Equa-

tion 4.1 expanded into a sum of two terms, one, as before, pertaining to the neighbourhood

interaction potential and one term describing the di�erences between the observed and

predicted data.

4.6 Iterated Conditional Modes

Application of Equation 4.5 to each pixel in an image constitutes a single iteration of what

Besag has coined Iterated Conditional Modes (ICM) [12]. Convergence to a local maximum

of p(xjy) is achieved after approximately 6 to 10 iterations of ICM. However, this depends on

the model used for the prior distribution of x and that used for the conditional distribution

of the record given the current estimation of x, i.e. p(yjx). Besag originally used the method

to restore noisy and corrupted images, however, if we consider the true segmentation x� to

be the original image we wish to recover, the method is readily applied to the segmentation

problem.

4.6.1 Segmentation Using Iterated Conditional Modes

Various simplifying assumptions have been proposed in order to reduce the computation

necessary in the evaluation of the partition function Z. Choi et al. [21] have developed an

algorithm using a variation of Besag's Iterated Conditional Modes to segment multichannel

MRI images of the brain. Choi uses a partial volume model of tissue segmentation and

models the posterior distribution of y given x by an m-dimensional Gaussian, where m is

the number of MRI channels present. In order to reduce the computational demands of

determining the partition function Z, it is assumed that the probability distribution of the

energy function U(x) is also Gaussian. This also aided in the determination of an optimal �.

Although the results reported in [21] were encouraging, we believe the algorithm su�ered

from some important drawbacks.

Firstly, an assumption was made that the variance for pixels of pure tissue type is negligi-

ble, ignoring the natural variations which exist due to biological inconsistencies throughout a

tissue (e.g. anatomy, physiology, metabolism). This will be especially pronounced in various

tissue pathologies, due to the variation in extent of disease in individual tissues. Another

di�culty that was raised in the paper was the following: in order to solve the matrix of

equations that resulted from the model used, the number of distinct tissues di�erentiable
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in the scan had to be at most one less than the number of image channels available. Given

that it is extremely di�cult to obtain more than two perfectly registered MRI data sets

from a single scan [68], this restriction raises doubts about the robustness of the method.

Choi uses heuristics and a rule based approach which must be adapted according to the

number and types of tissues being segmented in order to circumvent this restriction. As

well as these de�ciencies, the algorithm is applied on a slice-by-slice basis, in 2D, and does

not incorporate any 3D information.

Besag has shown [12] that given only pairwise neighbour interactions, and two estimates

of the segmentation that di�er only at index i, the most general form of the probability that

pixel i belongs to class k, given the the neighbours of pixel i in the previous estimate, is

p(xi = kjx̂Ni
) / e

�i(k)�
P

l6=k
�
kl
ui(l) (4.6)

where (i) �i(k) is an external �eld parameter representing prior knowledge of the spatial

distribution of class k, (ii) �kl = �lk, which, when positive, gives a prize for neighbouring

pixels belonging to the same class, and (iii) ui(l) counts the number of neighbours of pixel i

belonging to class l. Since we are attempting to maximize 4.6, the normalization constant,

Z, is not necessary and has been dropped from the equation. It is also worth noting that the

symmetry of the � parameters is a necessary condition to conform to the MRF assumption

[12, 60].

Karssemeijer [59] has adopted this approach in order to segment abdominal CT scans,

exploiting some important assumptions. In order to make an initial estimate of the seg-

mentation, Karssemeijer initializes all �kl to zero and thereby models the external �eld as

ln(p(xi = k)), the prior log likelihood that pixel i belongs to class k. This maintains Bayes

Theorem in Equation 4.6. Considering these assumptions and combining Equations 4.5 and

4.6, the initial segmentation estimate was reduced to the product

p(yijxi = k)p(xi = k) (4.7)

The prior probabilities, p(xi), were obtained by \normalizing" a series of 18 CT scans of

the abdominal area and registering the new scans to the normalized data. The conditional

probabilities p(yijxi) were obtained by combining the record with the prior distributions.

In subsequent iterations of ICM the interaction parameters were determined by trial

and error, with small values for tissue pairs which often occur together and a value of

in�nity for tissue types which are never adjacent. Adjacent scan planes were also used to
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estimate interaction with a single orthogonal neighbour in 3D. The �'s were maintained as

ln(p(xi = k)) even though, as Karssemeijer pointed out, this no longer holds when �kl 6= 0.

Karssemeijer obtained good results for the data which was used in his experiments,

however, general application of the algorithm will require signi�cant amounts of new training

data depending on the imaging technique and equipment used. As well, accuracy and

extensibility of the registration technique used to obtain the prior distributions has not

been validated.

In an e�ort to more fully automate the method of Karssemeijer, Broekhuijsen et al.

[16] adapted the previous approach and applied it to the segmentation of myocardial CT

scans. Prior and conditional probabilities were obtained in a similar manner to that of

Karssemeijer. The interaction parameters were estimated from training data and calculated

as �kl = the percentage of the total number of pixels labeled k which lie on the border of

regions labeled l. As a result, the range of values of �kl are adjusted to 0:0 � �kl � 1:0.

However, the symmetry condition is violated by allowing �kl 6= �lk. The neighbour counts

u(l), from Equation 4.6, are further replaced by percentages of neighbouring pixels labeled

l. In order to normalize the resulting expression to yield a value between zero and one,

Broekhuijsen replaced the summation term of Equation 4.6 with its reciprocal, yielding the

new product

p(yijxi = k)p(xi = k)e�
1

Z (4.8)

where

Z =
X
l6=k

�klui(l) (4.9)

Since both the �'s and the neighbour counts u(l) range from zero to unity, it is clear that

0:0 � Z � t, where t is the number of discrete possibilities for labeling voxels, resulting in

probability measures ranging from 0:0 to e�
1

k . Broekhuijsen uses a heuristic to overcome

this signi�cant inconsistency by arbitrarily assigning 0.5 to the highest resulting probability,

0.25 to the next highest, and so on, in an e�ort to normalize the resulting distributions.

This drawback, combined with the violation of not conforming to the symmetry condition

imposed by the assumed MRF nature of the data, precludes the use of this algorithm in a

general setting.

Stringham, Barrett and Taylor [125] have extended the work of Broekhuijsen [16] and

Karssemeijer [59] by including region growing and edge information into the MRF context.

Stringham adds an edge probability term to the product of Equation 4.8 and eliminates the
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prior probability measure altogether. The segmentation is initialized by seeding a series of

representative tissue samples from a single slice in the scan to be segmented. From these

regions, normalized, low pass �ltered histograms are obtained representing the conditional

probabilities. The neighbourhood interaction parameters are either obtained empirically or

initialized to 1 for the initial segmentation. A gradient image is also obtained and is used to

generate edge probabilities to be incorporated into the ICM equation. Following calculation

of the conditional probabilities the ICM equation is applied only to those pixels which border

the seed regions obtained previously. In this manner, region growing is incorporated into

the algorithm. Following convergence of the algorithm on the initial slice, the resulting

segmentation is used as the seed segmentation for adjacent slices. If necessary, neighbour

interaction parameters and conditional probabilities may be recalculated based on the �nal

segmentation. The process continues until the entire volume is segmented.

This approach su�ers from some major drawbacks. The edge probability measure is

used to coerce region boundaries towards points of high gradient magnitude in the edge

image. This will only happen, however, if the region boundary and the detected edge in the

gradient image occur within the pixel width of the edge �lter used to obtain the gradient

image. As such, edge information is utilized only after regions have grown su�ciently (and

possibly erroneously) to fall within the range of the edge �lter used. This problem is alle-

viated somewhat (at least for the initial segmentation) by seeding multiple disjoint regions

according to the histograms obtained during initial training, yielding a much more accurate

initial segmentation than that obtained by simply using the seed regions themselves. Since

adjacent slices may contain new structures and/or lose structures present in the previous

slice, the problem is again present when proceeding to adjacent image planes.

Secondly, the edge probability measure included in Stringham, Barrett and Taylor's

paper depends heavily on the scale of the gradient magnitude image. For example, given

discrete pixel values of 0-255 in the image scans, the gradient magnitude image will have

values in the same range, 0-255. The edge probability associated with pixel xi is calculated

by the expression

E(xi) = 0:5 + f �m (4.10)

where f is a proportionality factor (0.1 was used in Stringham [125]) and m is a minimum

(maximum) di�erence measure on the gradient magnitudes of pixel i and its neighbours,

depending on the edge classes that have been assigned to pixel i and its neighbours. Thus

�255 � m � 255, and it follows that the edge probability measure will have values in the



CHAPTER 4. SEGMENTATION APPLIED TO MEDICAL IMAGING 51

range �25:0 � E(xi) � 26:0 for the value f = 0:1 used in the paper. The edge probability

term will almost certainly dominate the probability product.

These inherent di�culties draw into question the robustness of this algorithm. Little in

the way of results was given in the paper, making veri�cation di�cult as well. It is interesting

to note that no mention of MRF's or Gibbs distributions is made in the Broekhuijsen or

Stringham papers. This in turn is likely the reason that the methods stray so signi�cantly

from the theory and produce questionable results. In the next chapter we attempt to

maintain the MRF assumption, while almost eliminating the need for prior organ models.

We examine a 3D, multichannel, partial volume solution to the segmentation problem based

on MRF theory which requires a minimum of user input. Our method also provides a high

level of parallelism to speed the computation.



Chapter 5

3D Multispectral Stochastic

Volume Segmentation

In this chapter we describe a quasi-automatic solution to the segmentation problem using

the theory of MRF's in 3D, resulting in partial membership of voxels in several tissue types.

The method is simple, requiring a minimum of user input and allowing a high degree of

parallelism. In Section 5.1 we revisit the theoretical basis for our solution. Section 5.2

describes the extensions we have made to the Iterated Conditional Modes algorithm in

order to incorporate the available 3D information. In Sections 5.3 and 5.4 we describe the

implementation of the algorithm using a dataow image processing environment, WIT. The

bene�ts and limitations of adopting the dataow paradigm will also be presented.

5.1 Returning to Basic Theory

As is evident from the preceding discussion, the variations made to ICM by Karssemeijer [59],

Broekhuijsen [16], and Stringham [125] are not always consistent with the theory of MRF's

and may require extensive training and user interaction in order to perform properly. As

well, none of the authors exploits the 3D nature of the data to any appreciable extent.

In the following sections we describe how we perform the segmentation while at the same

time maintaining the MRF property. User intervention is kept at a minimum by training

the algorithm using an initial region of interest (ROI) selection on a single image from

the volume to be segmented. The ROI selection yields conditional probability pro�les for

52
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each tissue to be segmented. We fully utilize the third dimension by incorporating a 3rd

order neighbourhood system in 3D. We make the solution tractable by allowing extensive

parallelism.

As the partial volume problem is still one of the major di�culties encountered in medical

image segmentation, we have endeavoured to provide a solution which yields a probability

classi�cation for each voxel, indicating the percentage composition of di�erent tissues in

that voxel. Each xi will now be considered a vector of values indexed from k = 1; 2; : : : ; t,

where t is the number of tissue types present in the data volume. The kth value of element

xi, which we call its labeling, represents the probability that voxel i is of tissue type k.

These probabilities can be viewed as the partial volume contribution from each tissue type

to voxel xi. As such,
Pt

k=1 p(xik) = 1:0 must hold at each iteration of the algorithm. The

basic assumption introduced by Karssemeijer [59] is maintained here. That is, the external

�eld, �j will still be modeled by ln(p(xi = k)) in order to simplify the general form of the

ICM equation.

Now, on each iteration of ICM, the probability that xi belongs to a particular tissue

type, k, is given by

p(xik) = p(yijxik) � p(x̂ik)e
�Z (5.1)

where

Z =
tX

l=1

�klui(l)

and p(yi jxik ) is the conditional probability of the record, given its labeling, obtained from the

initial histograms, p(x̂ik) is the provisional estimate of the probability of pixel i belonging

to tissue type k, �kl is a measure of the interaction between tissues labeled k and l, and is

obtained using partial memberships of voxels in a particular tissue class.

The energy term ui(l), in Equation 5.1, is the number of neighbours of voxel xi, having

label l. It is likewise determined from partial volume memberships weighted by inter-voxel

distances. The total number of tissues considered to be present in the image volume, t, is

obtained implicitly from the initial regions of interest selected by the user.

A minimum of user intervention is required to train the algorithm by requiring the

manual outlining of regions of interest in a single image selected from the volume. Each of

these possibly disjoint regions represents the user's belief that the voxels contained within

the circumscribed regions are pure voxels. Normalized, low pass-�ltered histograms are
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obtained from each of these regions and used as input into the relaxation algorithm. These

histograms provide the initial estimate of the segmentation, which in turn provides the

initial neighbour interaction parameters and energy term of Equation 5.1. In order to

obtain an initial estimate of the segmentation which represents our prior knowledge of the

tissue distribution, the probability that voxel x̂i is of tissue type k is initialized to

p(x̂ik) =
p(yijxik)Pt
j=1 p(yijxij)

(5.2)

which is simply a set of normalized probabilities based on the conditional probabilities ob-

tained from the histograms. In subsequent iterations of the algorithm, the x̂i's are assigned

the value which was obtained in the previous iteration.

Application of Equation 5.1 to each voxel in 3D constitutes one iteration of the algo-

rithm. After each iteration or a predetermined number of iterations, the histograms and

neighbourhood interaction parameters may be recalculated. Relaxation of the segmentation

occurs after approximately six to eight iterations. Following convergence, a partial volume

estimation is produced, indicating the probability that each candidate voxel is of a particular

tissue type.

Segmentations obtained from multiple echo sequences may be determined independently

and then combined by forming the product of the probabilities of each tissue type for each

imaging spectrum. This combination is possible because the data sets are independent.

5.2 Extensions to Iterated Conditional Modes

In order to accommodate a partial volume solution some modi�cations have been adopted

to automatically calculate neighbour interactions and neighbour counts in 3D. In light of

the fact that voxels are rarely cubic, the neighbour interactions and neighbour counts are

further weighted by the intervoxel distances between pixel i and its 26 neighbours in 3D.

That is, we use a 3rd order neighbourhood system in 3D, believing that this is the minimum

neighbourhood, in 3D, having a signi�cant inuence on the central voxel.

5.2.1 Neighbour Interaction Parameters

One of the di�culties encountered by previous authors was determination of neighbour

interaction parameters. The parameters were estimated heuristically by Karssemeijer [59]
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and, although automatically calculated by Broekjhuisen [16] and Stringham [125], resulted

in a non-symmetric matrix, contradicting a fundamental assumption of the theory of MRF's.

Broekjhuisen's calculation required a modi�cation to the ICM equation which introduced

inconsistencies in the resulting probabilities (see Section 4.6).

A simple, intuitive notion of tissue interaction may be used to solve this di�culty,

without requiring a priori information about the tissues which must be segmented. We

have de�ned the neighbour interaction parameters, �kl, to be the inverse of the probability

that tissues k and l are adjacent, as opposed to the notion of the probability that tissue k

is adjacent to tissue l. These adjacencies are weighted by the partial volume consistencies

of each voxel and by the relative distance from each voxel to its neighbours in 3-space.

The probabilities are determined from the tallied adjacencies for each tissue pair (k,l)

in the provisional estimate of the segmentation, x̂. Let �kl represent the total number of

weighted adjacencies involving both tissues k and l. Let �k and �l represent the number of

weighted adjacencies involving tissue k and l respectively. �kl is therefore de�ned as:

�kl =

�
�kl

�k + �l

��1
(5.3)

where

�kl = �lk =
nX
i=1

X
j2Ni

p(x̂ik)p(x̂jl)(�ij)
�1

where n is the number of voxels in the image volume, Ni de�nes the neighbourhood system

surrounding voxel i, and �ij is the distance measure from the centre of voxel i to the centre

of its neighbour voxel j. The accumulated adjacencies for each tissue type, �k, may be

de�ned as:

�k =
tX

j=1

�kj

where t is the number of tissues present in the segmentation. Matrix � is therefore symmetric

with (1:0 � �kl < 1) for all l and k (lim�
kl
!0 �kl = 1). These neighbourhood interaction

parameters are determined from the initial segmentation estimate and may be updated after

a predetermined number of iterations, thereby re�ning the accuracy of the segmentation.

5.2.2 Neighbour Counts

The energy term ui(l), in Equation 5.1, is the number of neighbours of voxel x̂i, in the

provisional estimate of the segmentation, having label l. It is again determined from partial
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volume memberships weighted by inter-voxel distances. The neighbour counts for tissue l

in voxel xi are thus de�ned as:

ui(l) =
X
j2Ni

p(x̂jl)(�ij)
�1

5.2.3 Histogram Re-evaluation

As the segmentation proceeds the accuracy of assigned probabilities increases. Since the

histograms used to initialize the segmentation were based on a limited number of voxels

from the volume, we have allowed for the re-calculation of histograms to be used in further

iterations. Thus histograms representing updated tissue pro�les are computed as follows.

The histogram entry Hkg, associated with each tissue class k and each possible discrete gray

level value g is given by

Hkg =
X
j

p(x̂jk) 8 fj j I(yj) = gg (5.4)

where I(yi) is the intensity value of voxel yi in the observed record. These histograms are

of course normalized and smoothed, as before, in order to eliminate sharp peaks which are

likely the result of noise in the observed record.

5.2.4 Prior Organ Models

The prior probabilities de�ned in Equation 5.2 may also be obtained as by other authors,

that is, by analyzing multiple sets of image data, when available. The reality is, however,

that construction of prior models is subject to the enormous variability between speci�c

imaging machines and imaging variables. For example, depending on the sequence of appli-

cation of RF pulses in the acquisition of MRI studies, signi�cantly di�erent tissue pro�les

will result. The normalization of such scans is not a straightforward task, and is compli-

cated by image registration di�culties, not to mention the extra time and e�ort required

to form the model. Although the priors obtained here may not be as accurate as those

obtained through model creation, they do allow an accurate segmentation to be performed.

The automatically generated priors may be accumulated and used to form a more suitable

model over time. This is one focus of future work in the area.
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5.2.5 Convergence

It has been discussed that the segmentation continues until convergence is achieved, usually

following six to eight iterations of the algorithm. A measure of convergence has not been

speci�ed up to this point. There are a number of methods of measuring convergence of the

algorithm, usually done by placing a limit on the number of voxels which change from one

iteration to the next. With a partial volume solution to the problem, the number of voxels

which change between iterations is not readily measurable. However we have adopted a

method which tracks the change in p(x̂ij) between iterations, resulting in a vector of values

for each x̂i, indicating the change in each tissue. A scalar measure of the change in voxel

i, on iteration m, denoted jcim j, is obtained by calculating the 2-Norm of this vector such

that:

jcim j =

sX
k

�
p(x̂ik)m)� p(x̂ik)(m�1)

�2
The user may then assess changes between successive iterations and apply suitable threshold

criteria on the number of changes required per iteration, in order to allow convergence to be

achieved within six to eight iterations. This is a signi�cant computational burden to bear

on each iteration, but is partially o�set by the inherent parallelism borne by the algorithm.

5.2.6 Multispectral Approach

When available, two or more independent sets of data may be used to drive the segmentation

algorithm. We have performed the segmentation on multiple echo MRI sequences, but other

combinations of data are just as valid, provided the data sets are independent and spatially

registered. For example, patient scans from PET analysis may be combined with MRI or

CT. Since the data sets are independently acquired, the resulting probabilities calculated

by the ICM algorithm may be combined by multiplying corresponding values. The result

of the multiplication is again normalized such that
Pt

k=1 p(xik) = 1:0. We have found that

the results obtained from using two or more data sets are consistently more accurate than

those obtained from using either of the data sets alone.

5.2.7 Parallelism

It is the elegance and simplicity of the MRF assumption that allows for high levels of paral-

lelism in the implementation of ICM in 3D. Since, at each iteration, the new segmentation
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estimates are entirely neighbourhood based, we could conceivably allow updating of each

voxel to be carried out by a separate processor. This would require the use of highly spe-

cialized hardware, such as a transputer network. The parallelism that we have achieved is

provided by the image process development environment that we adopted as part of the

implementation of this algorithm. This is described in the next section.

5.3 Implementation Platform

In this section we introduce the image processing development platform used to implement

the 3D ICM algorithm on standard Sun Sparc workstations.

Following extensive evaluation of several imaging platforms and visualization tools, it

was decided that the implementation of ICM would be developed using WIT c1, a state of

the art image processing development package based on the data ow paradigm of software

development. WIT is highly interactive and allows the rapid prototyping of algorithms

under development.

5.3.1 Dataow Paradigm

The concept of dataow is based on the notion of processing data while it is in motion. A

dataow network consists of a collection of nodes, or processing stations, linked together by

arcs, to allow the ow of data through the network. Each of these processing stations may

have multiple inputs and outputs. Loops may be formed from the arcs and nodes to allow

repeated processing of dynamically changing data. Thus, data processing is not sequential

as it is with traditional von Neumann architectures.

The notion of dataow as described above is rather vague, and so we will concern our-

selves only with one particular type of dataow, namely pipeline dataow. Using the pipeline

approach implies that it is not possible for data on an arc of the network to overtake other

data traveling in the network. There are two basic principles associated with pipeline

dataow which provide inherent parallelism. The �rst principle is that of asynchrony which

allows a node to be executed only when all inputs to that node are present. The second

principle of execution of a pipeline dataow network is that of functionality. Each node in

the network represents an atomic functional unit, which accepts inputs and produces unique

1The word WIT is derived from pronunciation of the acronym OOIT which stands for Object Oriented

Imaging Technology.
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outputs based on those inputs. There are no side e�ects, and therefore no global variables.

These functional operations may thus be carried out in any order or in parallel, provided

the inputs to the node are present.

Parallelism is implicit in such a dataow network, and therefore requires the existence

of an external scheduling mechanism which tracks the arrival and exit of all inputs and

outputs. It is the need to establish and maintain a scheduling conict resolution mechanism

which makes dataow programming di�cult to implement, and not always appropriate.

5.3.2 WIT

The image processing development environment adopted for implementation of this thesis,

WIT, employs the pipeline dataow approach to programming. Interfacing with WIT is

a simple matter of selecting graphical icons from the multiple libraries of operators which

are available, and joining these icons together by simple mouse point and click operations.

The operators form the nodes of a dataow network, which in WIT is termed an interactive

graph, or igraph. The inherent parallelism of the dataow approach is exploited by the use

of a Unix client/server model of computation to distribute execution of operators across a

network of resources.

Along with the operator libraries which accompany WIT, the developer can easily incor-

porate new operators when more functionality is required. These operators may be added

to custom designed libraries created by the developer or added to already existing libraries

and used in an equivalent manner to the operators already available. One of the advantages

which WIT enjoys over similar software products is its extensive control ow library which

grants the user signi�cant powers of sequencing, iteration, and synchronization of operators

in an igraph.

The package was written in the C language, running under OpenWindows c on the

SunTM family of workstations and is currently being ported to other software and hardware

platforms.

WIT is pseudo-object oriented in that it provides encapsulation of both data and func-

tionality. Polymorphism is achieved to some degree, by requiring all WIT data types to be

some form of Object. It is up to the developer of new operators in WIT to assure that any

new functionality introduced is applicable to multiple data types. There is no concept of

inheritance in WIT and so it is not truly object oriented. WIT could have incorporated

signi�cantly more object oriented features, with some loss of e�ciency, if it had been written
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in C++.

The highly interactive nature of igraph formulation and editing can be exploited in

order to accurately trace execution of developed algorithms and to more readily analyze an

algorithm under investigation. Figure 5.1 is an example of a small WIT session, illustrating

an elementary igraph, together with the results of executing the igraph. We have used this

igraph to simply read in an MRI image and overlay a series of regions of interest (ROIs),

which have been previously obtained, indicating the presence of Multiple Sclerosis lesions

in this area of the brain.

The WIT Status window updates operator, igraph, and server status as the igraph

executes. The Operator property panel pops up when the user gives a mouse click over an

operator icon of interest. In Figure 5.1 the rdObj or read Object operator panel is shown.

The rdObj operator reads in any of the WIT Object data types from disk. The property

panel allows the user to edit the options pertaining to the operator, such as enabling or

disabling its execution, and its orientation or Flip mode on the igraph screen. As well, any

parameters which are required to be manually input to the operator can be modi�ed through

the property panel. These parameters can be converted to inputs and thus provided to the

operator by linkage from other operators.

There are two copies of the rdObj operator in the igraph, one labeled readImage and the

other readROI. The readImage operator reads an image, in WIT format, while the readROI

operator reads a region of interest description, also in WIT format. The operator is able

to di�erentiate the type of Object which it reads. Data ows from these two operators

down the pipes (or links, as they are termed in WIT) and into the next operator called

overlayData. Data ows in the direction of the arrows seen on the links. The overlayData

operator is also supplied in WIT and accepts the region of interest description and the WIT

image as input and overlays the ROI onto the image. The result of this overlay is displayed

in the image labeled MS Lesions.

Note the spy-glass shaped probes in Figure 5.1 which are visible on the links of the igraph.

These probes can be interactively placed on any link in an igraph in order to observe the

data as it ows through the network. The image slice labeled MRI Slice and the ROIs

object are displayed as a result of placement of these probes on the links.

Following the display of any image in WIT, the user may interactively examine the

image by altering its scale, zooming, panning, adapting the colour map used in display of

the image, and so on. In this example, an X-Pro�le, showing the pro�le of values across
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Figure 5.1: A sample WIT session showing a small igraph and the results of executing the
igraph. Note the spy-glass probes allowing visualization of data as it ows along the network.
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a selected horizontal line in the image, has been acquired in order to more closely analyze

tissue symmetry in this particular area of the brain.

Figure 5.2: An example of a hierarchical igraph in WIT. The derivedHipass operator is
composed of a subgraph containing other operators, hidden to reduce igraph size and add
modularity.

Figure 5.3: The derivedHipass operator of Figure 5.2 expanded to show its sub-nodes. (The
values for the width and height parameters given here are di�erent from Figure 5.2. They
are the default parameters which were input when the operator was created.)

As igraphs become larger during development, it is possible and necessary to be able to

encapsulate sets of operators and links into smaller, more manageable units. This is achieved

in WIT through the use of hierarchical operators, networks which have been reduced to a

single new operator in order to save space on the screen and to preserve modularity in

the software development process. Figure 5.2 illustrates the use of a hierarchical operator

supplied with WIT, called derivedHipass, which has been formed from a combination of

a lowpass �ltering operator and an ALU operator. The expanded operator is shown in
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Figure 5.3. The ALU operator's parameters have been assigned such that the original

image is subtracted from the low pass �ltered version in order to obtain the equivalent high

pass �ltered image. Note that the width and height parameters of the lopass2d operator

are displayed in reverse video. This indicates that these parameters have been promoted

to the hierarchical operator to which this operator belongs. This allows the user to enter

the parameters directly via the derivedHipass operator without having to expand it. A

hierarchical operator is identi�ed in an igraph by the dot in the upper right corner of the

operator icon.

In order to allow for accurate tracing of execution of these igraphs, WIT has incorporated

a variable speed animation feature, highlighting operators and links which are currently

active in the igraph. This enables the developer to detect inconsistencies and possible

deadlock situations which may occur during igraph execution, and to accurately pinpoint

the location of program bugs.

The foregoing introduction to WIT is not meant to be an exhaustive tutorial, as that is

well beyond the scope of this thesis. It is meant to serve as a background for the description

of more complicated igraphs to be encountered in later sections. The interested reader is

encouraged to explore the WIT User's Guide [7] in order to obtain more information.

5.3.3 Extensibility Using WIT

Due to the highly interactive nature of igraph development applied in the dataow environ-

ment of WIT, algorithms are easily extended and adapted, reducing development time and

allowing the sharing and reuse of software modules. As a parallel e�ort in solving some of

the di�culties in qualifying and quantifying brain tissues and lesions, Zuk has developed a

series of image registration algorithms using WIT [145]. In order to accommodate the 3D

nature of his work and ours we mutually developed a set of operators which extend the 2D

capabilities of WIT. These operators consist of input/output functions and display functions

which we found necessary in order to develop our algorithms, but which are not currently

available in WIT. The functionality of these operators encompasses reading a 3D raw data

�le and creating a Vector of WIT images from the raw data, displaying the resulting volume

as a single image consisting of multiple slices, and applying a maximum projection function

to the set of WIT images in order to obtain a simple volume visualization tool, to name just

a few. These operators have formed an integral, reusable, common basis for dealing with

3D images in a 2D environment.
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On a higher level, the extensibility of the dataow approach, WIT in particular, has

allowed us to rapidly develop and extend our segmentation and registration algorithms

without having to rewrite code to an appreciable extent. Changes to igraphs usually involve

no more than a few simple drag, drop and connect operations, while the e�ects of such

changes are instantly observable by simply re-running the network following these changes.

5.3.4 Parallelism Using Multiple Servers

One factor which inuenced our decision to adopt WIT as our imaging platform is the

explicit parallelism which can be achieved by assigning execution of speci�c operators to

speci�c servers. When multiple servers are speci�ed in WIT, the operator property panel

for each operator includes, as a parameter, the particular server on which to execute the

operator. The user thus has ultimate control over which functions are executed by which ma-

chines. Scheduling of operator execution is handled exclusively by WIT, so the programmer

need not be concerned about conict resolution.

5.3.5 Limitations of the Dataow Approach

We have found the dataow environment of WIT to be subject to several limitations, some

of which are inherent in the dataow paradigm itself. First, for a new user, one whose

experience has been with the traditional von Neumann style of program execution, the

concept of dataow is bound to be a little foreign. The notion of dataow, vis-a-vis control

ow, demands an entirely di�erent mindset when programming. This drawback is ampli�ed

when the operators (network nodes) are written in a von Neumann style programming

language (e.g. C) such as is the case with WIT. As a result of this relatively steep adjustment

curve, it may take some time before a user can exploit the dataow environment to its fullest

extent.

The risk of network deadlock is an ever present reality when executing an igraph, and the

developer must be diligent to ensure that such events are avoided during igraph execution.

Deadlock occurs when execution of an igraph stops before all desired outputs are obtained,

usually the result of improperly formed loops in the network.

Figure 5.4 shows an example of deadlock in a WIT igraph indicating an improperly

formed loop. The purpose of the igraph is simply to sum two images and then sum the

result with another image. The castOp operator casts the image received to whatever type
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Figure 5.4: An example of deadlock in a WIT igraph illustrating an improperly formed loop.
The castOp operator is waiting for input from aluOp #1 which is in turn waiting for input
from the castOp operator.



CHAPTER 5. 3D MULTISPECTRAL STOCHASTIC VOLUME SEGMENTATION 66

is speci�ed in the castType parameter. The aluOp operator applies the operation given in

its input parameter, in this case addition, to its two input images. Deadlock occurs because

the castOp operator is waiting for input from aluOp #1 which is in turn waiting for input

from the castOp operator. Thus neither of the aluOp operators will ever execute. This is

a contrived example of deadlock which would probably never occur in practise. However,

when igraphs get more complicated and more hierarchical, identi�cation of the operators

causing deadlock will not be as apparent as it is in this case.

Cases of deadlock may occur in more subtle ways than that illustrated in Figure 5.4

and depending on the pattern of execution of an igraph, may only show up under certain

combinations of inputs, and input sequences. With the complication of multiple servers, the

risk of deadlock is increased, and it is possible that an igraph which executes properly with

a single server, may not execute properly when run under multiple machines. This anomaly

is due to the fact that the order of operator execution is usually static when a single server

is employed. The order of execution when using multiple servers is unpredictable, as the

WIT scheduler makes adjustments according to the availability of resources.

It should be noted that igraph animation provided by WIT serves to enhance the user's

ability to detect and correct deadlock in most situations. It should also be noted that

with increased igraph complexity and expansion in igraph hierarchy, the ability to detect

deadlock and other program bugs becomes increasingly di�cult.

Another drawback with WIT is associated with the manner by which WIT achieves its

parallelism. WIT has no provision for sharing memory, such that any program or data

which may be used in parallel by multiple servers must be copied to all the servers. This

di�culty is inherent in the use of the standard Unix sockets and pipes employed in the WIT

environment.

WIT has many features not available in competing software, however, it su�ers from

fundamental problems, as discussed above. As well, we have found initial versions of WIT

(we have absorbed several updates since the beginning of the project) to be plagued with

memory and input/output problems mostly resulting in frequent, unexplained program

crashes. Although these events do still occur to some degree in the current version (Version

3.23) they have been minimized through an ongoing liaison with Logical Vision Ltd., the

creators of WIT.

The following section describes the implementation of our version of ICM developed

using WIT.
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5.4 WIT Implementation of ICM

Having had considerable experience using WIT prior to implementation of our algorithm,

construction of the igraphs necessary to perform the segmentation was relatively straight-

forward. However, the igraphs may not appear so simple to the na��ve user.

Figure 5.5: WIT igraph of the ICM implementation. Note the null operator which accepts
outputs which are available but not necessary for this igraph. The use of the null operator
ensures proper memory management of data structures which are not needed.

Figure 5.5 is the main igraph constructed to perform the segmentation. We have used

dual echo MRI images of brain tumour patients and Multiple Sclerosis patients for our ex-

periments. Following an initialization phase, each image spectrum, together with histograms

of tissues selected in the initialization phase and the total number of tissues present in the

volume are passed to the segmentation routine. Following individual segmentations, the

results are then combined to form the true classi�cation for this data set. The results, to-

gether with �nal histograms and neighbourhood interaction parameters are written to disk

as WIT objects. Note the probe on the link following the combinePVolSpectra operator in

Figure 5.5, allowing visualization of the result.

We have expanded the operator icmInitialize (Figure 5.6) in order to more fully explain
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Figure 5.6: Expanded WIT igraph of icmInitialize operator.
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the pre-segmentation functions. As a �rst step, both image spectra are read in to the pro-

gram by the ReadSpectrum operators, which are copies of a custom-made operator created

to convert a raw data volume into a vector of WIT images. The user then has the opportu-

nity to mask o� an area around the volume in order to reduce the computation necessary

to perform the segmentation. The ExtractBoundary operators are actually just if control

mechanisms, passing the input to the top or bottom output port depending on whether the

lower input is true (not 0) or false (0). The getVolBoundary and extractBndryVol operators

are therefore bypassed if no masking is required. Otherwise, the user is asked to outline, on

a maximum projection image obtained from the volume, the area to which the segmentation

should be applied. This is achieved through the application of the getVolBoundary operator.

The extractBndryVol operator masks o� this area in each of the images in the volume.

Figure 5.7: MRI dataset from which the user selects the image for obtaining tissue pro�les.
(T1 weighted data)

The user can then select the image which will best yield the tissue pro�les necessary to
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perform ICM. The images are displayed simultaneously on the screen as shown in Figure 5.7

and the user interactively selects the desired image from this set. This task is performed by

the hierarchical selectImg operator. The imgNFrmVec operator selects the corresponding

image from the second image spectrum. This starting image is then passed to the multRoi

operator to allow the user to interactively select multiple ROIs for each tissue type present

in the image. If necessary, the user may use more than one image from which to obtain

desired ROIs. Histograms and other statistical parameters (e.g. mean) are obtained from

the regions of interest by the statsFrRois operator, which also normalizes and smoothes the

histograms so obtained.

As an optional output the rasterizeROIs operators colour the ROIs with the mean gray

level in each region for possible later viewing. The histograms, coloured ROIs and image

spectra (possibly masked) are then output to be processed by the segmentation operators.

Some points worth noting from the expanded igraph of Figure 5.6 are (i) the use of

hierarchical operators, some of which extend the hierarchy to even more levels; (ii) the

potential for parallelism in execution of this igraph; (iii) the input parameters seen in some

operators such as the constant(K) operators, which have been promoted to the next level in

the hierarchy so that they can be entered in the main igraph without ever having to expand

the icmInitialize operator; and (iv) the rapid increase in the complexity of the igraphs which

occurs during development.

We can now move on to the segmentSpectrum operators, one of which has been expanded

and is shown in Figure 5.8. This hierarchical operator forms the core of the segmentation

algorithm. The image volume and histograms obtained from the initialization phase are

input to the operator, as well as the number of tissues determined to be present in the

volume. From the histograms an initial segmentation is obtained, as explained in Section 4.5.

The createPVol (create partial volume) operator is responsible for the computation of this

initial segmentation. The memory operator (brain icon) holds the image vector until the

input is required by other operators. Release of an input supplied to the top input port of

the memory operator occurs when any object is received at its bottom input port. This is

necessary in order to allow repeated access to this input, since all operators in WIT destroy

their inputs upon releasing their outputs.

In order to ensure that the creatPvol operator is bypassed in future iterations of the

algorithm, the oneshot operator is used, shutting down further inputs once a single input

has passed. The initial segmentation output from the createPvol operator is passed to the
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Figure 5.8: Expanded WIT igraph of segmentation operator segVolume
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icmSeg operator. The for and if operators allow the user to control the exact number

of iterations of ICM to be applied before recalculation of the neighbourhood interaction

parameters and new histograms.

The icmSeg operator accepts the image vector, the initial segmentation, a collection of

histograms describing tissue pro�les, and a set of neighbourhood interaction parameters

(the �kl), as inputs. From the input number of tissues, and the input parameters for slice

thickness, slice gap and �eld of view, we are able to compute the neighbourhood interaction

parameter matrix, �kl, as described by Equation 5.3 in Section 5.2.1. Operator icmGetBij

is responsible for this computation. Note how the input parameters are maintained in

memory operators for future iterations of the algorithm. The icmSeg operator repeatedly

applies the ICM equation to each voxel in the input volume until convergence is achieved

or until the number of iterations of the algorithm reaches the input parameter maximum,

icmIter. Convergence is determined to have occurred when the number of voxels changing

in a given iteration is less than the input parameter minVoxelChange. (See Section 5.2.5

for a more detailed description of convergence.) When convergence has occurred or the

number of iterations of ICM reaches icmIter, the output segmentation is passed to the

if operator. If the number of segmentation iterations speci�ed by the segIter parameter

of the for operator has been reached, the segmentation is output as pVolSeg. Otherwise,

a recalculation of neighbourhood interaction parameters and histograms is performed by

looping the output back to the icmGetBij and histFromVol operators. This recalculation

increases the accuracy of the segmentation. Equation 5.4 in Section 5.2.3 describes how the

histograms are recalculated. Following execution of these operators, the new parameters are

shunted back to the icmSeg operator, and the algorithm is repeated. Note how the looping

of the segmentation output to the memory operators triggers the release of the parameters

necessary to repeat execution of the segmentation.

The operator icmSeg forms the core of the segmentation algorithm. Although the algo-

rithm is fully described in Section 5.1 we have included the source code of the kernel of this

algorithm in Appendix A. We have duplicated the source code in the appendix in order to

better convey the complexity of dealing with 3D data in WIT and give some intuition for

the signi�cant time and space requirements of the operator.



Chapter 6

Algorithm Testing and Results

We have applied our version of the ICM algorithm in 3D to MRI scans of the head obtained

from Multiple Sclerosis patients. In this chapter we �rst o�er a short description of Multiple

Sclerosis in order to motivate the application of our algorithm in this area of research.

The results of applying our algorithm to the MS images in order to quantify the extent

of Multiple Sclerosis lesions are then discussed. The results are encouraging and serve

to illustrate the di�culties in solving the segmentation problem. The chapter concludes

with some general observations regarding the ICM algorithm as implemented in this thesis

followed by a description of future work to be completed in the area.

6.1 Multiple Sclerosis

Multiple Sclerosis (MS) is a disease of the central nervous system (CNS), i.e. the brain and

spinal cord [110]. It is a debilitating and progressive disease which may result in a variety of

symptoms from blurred vision to severe muscle weakness and degradation, depending on the

area of the CNS which is a�ected. Multiple Sclerosis is caused by a breakdown in the myelin

sheath, a soft, white, fatty material which insulates the neurons of the CNS and provides

for the rapid transmission of nerve impulses along the nerve �bres of the brain and spinal

cord. As the myelin breaks down, it is replaced by scar tissue, and the speed and frequency

of impulse transmission along the nerve �bre is reduced and in some cases eliminated. The

scar tissue formed from demyelination results in the formation of characteristic plaques in

the a�ected area. These plaques can be readily observed by post-mortem dissection and by

MRI scanning of live patients.

73
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Figure 6.1: MRI image (left) with MS lesions manually outlined by radiologist (right).

Figure 6.1 shows MS plaques in a slice selected from the image volume analysed in our

tests. The left hand side shows the image itself while the image on the right has been

overlaid with hand drawn ROIs indicating the presence of MS lesions. Note how the lesions

occur almost invariably in the white matter of the brain. 1 Statistically it has been shown

that approximately 95% of MS lesions occur in the white matter [57].

Observation of the characteristic plaques over time in MS patients shows how the de-

myelination of nerves is a reversible and recurrent process in these patients. Over time,

with and without treatment, MS lesions grow, shrink, converge and diverge in a majority

of patients. One of the goals of our research is to automate the quantitation of MS lesions

in the brain to allow physicians to accurately track the progress of MS patients undergoing

drug therapy [101].

6.2 Results Analysis

For our analysis, we have used dual echo MRI sequences, each consisting of 256x256x27

slices acquired in the axial plane on a General Electric 1.5 Tesla MRI scanner. The images

1Gray matter forms the outer cortical regions of the brain surface with white matter occurring just under

and adjacent to gray matter. Paradoxically, whitematter shows up dark and graymatter light on T1 weighted

MRI images.
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were supplied by the UBC MS MRI Study Group. The slices are contiguous (no interslice

gap) with each voxel measuring 0.781mm x 0.781mm x 5.0mm in the x, y, and z planes

respectively. The image volume has been scaled from 16 bit data to 8 bit data, with

minimal reduction in image resolution, in order to reduce both computation and storage

requirements.

Figure 6.2: MRI series of T1 weighted images of the brain of a Multiple Sclerosis patient.

The �rst sequence shown in Figure 6.2 has been acquired so as to more heavily weight T1

relaxation times, and will be described hereafter as the T1 sequence. The second sequence,

shown in Figure 6.3, was acquired using an echo sequence designed to give more weight to

T2 relaxation times and will be referred to as the T2 sequence. Note how the two sequences

contrast di�erent tissue types with MS lesions showing up brightest on both.

We have attempted to segment four di�erent tissues from the scans: white matter, gray
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Figure 6.3: MRI series of T2 weighted images of the brain of a Multiple Sclerosis patient.



CHAPTER 6. ALGORITHM TESTING AND RESULTS 77

matter, cerebrospinal uid and MS lesions. This results in an output of 108 images in the

�nal segmentation, four for each slice in the volume, as well as 108 images for each of the

T1/T2 segmentations alone. For this analysis, we have elected to recalculate histograms

and neighbourhood interaction parameters just once, following convergence of the �rst seg-

mentation which occurred after approximately 8 iterations. Convergence of the second run

of the segmentation occurred following approximately 6 iterations of the algorithm.

In order to reduce bias introduced by the experimenter, and to obtain a more accurate

tissue analysis, the initial regions of interest required by the algorithm have been manually

outlined on selected images by a radiologist from the UBC MS MRI Study Group. This

was performed at UBC Hospital, independent of our research and software development

platform. The ROIs so obtained were then converted to WIT ROIs and applied to the

corresponding images in order to obtain characteristic histograms for each of the tissue

types under consideration. A complete manual segmentation of just the MS lesions in the

image volume was also obtained. This allowed us to compare the segmentation resulting

from the application of our version of Iterated Conditional Modes to that obtained by an

expert.

6.2.1 Initial Histograms

The initial histograms obtained by ROI analysis of the T1 and T2 images are shown in

Figure 6.4 and Figure 6.5 respectively. The x axis represents the intensity of voxels in the

chosen ROIs while the y axis denotes the probability or frequency of voxels in the ROI

at a particular intensity. These histograms have been smoothed to reduce noise in the

distributions and have been normalized in order to give probabilities as opposed to actual

numbers of voxels at particular intensities. As such, the area under each histogram is equal

to one. These histograms show the distributions of each of the four tissue types to be

segmented in each echo sequence. The ROIs were applied over corresponding images in

both MRI series in order to obtain histograms for each spectrum.

There are several observations that can be made by visual inspection of these histograms.

First, note that the histogram for white matter is somewhat isolated from that of the other

three tissues. This suggests that white matter is most easily segmented from brain MRI

images. This is in fact the case, as will be demonstrated in later sections. The second factor

to note is that the histograms for the MS lesions are broad and relatively low, indicating

the non-homogeneity of these lesions. As well, the lesion histograms illustrate a tendency
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Figure 6.4: Colour-coded histograms of T1 weighted MRI series based on manually drawn
ROIs over a single image. Black = White Matter, Blue = Gray Matter, Red = CSF, Green
= MS Lesion.
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Figure 6.5: Colour-coded histograms of T2 weighted MRI series based on same manually
drawn ROIs as for Figure 6.4. Black = White Matter, Blue = Gray Matter, Red = CSF,
Green = MS Lesion.
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to be noisier than the pure tissues, indicated by the many small sharp spikes present in the

lesion histograms. This non-homogeneity is characteristic of many pathological conditions

of the brain which result in lesions, including tumours and other neurological disorders. This

non-homogeneity is also what magni�es the degree of di�culty in automatically segmenting

brain lesions by computer.

Another complicating factor is the amount of overlap exhibited by the lesion histograms.

Any segmentation algorithm will, as a result of this extensive overlap, have signi�cant

problems di�erentiating lesions from the remaining tissue types in the volume. As well as

the lesion histograms being broad and at it can be seen from the graphs that the other

tissues also overlap, to a signi�cant degree, in intensity pro�les. The shoulders of each

histogram overlap with its neighbours in the graph, sharing intensity distributions.

Finally, another not so obvious factor is illustrated by the histograms. The dynamic

range of the data is rather small, for example, the T1 data shows a minimum intensity value

of 93 and a maximum of 162. The dynamic range is actually signi�cantly larger for both

image spectra since not all tissue types are represented in the histograms (e.g. skin, bone,

fat, vessels, etc.). However, the narrow range of the data serves to further complicate the

segmentation process.

Since our algorithm relies heavily on these initial histograms, the accuracy of the seg-

mentation which results is subject to the limitations imposed by these histograms. The

�rst estimate of the segmentation, on which all further iterations of the algorithm rely, is

solely based on the conditional probabilities which are obtained directly from the initial

histograms. The neighbourhood interaction parameters, computed as described by Equa-

tion 5.3 in Section 5.2.1, are in turn based on this initial segmentation which results from

analysis of the initial histograms.

6.2.2 Initial Neighbourhood Interaction Parameters

The neighbourhood interaction parameters calculated from the initial histograms of the T1

and T2 image volumes are shown in Tables 6.1 and 6.2 respectively.

As described previously, relatively low numbers indicate high probabilities of tissues

occurring adjacent to each other, while high numbers illustrate tissues which rarely occur

adjacent to each other. For the most part, the entries in the T1 and T2 neighbourhood

interaction tables are consistent with known neuro-anatomy, with some notable exceptions.

As has been mentioned previously, these numbers are subject to the accuracy of the initial
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Table 6.1: Initial neighbourhood interaction parameters obtained from T1 image sequence.

Tissue Gray White CSF Lesion

Gray 12.77 14.26 7.76 7.66

White 14.26 4.47 4.51 35.64

CSF 7.76 4.51 9.59 10.09

Lesion 7.66 35.64 10.09 18.28

Table 6.2: Initial neighbourhood interaction parameters obtained from T2 image sequence.

Tissue Gray White CSF Lesion

Gray 9.02 5.05 35.74 5.90

White 5.05 4.03 8866.84 9.18

CSF 35.74 8866.84 12.84 23.95

Lesion 5.90 9.18 23.95 10.57

segmentation, which in turn relies on the initial histograms. Because of this, some num-

bers in the tables appear to be somewhat inaccurate, in terms of known neuroanatomical

features. For example, we have mentioned that MS lesions occur almost exclusively in the

white matter of the brain. However, the (white matter:lesion) adjacency measure given in

Table 6.1 would suggest otherwise. But, if we keep in mind that the relative numbers of

white matter (and other non-lesion) voxels far exceeds the numbers of lesion voxels, then

this number seems more realistic. In fact the (white matter:lesion) interaction parameter

actually increases when these parameters are recalculated following the �rst convergence of

the algorithm (See Table 6.3). Another reason for the apparent contradiction in the (white

matter:lesion) interaction probability is the nature of the MS lesion itself. Although oc-

curring in white matter almost exclusively, the lesions do not have sharp transitions from

lesion to white matter. It can be seen on analysis that the intensity of MS lesions declines

when measured from the centres of the lesions to the edges. Because the decline is gradual

and because white matter is dark and lesion is brightest on both T1 and T2 images, the

intensity pro�le of the MS lesions passes through an area shared with gray matter.2 This

2Because of the reduced reproduction capabilities from raster to laser printer this phenomenon cannot be

adequately illustrated in the thesis.
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phenomenon is borne out by the histograms of Figures 6.4 and 6.5. This results in a higher

than expected value in the interaction table for the (white matter:lesion) adjacency measure,

and a lower than expected value for (gray:lesion).

Consider the diagonal elements of Table 6.1. These numbers can be considered self-

adjacencies, yielding measures of the relative quantities of di�erent tissues and a measure

of the convolutedness of the tissue structure. White matter, for example, which constitutes

most of the brain matter, yields a very low number, while lesion, which occurs infrequently,

and thus must share a larger percentage of its total voxels with other tissues, exhibits a

relatively large self-adjacency number. This pattern is repeated in Table 6.2.

When Table 6.1 is compared with Table 6.2, the corresponding entries are relatively

consistent, but for a few notable exceptions. These di�erences are due to di�erences in the

characteristics of the T1 and T2 imaging sequences of MRI, as well as the complex nature

of tissue interaction as measured by our algorithm. In particular the (CSF:white matter)

interaction parameter is highly contrasted between the two tables. This results from the

poor di�erentiability of CSF in the T1 image volume, due to the nature of the nature of the

imaging sequence. The high value given in Table 6.2 is more plausible than the low value

of Table 6.1, as CSF and white matter do not occur adjacently in healthy brain tissue.

Following initial convergence of the ICM algorithm, the histograms and neighbourhood

interaction parameters are recalculated and used as input to the algorithm a second time.

This recalculation of parameters is performed in order to re�ne the segmentation, assuming

the new parameters are more accurate than those used initially. Since we are using intensity

and segmentation values from the entire volume in the second run of the algorithm, as

opposed to just a single slice, this assumption is realistic.

6.2.3 Recalculated Histograms

The new histograms are calculated as per Equation 5.4 in Section 5.2.3, using partial volume

contributions from each tissue to each voxel. Thus, the manner in which the histograms are

obtained is fundamentally di�erent than that which was used to obtain the initial histograms,

i.e. manual segmentation. We would expect, theoretically, that the new histograms will be

quite similar to the initial versions, and this expectation is ful�lled, despite the dramatically

di�erent manner in which the two sets of histograms are obtained. Figures 6.6 and 6.7

show the results of reassessment of tissue pro�les in the intermediate segmentation of the T1

and T2 image sequences respectively. Note the similarities between these and the original
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Figure 6.6: Colour-coded histograms of T1 weighted MRI series based on recalculation from
intermediate segmentation. Black =White Matter, Blue = Gray Matter, Red = CSF, Green
= MS Lesion
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Figure 6.7: Colour-coded histograms of T2 weighted MRI series based on recalculation from
intermediate segmentation. Black =White Matter, Blue = Gray Matter, Red = CSF, Green
= MS Lesion
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Table 6.3: Recalculated neighbourhood interaction parameters obtained from T1 image
sequence.

Tissue Gray White CSF Lesion

Gray 15.42 26.14 6.47 5.72

White 26.14 4.54 4.10 142.14

CSF 6.47 4.10 7.14 54.04

Lesion 5.72 142.14 54.04 29.76

histograms of Figures 6.4 and 6.5. Again we notice the overlap in tissue distributions. Most

notably, it is shown that the lesion intensity pro�les are shared by several other tissues,

especially gray matter and CSF. The white matter histogram is, again, less a�ected by

other tissue pro�les, though not to the same extent as with the original distributions.

What is di�erent about these histograms is that the lesion pro�les have become less

distributed, that is taller and thinner, perhaps indicating the attempt of the �rst run of the

segmentation to isolate the lesions from the other tissues. As well as the di�erence in the

shape of the lesion pro�les, another interesting observation is that these sets of histograms,

especially the lesion histogram are less noisy than the originals. Both these factors should

improve the second run of the segmentation.

One characteristic of the new histograms which is of particular note is the spike in the

low intensity end of the T1 gray matter pro�le of Figure 6.6. This spike occurs a signi�cant

distance away from the main gray matter histogram and may be a result of other tissues

in the volume which were not speci�ed in the original histograms, but which have been

partially classi�ed in the intermediate segmentation.

Overall it would appear that by recalculating the histograms, we have re�ned the con-

ditional probabilities such that di�erentiation of the lesions may be signi�cantly clari�ed.

6.2.4 Recalculated Neighbourhood Interaction Parameters

As well as recalculating the new histograms, the intermediate segmentation is used to re-

calculate neighbourhood interaction parameters. This re-evaluation allows us to seed the

subsequent segmentation with a more accurate description of how tissues interact. Ta-

ble 6.3 and Table 6.4 contain the recalculated neighbourhood interaction parameters for the

T1 and T2 image sequences respectively. The tables di�er from the original tables in some
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Table 6.4: Recalculated neighbourhood interaction parameters obtained from T2 image
sequence.

Tissue Gray White CSF Lesion

Gray 7.46 4.12 93.22 6.28

White 4.12 3.89 1 42.36

CSF 93.22 1 10.17 9.98

Lesion 6.28 42.36 9.98 36.43

signi�cant respects. The most notable di�erences occur, as suggested by the new histograms,

in the (lesion:other tissue) columns of both Table 6.3 and Table 6.4. The (lesion:gray) inter-

action has remained relatively stable in both image sequences but the (lesion:white matter)

measure has signi�cantly increased. This phenomenon has been addressed in Section 6.2.2.

The value of the (CSF:lesion) interaction parameter has signi�cantly increased in the T1 im-

age sequence but decreased in the T2 sequence. We believe the T1 increase occurs due to the

poor CSF di�erentiation in T1 images. The decrease in the parameter in the T2 sequence

is a reection of improved detection capability in the T2 volume. Note that the (CSF:white

matter) measure has increased to in�nity in the T2 table, reective of the non-overlapping

of CSF and white matter in brain tissue, as mentioned previously.

These neighbourhood interaction parameters are a�ected by a number of complex fac-

tors, including (i) the response of tissues to the applied echo sequence, (ii) the relative

volumes of tissues in the organ being imaged, (iii) the relative amounts of adjoining surface

area in di�erent tissues, and of course, (iv) the accuracy of the segmentation which has

been used to calculate the parameters. The complexity of these factors interacting together

makes it extremely di�cult to o�er accurate analysis of the neighbourhood interaction ta-

bles without extensive application of the ICM algorithm on many data sets. The use of

phantom data would make it possible to accurately measure the actual relative numbers of

tissue adjacencies. Phantom analysis is another aim of future research into validation and

improvement of our algorithm.
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6.3 Segmentation Results

We have applied the ICM algorithm using the aforementioned histograms and neighbour-

hood interaction parameters to each of the T1 and T2 weighted MRI series and then com-

bined the results by multiplying and normalizing the respective probabilities for each tissue

type. We are able to do this because the two series have been acquired independently.

6.3.1 T1 Segmentation

We have selected from the segmentation results a single slice from the volume to illustrate

the performance of the ICM algorithm. Figure 6.8 shows the result of the segmentation

on slice number 18 (of 27) from the T1 weighted volume. The top four images show the

segmentation of CSF, gray matter, white matter and lesion, as labeled in the �gure. The

actual slice data, with and without the manually segmented lesions overlaid on the slice, are

given in the bottom two images. The gray scale intensity of each of the four segmentation

images is in direct proportion to the probability obtained for that tissue in the image.

As anticipated, the results for white matter are by far the most impressive, while the

algorithm had di�culty di�erentiating gray matter and CSF and gray matter and lesion.

However, the results for lesion segmentation are accurate when compared to the manual

segmentation and, when combined with the segmentation obtained from the T2 weighted

sequence, produce satisfactory results.

It is interesting to note that, as discussed in the Section 6.2.2, the edges of some MS

lesions whose intensities pass through the intensity distribution dominated by gray matter,

have in fact been incorrectly classi�ed as gray matter in the T1 segmentation.

6.3.2 T2 Segmentation

Figure 6.9 shows the segmentation of the corresponding slice in the T2 weighted data set.

Again, the white matter segmentation is the most accurate of all the tissues due to the

relative isolation of its intensity pro�le in the histograms. There is considerable improvement

in the di�erentiation of CSF and gray matter, but again, the lesion/gray matter separation

is burdened. As well, some CSF has been incorrectly classi�ed as lesion. On the whole,

however, the segmentation is reasonably accurate.
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Figure 6.8: Segmentation of a single slice from the T1 Echo sequence by ICM. The bottom
images show the original T1 data with (right) and without (left) overlaid hand drawn lesion
segmentations.
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Figure 6.9: Segmentation of a single slice from the T2 Echo sequence by ICM. The bottom
images show the original T2 data with (right) and without (left) overlaid hand drawn lesion
segmentations.
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6.3.3 Combining T1 and T2 Segmentations

We combined the two previously illustrated segmentations and the result is given in Fig-

ure 6.10, together with the original image (from the T2 sequence) with lesions manually

outlined. Considerable improvement is noticeable on all four tissue segmentations with the

most noticeable error still seen in the gray matter/lesion separability. Some lesions have

been incorrectly classi�ed as gray matter and some gray matter incorrectly classi�ed as

lesion. However, for the most part we have successfully isolated most lesions in the image.

They are clearly di�erentiable in the lesion segmentation image as the most intense regions

of the image.

Figure 6.11 shows further how the ICM results match the manual segmentation. Here

we have overlaid the hand drawn ROIs over both segmentations to give a direct visual com-

parison. It can be seen that most lesions have been correctly classi�ed, with some outlying

lesions missed as described above. The complexity of lesion identi�cation is illustrated here.

It is quite di�cult to ascertain with the human eye which areas in the image are lesions and

which are not. Note again that an experienced radiologist has identi�ed the lesions which

have been manually outlined on the right.

6.3.4 Post-Processing of the Segmentation

Following the combined segmentation it was decided to apply some further post processing

to the lesion segmentations in order to more fully extract them from the volume. A morpho-

logical opening was applied to the combined result to reduce the number of isolated voxels

in the result. The result of this opening is given in Figure 6.12 (top right). The top left

image in the �gure is the lesion segmentation resulting from combination of the results from

the T1 and T2 segmentations, as given in Figure 6.10. The opening has clearly removed a

number of island voxels without signi�cantly a�ecting the lesion segmentation. The result

is a much better segmentation but there is still room for improvement.

Since the intensities given represent probabilities that a given voxel is a lesion voxel,

we decided to threshold the probability and only consider probabilities which were over

a particular measure, in this case 0.4. This thresholding operation was applied to the

morphologically opened result obtained previously. Visually, this threshold gave the best

result when compared with the manual segmentation. The thresholded �nal segmentation

is given in the bottom right of Figure 6.12.
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Figure 6.10: Segmentation of a single slice obtained by combining the T1/T2 Segmentations
The bottom images show the original T2 data with (right) and without (left) overlaid hand
drawn lesion segmentations.
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Figure 6.11: Manual segmentation overlaid on combined T1/T2 Segmentation (left) and
also overlaid on raw T2 image (right).

6.3.5 Visualizing Partial Volumes

Partial volume considerations are most signi�cant near the borders of di�erent tissue types,

but this has not been clearly demonstrated to this point. In order to more fully appreciate

the partial volume solution that we have given, the segmentations of white matter and lesion

(before and after post-processing) have been given in Figures 6.13 and 6.14 respectively.

The gray scales in the previous images have been mapped to particular colours according

to the colour map given in Figure 6.15, with bright red indicating the highest intensity, and

dark blue the lowest. These �gures illustrate that voxels in the central areas of tissues

have much more de�nite composition, while there is less certainty about voxels nearer the

borders of tissue. This could not be properly appreciated in the grayscale versions of the

segmentation.

6.4 Lesion Volume Analysis

We have endeavoured to further examine our extensions to ICM by measuring the lesion

volumes given by our segmentations. Lesions have been manually outlined on every slice in

the volume by a radiologist from the MS MRI Study Group of UBC Hospital, as described

previously. We have analysed the ROIs outlining the lesions in order to measure the lesion
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Figure 6.12: Lesion segmentation of a single slice obtained by applying a morphological
opening (upper right) and subsequent thresholding (lower right) to the results of Figure 6.10.
(The bottom left image is the original data.)
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Figure 6.13: Colourized segmentation of white matter (left) and lesion (right) illustrating
partial volume voxels near the borders of tissues. (No post-processing has been applied.)

Figure 6.14: Colourized segmentation of white matter (left) and lesion (right) illustrating
partial volume voxels near the borders of tissues. (Post-processing has been applied.)
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Figure 6.15: WIT colour-map used to enhance partial volume characteristics of segmentation
as shown in Figures 6.13 and 6.14.
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volume in each slice. Any voxel which lay within the borders of the manual lesions was

considered a complete lesion voxel for our tests. The volumes so obtained can be considered a

gold-standard by which we can measure the e�cacy of our segmentation algorithm. However,

lesion identi�cation and delineation, as admitted by our experts, is an extremely complex

and subjective task, requiring years of training and practise. It is with this in mind that we

are able to make preliminary judgements regarding the accuracy of our algorithm.

Following our segmentation and the analysis of the manual lesion ROIs, we determined

the volumes produced by our own results. We used the partial volume quantity for each

voxel in summing the volumes obtained by our segmentations. The volumes of each slice

were measured for (i) the T1 segmentation, (ii) the T2 segmentation, (iii) the combined

T1/T2 segmentation, (iv) the combined segmentation following morphological opening, and

(v) the �nal results obtained from thresholding the opened segmentation. The results have

been plotted and are given in Figure 6.16. Note how, as the results are �rst combined,

then post-processed, the ensuing volumes tend to more closely match the actual volumes

determined from manual segmentation, also presented in Figure 6.16.

The graphs for the �nal segmentation and the hand drawn lesions have been expanded

and are shown in Figure 6.17. Note that, for the most part, the volumes obtained by the

ICM segmentation are consistently and proportionately less than those measured from the

manual segmentation. This is especially true of the middle slices in the volume. We believe

this is due to several factors: (i) the manual segmentation uses full values for each voxel

included in the lesion ROIs, while our segmentation measures partial volumes, (ii) errors

by the radiologist in lesion detection, and (iii) errors in the segmentation. The �rst factor

is, in itself, not to be considered an error but perhaps an adjustment made by our program

that is not possibly (or at least not easily) accomplished by manual outlining of regions.

The second factor is usually due to a tendency by clinicians to consistently classify an

area as lesion when in fact there is considerable uncertainty as to the region's composition.

The third factor, errors in the segmentation, result from inconsistencies in the histograms

and neighbourhood interaction parameters as discussed previously, and will be addressed in

future work to be completed in this area.
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Figure 6.16: Graphs of lesion volumes determined at all stages of the segmentation, includ-
ing manual segmentation. Black (upper) = T1, Red = T2, Green = T1/T2 Combined,
morphologically opened, Brown = T1/T2 combined, opened and thresholded, Black (lower)
= Manual Segmentation.
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Figure 6.17: Graphs of lesion volumes of �nal segmentation and manual segmentation,
expanded from Figure 6.16. Black = T1/T2 combined and post-processed, Red = Manual
Segmentation
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6.5 General Conclusions and Future Work

We have seen that the problem of accurate segmentation of MRI and other medical images

is a complex, as yet unsolved problem in medical image analysis. We have endeavoured to

o�er a reasonable, model-based solution using neighbourhood and histogram analysis. In so

doing, an attempt was made to build a model of the image on a case-by-case basis, and use

this model as a foundation on which to re�ne the segmentation. We have developed this

algorithm in 3D using a dataow-based visual programming environment which lends itself

well to parallel implementation. We have maintained a local neighbourhood analysis scheme

throughout the algorithm in order to preserve the potential for parallel computation.

Some conclusions emanating from this work arise out of the previous discussion on the

results of our preliminary experiments. It is evident that a more accurate model of brain

tissue characteristics may be necessary in order to more accurately obtain prior probabilities

of the tissue composition of voxels in the volume. This model can be used as the external

�eld term in the ICM equation. The model should be developed from not just conditional

tissue probabilities, but must include spatial information as well. It is clear that the amount

of knowledge required for a human being, even an expert in the �eld, to identify tissues,

structures, and pathology in a medical image scan is enormous. As has been mentioned,

models developed to date by other researchers require vast amounts of data and accurate

image registration techniques which have not yet been validated.

In the absence of an accurate tissue model, the current algorithm may be improved in

other ways. First, a general masking of tissues outside the area of interest (in this case, the

brain) would improve the results signi�cantly. We have performed a trivial masking over

the entire volume but this does not accurately compensate for all non-interesting tissues.

This masking could be acquired through the development of a user friendly, 3D, interactive

ROI analysis tool.

Second, an incremental compilation of tissue histograms and neighbourhood interaction

parameters, as more data is analyzed, should provide a more accurate solution. As the

accuracy of the segmentation relies ultimately on the accuracy of these histograms and

neighbourhood interaction parameters, improvement in this area is imperative.

Third, the T1/T2 sequences obtained for this study were not accurately matched to the

particular tissues which were under consideration. Further consultation with the MS MRI

Study Group and others is necessary in order to determine optimum echo sequences to be
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applied to best contrast the tissues under study. It will also be of help to compensate for

MRI RF inhomogeneity prior to attempting a segmentation. This was not performed for

our analysis.

Another concern which arises from this work is the issue of time and space requirements.

Although a partial volume solution is vital to an accurate solution to lesion and tissue quan-

titation, it does exact a heavy toll. The space required to store the resulting segmentation

is up to m x n times the original data size, where m is the number of image channels used

(in this case just 2) and n is the number of tissues being investigated. This is reduced to at

least n times the data size if only the �nal segmentation will be stored. As well, in order to

incorporate 3D information into the algorithm, the time required to perform the segmenta-

tion will be prohibitive unless there are multiple workstations with which to parallelize the

computation. This is one of the reasons we have developed the algorithm using the dataow

environment of WIT.

6.5.1 Future Work

The previous paragraphs identify innumerable areas for future development of our work.

Phantom studies, whether obtained by imaging a manufactured phantom or by simula-

tion of phantom data, should be carried out immediately. A better understanding of these

neighbourhood interaction parameters will be obtained by the application of our algorithm

to known phantoms. This will allow us to assign the parameters in future segmentations

according to expert knowledge about the imaging modality used, the organs and tissues

under investigation, and the pathology of the lesions being quanti�ed. Phantom studies

should also provide a more accurate analysis of our algorithm and indicate further areas of

improvement.

Assuming we can accurately register multiple imaging modalities, either by manual or

automatic registration techniques, it will be worthwhile to perform the segmentation using

both structural and functional images. In this manner we can determine the optimum

combination of techniques which yields the most accurate segmentation.

The manner in which the segmentations are combined can be improved as well. Instead

of doing independent segmentations based on histogram analysis and combing the segmen-

tations later, we can perform a cluster analysis on the combined histograms, and determine

a single segmentation based on these clusters. The neighbourhood analysis could also be

performed on the vector of neighbours present from multiple data sets, as opposed to just
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single neighbour analysis performed independently. This may, however, result in increases

in computational complexity.

In cooperation with various imaging centres, an e�ort should be made to develop an

accurate model of tissue distribution which can be used as the external �eld in the ICM

equation. The MS MRI Study Group is evaluating the e�cacy of a new drug, interferon

beta-1b, in the treatment of Multiple Sclerosis. The group does not require an absolute

quantitation of MS lesions in the brain, but just what they describe as a \measure" of

MS in these patients. We believe that with some improvements the algorithm we have

implemented can provide that \measure". One avenue of future work involves co-operating

with the MS group and the developers of interferon beta-1b in evaluating the drug's e�cacy

in reducing and eliminating MS lesions over time.

The problem of accurately and automatically segmenting medical images using comput-

ers is an extremely complex and di�cult task. It is hoped that through this thesis we may

have identi�ed aspects of the problem that will aid in its solution. Through future research,

maybe su�cient knowledge can be obtained that will lead to a general solution. Perhaps,

just perhaps, no such solution exists.



Appendix A

ICM Source Code Kernel

The following source code forms the kernel of the ICM algorithm. One iteration of the do

loop constitutes one iteration of ICM through the image volume.

do {

nChanges = 0; /* initialize and track voxel ``changes'' */

/* for each image */

for (z=0; z<nImages; z++) {

/* set pointer to first image voxel */

srcp[z] = (u_Pix8 *) (sI->data[z].data[0]);

/* for each voxel */

for (y = 0; y < xsize; y++) {

for (x = 0; x < ysize; x++) {

/* initialize statistics vectors to zero */

for (k=0; k < nTissues; k++) {

Pix[k] = 0.0;

/* condition probability pixel i is

tissue k given record,

obtained from histograms */

Nxr[k] = 0.0; /* the e term in the icm equation */

Pxr[k] = 0.0; /* prior probability */

delta[k] = 0.0; /* measure of voxel change */

}
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/* count the neighbours */

icmGetGx(currentSeg, xsize, ysize, nImages,

x, y, z, ortho_xy, ortho_z,

oblique_xy, oblique_z, oblique_xyz,

nTissues, g);

/* for each region */

for (k=0; k < nTissues; k++) {

hist = histV[k].data; /* get histogram for tissue k */

kIndex = z*nTissues + k; /* determine slice index */

Pix[k] = hist[*(srcp[z])];

/* get conditional for this pixel/tissue */

if (Pix[k] != 0) { /* ignore zero probabilities */

/* compute neighbour interaction probability */

Nxr[k] = icmGetNxrknx(g, Bjk, k, nTissues);

/* determine prior probability */

/* set to previous seg value */

Pxr[k] = (float)*rpSegI[kIndex] / MAXPIX8;

/* compute ICM partial volume probability */

Pxr[k] = Pix[k] * Pxr[k] * Nxr[k];

}

}

/* sum all probabilities for this voxel */

/* for normalization */

sPxrk = 0.0;

for (k=0; k < nTissues; k++)

sPxrk += Pxr[k];

/* assign probabilites to segmentation and normalize */

for (k=0; k < nTissues; k++) {

kIndex = z*nTissues + k; /* determine slice index */

/* assign to segmentation */

if (sPxrk != 0.0) {

/* normalize Pxrk */
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Pxr[k] = Pxr[k] / sPxrk;

*rpSegIplus1[kIndex] = (u_Pix8) (MAXPIX8 * Pxr[k]);

} else

*rpSegIplus1[kIndex] = 0;

/*measure change in tissue composition[k] for this voxel*/

delta[k] = (float)*rpSegIplus1[kIndex]

- (float)*rpSegI[kIndex];

/* advance segmentation pointers to next xy position */

rpSegI[kIndex]++;

rpSegIplus1[kIndex]++;

}

/* assess changes in this voxel */

norm = getVNorm(delta, nTissues);

if (norm > (0.1*MAXPIX8))

nChanges++;

/* advance pointer in source image to next xy pos */

srcp[z]++;

}

}

}

nIterations++;

/* 'copy' new segmentation to currentSeg segmentation */

.

/* code omitted */

.
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/* adjust current pointers to 'new' segmentation */

.

/* code omitted */

.

} while ( (nIterations < maxIterations) &&

(nChanges > minChanges) );
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