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ABSTRACT
The advent of cloud platforms and mobile devices has com-
plicated personal data management and decisions about what
data to keep or discard. To explore how to help people cu-
rate their data, we designed Data Dashboard, a prototype
system that provides: 1) a centralized overview of data from
across platforms and devices, 2) customizable filters for sort-
ing through many types of data. We evaluated the prototype
with 18 participants. Building on top of previous literature,
we use the concept of data boundaries (the idea of invisible
but important separations across data) to explain participants’
reactions to the prototype. We show that centralizing data in
a single management system blurs boundaries and requires
safety guarantees. Customization options, instead, uphold
boundaries and reinforce user control. We discuss how to
use these results for integrating data boundaries in the design
of new tools, rethinking the language of personal data, and
envisioning a post-cloud future.
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INTRODUCTION
The past decade has changed the way we think about personal
data. Ten years ago cloud storage platforms were in their
infancy. Dropbox launched in 2008, iCloud in 2011, Google
Drive in 2012. Before the advent of these platforms and before
the popularity of mobile devices, people largely thought of
their data as limited to files and folders stored on computers.
Now, personal data is a buzzword at the center of political
debates and regulatory efforts. For everyday users, managing
data across platforms and devices is increasingly challeng-
ing [93, 94]. The growing amount of personal data that people
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create and store, with varied types of data, sometimes created
automatically by technology, has shifted the HCI community’s
attention towards questions about data ownership, privacy, and
curation [56]. In this paper, we look at a broad range of data
types (from documents and photos to apps and automatic logs
of usage, like browser histories) and investigate how to sup-
port people in curating this disparate set of items. We define
personal data (or information) curation as the process of stor-
ing, organizing, and re-accessing digital data over time [102],
focusing on storing and organizing decisions. Recent work
shows that people need better tools to curate data, especially
on cloud platforms [60, 94]. Two key challenges complicate
people’s practices and possible design efforts.

The first challenge for personal data curation is the growing
number of devices and cloud platforms that people use [93].
The distributed, often fragmented nature of personal data un-
dermines awareness of ownership, making curation difficult:
it is hard to curate data if you do not know what you own [72].
One approach to address this issue is centralization, that we
define as providing an aggregated overview of data from dif-
ferent places in a single central tool [72, 74]. Our work asks
the following questions: Can centralization help people decide
what personal data to keep or discard? If so, how should we
approach the design of centralized tools? With cloud platforms
like Google Drive and Dropbox encouraging users to central-
ize and sync all data to the cloud, investigating this question
can help us understand the consequences of this approach.

The second challenge for building curation tools is the
subjective nature of personal data management and cura-
tion [11, 75, 94]. It is difficult to create a solution that can
satisfy different types of users who have different management
styles and curation approaches [60, 95]. A common design
approach to deal with individual differences is to turn to per-
sonalization or customization–the idea of tailoring a system
to specific users’ needs and characteristics. From this comes
our second set of research questions: Given the personal and
subjective nature of data curation, can customization help?
How desirable is a personalized approach to data curation?
And, what are the aspects that make it more or less desirable?

To answer these questions, we designed Data Dashboard, a
centralized and customizable system for curating personal
data. We evaluated an interactive prototype of Data Dashboard
with 18 participants who had different approaches to data
curation, asking them to go through five potential use scenarios.
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Drawing on previous work around digital data, we use the
concept of data boundaries (the idea of conceptual lines that
prescribe where to store personal data and how) to understand
participants’ reactions to centralization and customization. We
show that centralization blurs boundaries and introduces a
dilemma around privacy and security, requiring explicit safety
guarantees. Customization, on the other hand, is easier to
accept because it upholds boundaries. We discuss what these
results mean for future data curation tools.

Our work makes three contributions: 1) we provide additional
empirical evidence for the role of data boundaries in personal
data curation, and use it to understand participants’ reactions
to design choices–specifically, we show reactions to central-
ization and customization; 2) we offer an approach to address
key challenges in data curation by designing a unified tool
with personalized functions; 3) we outline design and research
directions for future data curation tools focused on integrat-
ing data boundaries into design, rethinking the language of
personal data, and envisioning a post-cloud future.

BACKGROUND AND RELATED WORK
Related work falls into three main areas: (i) personal data cura-
tion and management; (ii) data boundaries; (iii) customization.
Additional related work appears in the prototype description.

Personal data curation and management
Referring to work by Whittaker [102], we define personal
data curation as the process of keeping, organizing, and re-
accessing personal data over time. In our work, we focus on
keeping and organizing decisions: these stages of curation are
less supported by current tools compared to data retrieval. Like
past studies [93–95], we define personal data as the data that
people store, create, or interact with on their devices and cloud
platforms, taking a holistic approach and letting participants
consider a wide array of data types. This definition goes be-
yond traditional notions of personal information as limited to
documents or files and folders [27]. Data Dashboard includes
several examples of data types that show the evolving and
disparate nature of personal data (e.g., apps, logs), with some
types (e.g., browser history, tracking data) often unwillingly
stored automatically. To limit our scope, we do not include
specific life-logging applications, but our ideas can apply to
this domain, covered in detail by past work [36, 38, 53].

Studies on Personal Information Management (PIM) and cura-
tion show that people have different tendencies when deciding
what data to keep or discard, with some keeping most of
their data [55, 89, 94] and others trying to reduce the number
of items they store [55, 94]. Similarly, there are individual
differences in organization, with some people being more
organized than others [46, 51, 52]. In general, people find
challenging deciding what to keep or discard and organizing
their data [15, 64, 65, 89, 94, 102]. Several PIM studies pro-
pose and evaluate tools for curating, managing and retrieving
documents [13, 25, 32, 34, 39, 57], photos [14, 70, 83, 106],
contacts [12], or emails [9]. A related strand of work looks at
how automating can improve task management [47] or cloud
file management [16]. However, attitudes towards automat-
ing data curation show individual variation, with some people

opposing the idea [95]. Our work further explores attitudes
towards technology support for data curation.

The majority of past design work in PIM takes a quantitative
approach for evaluating prototypes, using lab experiments or
usage log analysis in field deployments. These studies largely
look at time on task and similar metrics for measuring suc-
cess. A few studies, instead, use a more qualitative approach,
focused on teasing out participants’ attitudes. In our work,
we use a qualitative approach in line with research through
design [104] and reframe the Data Dashboard prototype as a
tool to understand broader aspects of data curation, instead
of focusing only on its usability aspects. This approach fol-
lows past work on digital data that uses systems to prompt
discussion with participants [43, 44, 71, 79, 95].

Data boundaries
Past work points to the idea of data boundaries as a key lens
to understand data curation. At a high level, we define data
boundaries as conceptual lines that demarcate where to store
personal data and how. Boundaries appear in studies on data
management [75, 93–95, 101], collaboration [96, 98], commu-
nication [19,20,69], privacy [3,6,77,78], and personal posses-
sions (both physical [8,22,31,88] and digital [61,62,73,100]).
We can argue that data management and curation are essen-
tially about establishing and negotiating boundaries. This
process has roots in cognitive models of how the human mind
works: to make sense of a continuous world, we build cate-
gories and “draw mental boundaries around them” [75].

Research on digital data often looks at the contrast between
physical and digital possessions, exploring the boundary be-
tween the two domains [42, 43, 55, 59, 73, 74, 76]. The notion
of boundaries runs throughout studies on physical possessions,
helping us understand how people experience them. For ex-
ample, by using boundaries to mark the unique character of
their spaces [31], give meaning to clutter [88], and establish
what belongs in their home [22]. These are all practices that
help in building an identity [8].

Boundaries also exist in the digital world. Sometimes they
are explicit, as is the case when people use folders to cre-
ate structure in their data [101], or when they build collec-
tions with criteria for what goes in and what does not [100].
More often data boundaries are implicit. They are enforced
by tools and applications [9, 62, 93, 96], work and personal
life [19, 20], group and family relationships [61, 69, 93, 97],
activities [98], and context [95]. A key boundary to under-
stand participants’ reactions to centralization is the one around
privacy. Previous work argues that privacy management is at
its core about negotiating boundaries between the public and
private sphere [3, 77, 78]. Privacy boundaries are “permeable,”
“murky,” contextual [3], subjective and dynamic, evolving over
time [6, 77, 78].

Our work provides additional evidence for how boundaries
drive personal data curation and shows how to use the concept
to understand reactions to centralization and customization.
We did not have in mind the concept of boundaries when we
designed Data Dashboard or the study, but we identified it in
the analysis and then traced it back to past work.
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Personalization and customization
Personalization involves adapting systems to users’ individual
preferences and characteristics [5,17,47,66,67,87]. Past work
highlights different levels of user involvement [17, 66, 67, 87].
In purely “adaptive” system-controlled personalization, the
system does not directly involve users in its adaptions [87].
System-controlled personalization is largely implicit. Cus-
tomization, by contrast, is the term used for user-controlled
personalization: here, the user is responsible for changing the
system through explicit actions. A middle ground approach
involves mixed-initiative systems, where personalization is
system-initiated but “approved” by the user [18, 49, 54]. Re-
gardless of level of user involvement, personalized changes in
the system can take place in the user interface (layout, color,
fonts–these changes focus on aesthetics [103]), content (e.g.,
showing or hiding specific content to different users, as it hap-
pens on social networks [66,87]), or functionality (e.g., macros
in spreadsheets, browser extensions, changing system settings–
these changes focus on how the system works [47, 103]).
Changes in functionality are often labeled “advanced cus-
tomization or personalization” [47]. In this study, we focus on
content and functionality changes.

Past work shows that personalization can help users complete
tasks [18, 40, 41], but several factors can prevent users from
customizing software: the time and knowledge required by
customization [63]; levels of exposure, awareness, or social
influence [5, 40]; individual differences [67]. In general,
users seem to prefer mixed-initiative interfaces over more
automatic adaptions [18, 67]. In the field of PIM, several
studies look at automating information organization, with past
work providing an overview of past efforts [49, 95]. However,
only a few studies look explicitly at personalization in data
management [47] and curation [70,83,95], suggesting this is a
promising but underexplored approach, Our work investigates
how to design customization mechanisms for data curation.

THE DATA DASHBOARD PROTOTYPE
We designed Data Dashboard to address two key challenges
of personal data curation outlined in the introduction: the
fragmentation of data and the subjective nature of curation.

Overview of the prototype
Data Dashboard is a centralized system that shows an aggre-
gated overview of data stored on different devices and cloud
platforms (e.g., Dropbox, Google Drive, iCloud) and a set of
customizable filters for curating data. There are four sections:
Activity, Explore Your Data, Quick Actions, Settings.1

Activity (Figure 1) provides an overview of recent data
(Google Drive, Dropbox, and macOS provide similar views of
recent files). For example, for a given day, it shows documents
that users have created or edited, photos and screenshots they
have taken, apps they have installed, and so on (these are just
some examples from many possible types of data). Users can
1The prototype is online at https://datadashboard.github.io. It works
on all desktop browsers, but has some bugs in Safari. It is not
optimized for mobile devices. The prototype is only an illustration
of possible functions: it does not connect to any device or cloud
platform. The supplementary materials to the paper include a video
walkthrough of the prototype and additional figures of the sections.

Figure 1. Activity shows an overview of recent data.

filter their activity by time (today, this week, this month, all
time, custom period). Activity also has a section aggregating
data shared with other people on collaborative services (e.g.,
Dropbox, Slack), grouped by the person it was shared with.

Figure 2. Explore Your Data shows an overview of all data from different
devices and cloud platforms, that users can use filter.

Explore Your Data (Figure 2) shows an overview of all data
users have on different devices and platforms, grouped by type
(e.g., photos, messages, documents, cache & logs)2. Users can
sort or hide the different types. They can also filter what the
system shows, choosing on the left: “Data I could get rid of,”
“Data I could organize,” “Private information,” “Data to back
up or sync.” Users can customize these filters in Settings.

Figure 3. Quick Actions has recommendations for curating.

2The complete list of data types we considered is visible in Explore
Your Data after clicking the “Sort or hide the types of data you see”
button. It includes: photos, screenshots, emails, text documents,
presentations, spreadsheets, videos, audio, folders, contacts, applica-
tions, messages, cache and logs, bookmarks, ebooks, tracking data,
browser history, passwords, notes and reminders, games. This is a
comprehensive but not exhaustive list of types, meant to be a starting
point in our exploration. Future work could extend our approach to a
wider range of types (e.g., unintentionally digital traces collected by
technology, like time spent on a device, clicks, queries.)
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Quick Actions (Figure 3) provides a list of recommended
actions for different data items. For example, the system sug-
gests duplicates to remove, documents to rename, or message
conversations to archive. Like in Explore Your Data, users
can filter the recommendations using the sidebar filters (same
options as in Explore Your Data). Users can also apply auto-
matically suggested actions to similar items in the future.

Figure 4. The Settings page allows user to customize data filters.

In Settings (Figure 4), users can customize how the filters for
Explore Your Data and Quick Actions work. They can choose
to include or exclude some default combinations of data types
and criteria or create new, custom combinations. They can
also add or remove connected devices and cloud accounts.

Rationale and design
Data Dashboard takes inspiration from previous empirical
and design work on personal data [62, 72, 94, 95], while also
combining and extending key aspects of existing commercial
and research products. The visual design of the system takes
direct inspiration from Google Dashboard and similar privacy
dashboards. We wanted Data Dashboard to feel similar to
existing systems so that participants could better imagine when
to use it. Still, we had to build our own system to explore how
centralization and customization could work together.

The idea of a centralized tool
One key inspiration for Data Dashboard is work by Odom et
al. [72,74] on cloud platforms and the need for more awareness
of digital possessions. Odom et al. suggest creating a “visual
inventory” of digital possessions, “a place where ‘my stuff’
can be found, even if, in technical terms, it exists on many
different servers, or many applications.” A place to quickly
go back where data is originally stored, preserving its context.
Lindley et al. [62] explored a similar premise and found that
a centralized web archive might not be the ideal solution for
users. Data Dashboard, however, is not a central archive in
itself, as it is largely an overview that provides links to data
stored on different devices and platforms. Instead, we see
it as a tool to curate a “meaningful archive” [65] within the
systems that people already use to store and manage data.
Some past PIM projects also explore the idea of centralizing
data [25, 34, 57]. But they focus on retrieving data, rather than
on helping users curate and decide what to keep or discard.
Cloud platforms like Google Drive and Dropbox, instead,
are moving towards centralization by encouraging users to
“sync” all the data from their computers to the cloud as a
backup [33,84]. There are also commercial products that offer
to unify separate cloud accounts, like odrive and MultCloud,
but Data Dashboard has specific novel functions for curation
(e.g., the data filters and their customization).

Providing a dashboard
A key function of Data Dashboard is to provide an overview
of personal data by showing numbers for different categories
(e.g., 49 blurry photos). Two systems inspired this approach:
1) Cardinal [30], a research tool that scans a user’s computer
and provides counts for the total number of files, breaking
down numbers for some popular file types (e.g., photos). We
wanted to use the same approach in a user-oriented system. 2)
Google Dashboard, a privacy-oriented page that provides an
overview of data created and stored in Google products [80].
(Yahoo also provides a similar interface for managing pri-
vacy settings, and work on GDPR compliance also proposes
the idea of a dashboard [81].) Data Dashboard provides a
similar function but extends it to entire personal data “ecosys-
tems” [93], bringing together data from more than a single
device or platform. Similarly, past work on data curation [95]
and “cleaning” tools like Files, Clean My Mac, and CCleaner
inspired the automatic recommendations in Quick Actions.
However, we wanted Data Dashboard to be more comprehen-
sive than similar tools. Most of these tools focus on freeing
up space by finding items to discard based on their size. In-
stead, we wanted to help users go beyond freeing up space,
and provide them with a broader set of actions.

Personalization mechanisms
Data Dashboard provides both content customization and func-
tional customization. In terms of content, users can customize
what data types they see and their order in Explore Your Data.
In terms of functions, users can personalize how the sidebar
filters in Explore Your Data and Quick Actions work, deciding
what the system will show. This approach is in line with work
on advanced personalization for task management [47]. The
four options in the sidebar filters (“Data I could get rid of,”
“Data I could organize,” “Private information,” “Data to back
up or sync”) reflect different behavioral patterns and goals that
people might refer to when curating data, based on past related
work [89,94,95]. In addition, the three main sections (Activity,
Explore Your Data, Quick Actions) target different types of
users and data curation practices. Activity and Explore Your
Data target users who prefer to explore data and decide on their
own what to do by inspecting items individually. By contrast,
Quick Actions targets users who welcome automation and
expect an intelligent system to do things for them. Previous
work details these contrasting attitudes to data curation [95].

Implementation
We built the prototype using AngularJS and Bootstrap 3. We
designed Data Dashboard as a system that would be quick to
turn into a horizontal prototype, that is, a prototype where only
top-level functions are implemented to communicate the scope
of the whole system [10]. All data in the prototype is “fake.”
This is a limitation of our approach, as previous work shows
the value of using real participants’ data [44]. However, we
took this approach because the prototype would have required
a much longer development time if we had to rely on devices’
and platforms’ APIs, and at this stage we wanted to explore
its utility before committing to high development costs. Not
using real data also protected participants’ privacy and gave
all participants the same experience when going through the
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scenarios. The recommendations in Quick Actions, the data
types in Explore Your Data, and number of items for each type
are meant to illustrate the scope of the prototype and largely
reflect common distributions of personal collections [28, 29].

EVALUATION METHODOLOGY
We evaluated Data Dashboard in a user study with 18 partici-
pants. In the evaluation, we collected participants’ opinions
about the Data Dashboard interface, the key ideas behind it,
and possible scenarios of use. This specific approach to Re-
search through Design [104] aims to use design artifacts and
devices to frame and open prospective conversations with par-
ticipants, like previous studies show [43, 44, 71, 79, 95]. This
approach also explains the relatively minimal, under-designed
nature of the prototype: we did not design a costly, high-
fidelity prototype because our goal was a design exploration
focused on eliciting participants’ reactions. Before recruiting
participants we ran two pilot sessions with members of our lab.
We also gathered feedback from other lab members throughout
the iterative development of the prototype, going from paper
sketches to the interactive version we implemented.

Participants
We recruited participants from a university recruiting list and
Craigslist in Vancouver, Canada. We used a screening survey
(available in the supplementary materials) where we asked
participants’ age, occupation, main approach to data curation,
and what devices, cloud platforms, and data management tools
they used (all from a list of popular options). We received
169 responses to the survey. We contacted 38 respondents,
25 agreed to participate, and we ran the study with 20 (5 can-
celed or did not show up). After the first two sessions we
made some changes in the prototype and the protocol, so we
excluded the first two participants from the analysis. Thus, the
study had 18 participants (12 women, 6 men, aged 18-64, me-
dian age: 33). Participants’ occupations included accountant,
background actor, business contractor, childcare provider, fa-
cilitator, occupational therapist, sales associate, social worker,
student, postdoc, research manager, retired. Most participants
self-reported average technical skills and no experience in
computer science or programming. We recruited for a varied
set of participants who used different tools, cloud platforms,
and devices. Four participants did not use any curation tools.
Of these four, one also did not use any cloud platforms. Par-
ticipants also varied in their approach to curation, based on
general organization practices, how much data they tended to
keep or discard, and how they felt about their approach.

Procedure and data collection
The study sessions took place over one month, with each last-
ing 41-97 minutes (average: 64). The session had three parts
(each lasting 10-30 minutes): an introductory interview, an
exploration and scenario-based interaction with the prototype,
a debriefing interview with two, short card-sorting activities.
Participants interacted with the prototype using Chrome on a
MacBook Air 13” laptop. We audio recorded the whole ses-
sion and screen-recorded the prototype interaction. Whenever
possible, two members of the research team conducted the
session. One member asked questions, the other took verba-
tim notes. When only one member of the team could run the

interview, we later transcribed the recording. After each in-
terview, we compiled debrief notes with preliminary insights.
Participants received $20 in compensation.

Introductory interview
In the first part of the session, we had an introductory in-
terview focused on data curation practices. First we asked
participants to remember and tell us about the last time they
decluttered some of their data, by reviewing, organizing, dis-
carding, archiving, or moving several items at once. Then we
asked participants to show us examples of how they organized
their data on their devices, how they decided what to keep or
discard, and how they used specific tools –if any– to manage or
curate their data (e.g., settings panels to clean up data, Google
Dashboard, and so on, depending on what they mentioned
using in the screening survey and in their interview answers).

Use scenarios
In the second part of the session, we introduced participants to
the prototype and let them familiarize with it for a few minutes,
prompting them to think aloud. After this initial exploration,
we asked participants to go through five possible use scenarios
with the prototype, once again asking them to think out loud.

Scenario (SC) 1 (space running out): “The space on your
computer is running out. You want to find some data to discard.
You are not sure where to start looking, but you know that you
do not care too much about old documents.”

SC2 (regular curation): “It is a rainy day. You have set aside
some time for doing a regular cleanup of your devices. You
usually do this every few months. You want to review your
data and make sure everything is organized in your preferred
way.”

SC3 (exploring recent data): “You have 5 to 10 minutes in
between meetings and errands. You decide to take a look at
your recent data to get a sense of anything that needs taking
care of.”

SC4 (protecting data privacy): “You have heard about a data
leak from a popular cloud storage platform that exposed per-
sonal information to hackers. You want to review what data
you have stored on different cloud platforms that might pose a
privacy risk in the future.”

SC5 (safeguarding data across devices and platforms): “You
are in the process of buying a new computer. You want to
make sure that you are not going to lose any of the data you
care about. You want to ensure that everything is stored in
more than one place.”

The scenarios are based on previous empirical work on user
practices and individual differences in personal data cura-
tion [93–95]. We wanted to explore how different functions in
the prototype can support different scenarios and user attitudes.
The scenarios were also key for helping participants focus on
concrete implications of use rather than low-level details of the
prototype (like colors, fonts, buttons). Some of the scenarios
mention specific devices to feel concrete, but we encouraged
participants to see them as a starting point to discuss additional
devices and broader situations or practices.
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Debriefing interview
The third and final part of the session was a debriefing inter-
view about the prototype. Here, we asked participants about
their impressions of the system, clarifications about what they
did during the scenarios, and then walked through all the four
sections of the prototype one by one to gather more specific
feedback. Finally, we had a short card-sorting activity where
we asked participants to rank the five scenarios by how relevant
they were to their own experience. We prompted participants
to explain their ranking, elaborate on the match between dif-
ferent data management methods or tools (prototype included)
and scenarios, and consider in what other situations they could
imagine using the prototype. Participants used small paper
printouts of the scenarios. We also asked participants to rank
the usefulness of the prototype against any tools they men-
tioned using in the screening survey or during the interview.
Once again, participants used paper printouts with the names
of the different tools we had prepared for them.

Data analysis
We used thematic analysis to identify recurring themes and
patterns from the sessions [23]. The analysis process took
place over three weeks. Two members of the team conducted
the bulk of the analysis and later discussed the themes with
the other team members. We started with a round of open-
coding, where the two team members coded data in parallel,
seeing each other’s codes. Then, we grouped codes into cate-
gories, and started thinking about themes and patterns across
categories. Codes and categories were both inductive and de-
ductive (based on insights from previous studies, and specific
aspects or sections of the prototype). We discussed several
iterations of possible themes, choosing specific areas of the
analysis to focus on. After identifying the key lens of the
analysis (centred around data boundaries and their effect on
centralization and customization), we went back to the tran-
scripts and re-coded them using only the three themes to check
for consistency and make sure that our interpretation fully
captured participants’ experience.

RESULTS
In this section, we first provide some context for the analy-
sis, based on participants’ general reactions and usage of the
prototype. Then, we delve into the key themes of the analysis.

Overall reactions and interactions in the scenarios
Most participants (12/18) had positive reactions to Data Dash-
board, saying that it was “smart,” “intuitive”, “user-friendly,”
and would save their time. Several participants also preferred
the system when comparing it to other tools they had used in
the past. Some participants went so far as asking if they could
have the system installed on their devices after the interview.
But not all participants liked Data Dashboard. Participants
who had mixed reactions (3) thought that some aspects of the
system were unclear or unnecessary. Participants who had
negative reactions (3), instead, said they did not need or want a
tool like Data Dashboard. Some opposed the idea of a system
deciding how to curate data. Others did not see data manage-
ment as something worth their time. These negative reactions
are in line with previous work and support the idea that differ-
ent users have different needs when it comes to personal data

curation and technology support [95]. Many participants also
reflected on the potential privacy risks of centralizing personal
data; we expand on this theme later.

Explore Your Data (EYD) and Quick Actions (QA) were the
most commonly used sections of the prototype during the
scenarios. Participants thought that EYD worked best for
occasional, more focused scenarios and they used it more
frequently in SC1 (getting rid of data to free up space) and SC2
(regular scheduled cleanup). Instead, QA would work better
for short management episodes (SC3, taking a few minutes to
look at recent data). Most participants also used Activity at
some point, but several participants found it underwhelming
and too similar to EYD. Several participants did not notice
the Shared Data section or found it confusing. Some thought
it would help them when working on collaborative projects.
All participants except one discovered the sidebar filters in
EYD and QA on their own, and most used them at some
point during the scenarios. Most participants found the filters
comprehensive and the idea of automatically clustering data
helpful. Participants did not have clear requirements for how
the system should generate suggestions or cluster data, but they
expected “a machine learning algorithm that gets better with
time.” (P18) Most participants also discovered the Settings
page and its link to the sidebar filters but several found it
initially confusing. In general, participants thought that it was
a good idea to customize the filters because it gave them more
control; we expand on this theme later.

Scenario 4 (protecting privacy) and 5 (safeguarding data across
devices) presented some challenges for participants. When go-
ing through the privacy scenario, several participants scanned
the system looking for a way to see all data stored in a specific
platform (e.g., iCloud, Dropbox, Google Drive) or device (e.g.,
“my drive”). Often they could not find what they were looking
for. But many participants also said that they prefer not to
store private data on the cloud in the first place and that this
scenario did not apply to them. In the last scenario, instead,
many participants did not use the system and talked about their
actual process of backing up files either manually or through
completely automatic solutions (e.g., Apple’s Time Machine,
Google Photos). Some participants also had trouble with the
language used by the system, saying they had no idea what
“syncing” data meant: “I know what data to back up means but
I don’t know what sync means. I don’t know if they’re related,
maybe.” (P16) Overall, these reactions highlight how partici-
pants saw privacy protection and backing up as processes that
either take place outside of specific tools or require little input
from them. Participants most commonly ranked these last two
scenarios as the least relevant.

These results show how our scenario-based evaluation
prompted participants to explore Data Dashboard and think
about its design. They also suggest that our approach of com-
bining centralization and customization has potential. To un-
pack its value and potential risks we now turn to the more
interpretive part of the analysis, where we delve into key as-
pects of curation, centralization, and customization.
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Data boundaries drive curation
When we analyzed participants’ reactions to the prototype,
one idea became key: data boundaries drive curation. We
have briefly discussed what we mean by data boundaries in
the related work section. Boundaries are an abstract concept
that can explain how people enact curation of their personal
data ecosystems [93]. People create implicit or explicit bound-
aries that separate different categories of information. These
boundaries help people build their identity, mark areas of their
life, and feel in control. For some people boundaries will be
more malleable, for others more strict [75]. Here, we provide
additional evidence for how people create, protect, and think
of data boundaries. Then, we use the concept of boundaries to
explain reactions to centralization and customization.

Creating boundaries
All participants implicitly talked about creating boundaries
when deciding what data to store and where to store it. They
mentioned rules for what goes where and why: “I have my
data compartmentalized: [the] tablet is just for reading. [The]
laptop is for everything school related.” (P9). A key boundary
was between private and non-private information, with par-
ticipants choosing where to store private information based
on perceived privacy risks of devices and cloud platforms: “I
don’t put any of my private stuff on the computer at all.” (P6)
Boundaries also helped participants distinguish and prioritize
data based on importance. For example, P10 discussed moving
data from one cloud platform to another to separate expend-
able and essential items: “I started moving everything [from
Box] to Dropbox, because I think it’s just more reliable. So
everything that I can’t afford to lose, I’ll stick it in Dropbox.”

Breaking boundaries
The centralized approach of Data Dashboard prompted par-
ticipants to reflect on how they often experienced breaking
points in boundaries. Sometimes this was intentional. Re-
flecting on the suggestions and filters for “private information”
in the prototype, one participant explained that sometimes it
is necessary to break a boundary around privacy because of
convenience: ”[Having passport information on Google Drive
is] not ideal. But because of frequent travel, I am somewhere
and I am filling in a form and I need that information, [so]
either through Google Drive or email I was able to locate
it. So, it’s more about ease of access to the information that
saves my time than anything else. Ideally, I don’t like to have
important documents even on email, but I haven’t learned if
there is a secure system to store them online.” (P17)

In other cases, boundaries were broken unintentionally. For
example, after looking at the different types of data in the
prototype, one participant explained the frustration of having
WhatsApp photos from other people go automatically into
their own. In this case, the boundary between “my stuff”
and “other people’s stuff” was broken without permission: “I
tried to figure out on this device as well, some sort of filter
where you can manage whether your images from WhatsApp,
a group message thread, are automatically going into your
photos or not. It drives me crazy that WhatsApp’s photos go
automatically into your photos. If there’s more of a filtering
system to help you organize that, that would be great.” (P12)

Boundaries influence trust
The need to create and protect boundaries also influenced
participants’ trust in the systems and platforms to manage data.
Several participants asked whether Data Dashboard would
be associated with a specific brand because they tended to
trust specific brands with their data: “Google has created
credibility over years so I know I have trust in that system.
[I use] Mac because of [its] ease of use but I don’t always
store all my important info over there. They have a very tricky
way. If you’re locked out, only they can unlock it. I don’t
like that dependency on a third party.” (P15) Others, instead,
referred to the boundary between physical hardware and cloud
platforms to explain their practices, wondering whether Data
Dashboard would be largely local or cloud-based: “You can’t
trust anything that you don’t have control on the hardware.
Especially with smartphones, because most of it goes through
the cloud, you can’t really trust anything.” (P4)

Boundaries lead to fragmentation
A consequence of creating boundaries is data fragmenta-
tion [57,93]. This is one of the key challenges for data curation
in an age of multiple devices and cloud platforms. When con-
sidering data boundaries, participants explained how fragmen-
tation could be beneficial: “I am isolating my data more and
more rather than sharing it. The people who invented Face-
book and all these platforms, they did it with good intentions.
The problem is these platforms are now abused [...] You can’t
really trust their intentions so you have to protect yourself by
isolating your data.” (P4) But it could also be costly, leading
to confusion and frustration: “I’ve started working for differ-
ent organizations, you have data from different places and
sometimes it gets confusing. I have some things from my previ-
ous experiences and now everything is getting mixed up.” (P3)
From a design standpoint, we can ask whether fragmentation
is a problem to be solved and how to solve it if that is the
case. Next, we look at how centralization and customization
intersect with data boundaries.

Centralization blurs data boundaries
Centralization is convenient
Participants saw something positive in centralizing data, with
the different sections of Data Dashboard providing avenues to
reconcile data from different devices and platforms: “I really
like how it’s combining different sources of where these things
could be stored.” (P12) They thought that centralizing data
provided some clear benefits, like saving time: “This looks
delightful. The most important criteria for a service like this
for me is the time benefit I get from it [...] I don’t mind giving
them access to all my data.” (P3) Or, making it easy to see
everything in one place, as was the case in Explore Your Data:
“You see everything: your contacts, your bookmarks. That’s
really handy. I like that. It just feels very comprehensive.”
(P10) “It’s all different types of [accounts]. I like the way it’s
set up. It’s quite clear, it looks good. I can see everything at
a glance.” (P16) They also hoped that the cards for different
types of data they saw in Data Dashboard could break the
barriers between different devices: “If it were to show me text
messages, it would be good for me because right now I have
no way to see them from the computer.” (P11)
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Convenience goes hand in hand with risks
However, data centralization introduced a dilemma. As much
as it seemed convenient, it created additional risks: “If I have
everything together, [the] ease of use is high but [the potential
risk for a] security breach is higher as well.” (P15) Especially
when looking at Activity and Explore Your Data, most partici-
pants expressed concerns that touched on how centralization
blurs data boundaries: “Some people like to collaborate in one
place, one app, access [all] email accounts and whatever, but
that’s not my preferred way.” (P8) Based on these concerns,
they wanted Data Dashboard to respect the boundaries that
they created by choosing specific storing places for different
types of data (a result consistent with past work [62]): “I al-
ready upload most of my files to Google Drive, Dropbox. I
don’t feel that bothered. But if this accesses even the files
that I specify not to be [accessed for a specific function], that
would really bother me.” (P5)

In particular, when considering privacy data boundaries, sev-
eral participants felt uneasy about Data Dashboard: “You al-
ready have questions about the security of iCloud, Google
Drive, etc. and that’s reduced when you go to third-party tools.
Especially when you see [that] the algorithm can see private
information.” (P18) Some participants imagined the negative
consequences of having all data centralized in one system and
wondered whether this is the right approach. For example,
after seeing a recommendation to review cloud documents
containing passport or credit numbers in Quick Actions, one
participant wondered about the consequences for privacy: “But
there is a link to the file and it says what’s in the file, so what
else do I need as a thief? You just gave everything on a platter.
It doesn’t make any sense to me.” (P4) Some participants also
had issues with terms related to privacy in EYD, saying they
were unsure of what “tracking data” meant: “Tracking data....
what does it include?.... Not totally sure.” (P12) We used
these terms because they are common in similar tools, but
these reactions show the importance of language for building
trust in the system and building awareness of what private data
users might have stored on their devices.

Centralization requires guarantees
Because of the potential to blur and distort boundaries, partici-
pants expressed a need for explicit guarantees around central-
ization: “I just want it to be secure [so that] no one else can
get into the system. I don’t know how... I have no idea how
you do it. How do you protect something like that?” (P16)
They wanted to make sure that the system would respect data
boundaries and mitigate potential security risks: “It’s the cen-
tral point that commands all my accounts so it has to be highly
secure.” (P7) Participants rationalized the potential adoption
of Data Dashboard by referring to the terms and conditions
that the system would have and would need to strictly apply
(although there was no such thing in the prototype): “If I am
using the system, the terms and conditions that are mandatory
to be agreed upon, should not include that your data has any
potential of being shared by any third party for any commer-
cial use.” (P17) If the terms are clear and the system feels
reliable, then centralization becomes acceptable: “It depends
on the privacy statement really. If the agreement seems good
enough and it seems a reliable service, I don’t mind using

it and it going through my things.” (P3) If it is possible to
reinforce a boundary between local data and data in the cloud,
then the worries disappear: “If this is an online interface, I’d
have problems with it. But if it was offline with no interaction
other than backing up, which I control, then I’m completely
fine.” (P5) Once again, these reactions highlighted the need
for clear explanations around data curation, with participants
often blaming themselves for being “not techy.”

Even with potential issues mitigated, some participants won-
dered about the feasibility of centralization. They reflected on
the underlying conflict between their expectations and busi-
ness practices that impose borders around data: “My question
is, can you actually make it? And I’ll be the first guinea pig.
The big giants, they have big muscle and they compete. [...] I
don’t know if it’s possible because of the conflict of interest of
these business things. [...] I am using Google Drive because
I have a Google account, iCloud [because I have] an Apple
account. Does this [system] need to be linked to a certain com-
pany or email account or something? If this is like my online
version of my external hard drive, yeah, I would like to have
everything consolidated under the one big, safe roof.” (P19)
This conflict required a broader guarantee, one that puts user
needs above business needs: “If there is such a magnificent
creation down the road, it could be under the one roof, but
also secure and safe. That’s kind of my dream.” (P19)

Customization upholds boundaries
Customization can make boundaries visible
Most participants had positive reactions to the customization
options in Data Dashboard: “I like choices, so I’m all for
it.” (P17) Some were confused by the link between the sidebar
filters and the Settings page, but in general they thought that
customizing was a good idea. For example, participants liked
the option of sorting and hiding data types in Explore Your
Data because it helped them see the things they wanted to
prioritize: “I’m the sort of person who would limit what I see
here. I would keep photos, bookmarks [...] It’s also good that
I can reorganize. Minimize what I see and prioritize what I
see first.” (P9) Similarly, the option of sorting through data
using the personalized filters excited participants because it
made it easier to look at their data: “This is great to look at
what’s old, what’s inactive, unreachable, unused, these are
really good.” (P12) Together, these options made personal
boundaries more visible and tangible, and helped participants
navigate different data curation scenarios: “Sometimes I need
to see all of the information, sometimes if I am running on
short time, I wanna do a narrow search, instead of always
seeing everything.” (P17)

Customization allows to manipulate boundaries
A consequence of perceiving boundaries as more visible was
that participants also felt they had more options for manipulat-
ing them. Several participants thought that the default options
in the system were “novel” and “comprehensive” enough to
meet their needs. Choosing what to include or not made them
feel more in charge of the system: “I have some kind of au-
thority to make a selection of what I want. This is my priority,
I want to check duplicate documents. These options are good
because then I also have a sort of selection power.” (P15) But

Crafting and Curating Personal Data  DIS ’20, July 6–10, 2020, Eindhoven, Netherlands

318



an additional positive aspect was the option of creating your
own filters through custom combinations in Settings. While
this function was confusing for some participants, they gener-
ally saw it as a useful way of setting specific boundaries: “[It
is] cool [that] you can make your own filters. I like that ’cause
I can figure out what’s important to me, my own criteria, I like
the customization aspect.” (P18)

Customization reinforces control
One possible disadvantage of customization is the time re-
quired for it, as we mentioned in the related work section.
When discussing the customization options in Data Dashboard,
and the Settings page in particular, participants reflected on the
time required for setting the filters as they preferred. Several
participants imagined it would not take a lot of time because
the system provided default options to choose from: “I don’t
think it would take that much time.” (P12) Others imagined
it would take some planning on their part: “I think it might
take me probably a couple of hours to figure this out. I would
plan it out before I actually use the system.” (P10) But in the
end they thought that investing time in customizing was worth
it: “I don’t mind investing the time if this was going to figure
out the system, I would get out a piece of paper and think of
recent data to get rid of.” (P10). Taking the time to customize
would lead to the system respecting their own priorities and
boundaries: “I think filters are always useful. I don’t mind
[spending time customizing] because everyone has something
different they’re looking for so it’s good to have these filter so
they have what’s most important to them.” (P3) Participants
perceived this trade-off between time and control as necessary
to counterbalance any potential risks coming from other as-
pects of the system. Feeling in control made them feel safer:
“When it comes to data, I am very cautious. So if I have the
settings set correctly, hopefully it acts accordingly.” (P19)

Overall, these positive reactions show that customization up-
holds data boundaries by making them more visible, allowing
users to manipulate them, and reinforcing their control and
involvement in data curation.

DISCUSSION
Our results around centralization and customization show the
importance of data boundaries for curation. While the cen-
tralized nature of Data Dashboard had several advantages
for curation, it also had the potential for blurring boundaries.
Customization options, on the other hand, tended to uphold
participants’ boundaries. Past work on centralized personal
archives [62] similarly found that storing personal data in a
central place undermines the “different facets of the self,” ig-
noring differences between unremarkable and valuable content.
Our study suggests that customization can offset the negative
aspects of centralization and better help users demarcate dif-
ferent types of content. Thus, combining the two approaches
is a promising design direction that can balance conflicting
user needs. Below, we reflect on some of the evaluation results
and outline how to move forward in designing curation tools.

Integrating data boundaries into design
An implication from our work is that filtering and sorting data
into “chunks” based on types or other automatic categoriza-

tions can be helpful. The examples in Data Dashboard suggest
that working on algorithms that can filter and recognize dif-
ferent types of information is a promising direction. While
there are previous technical efforts along these lines [7,24,86],
more work is necessary to address the functional design of
these mechanisms. One possibility is to envision more granu-
lar mechanisms that integrate data boundaries in their design
and combine the key positive aspects of both centralization
and customization. For example, we can imagine users be-
ing able to directly review and manipulate boundaries at the
level of individual items: they could be looking at a document
containing their passport number, and choose how private, im-
portant, or relevant they consider that type of information to be.
Then, they could set the boundary to be valid only for a certain
amount of time and apply it to similar items or just the single
item, set it for one platform or multiple, all from a central
control point. An explicit boundary management mechanism
could allow users to better manage breaking points, defining
whether a boundary can be broken and in which scenarios (e.g.,
“keep passport data off the cloud, unless I am travelling”).

Another potential avenue for integrating boundaries into de-
sign is to think of them as objects that users can share and
exchange. One goal of our study was to see if customization
can help in designing a system that can accommodate individ-
ual user needs. Our results show that this is possible, although
customization can be labor-intensive. However, we know that
while each person is different, there might be clusters of users
who take a similar approach to data curation. We can envi-
sion a way for users to adopt and then adapt the boundaries
of other people. A system like Data Dashboard could use a
sharing infrastructure to provide personalized defaults based
on user models. This could reduce the time required for set-
ting personal filters and make the system more appealing to
those who are not willing to invest time in customization [48].
Of course, similar functions should be designed in a privacy-
preserving way. Past work on digital collections [100] and
smart journaling [35] can also help define ways for automating
and enforcing the customization of data boundaries, envision-
ing them as mechanisms to group related content without the
need for an overall complete or encompassing archive.

Rethinking the language of personal data
Another implication of our study is about rethinking the lan-
guage of personal data curation, a process that has relevance
beyond practical actions like deleting files, moving documents
into folders, or uninstalling mobile applications because of
storage space. These are concrete actions that need support.
But the broader consequences of curation are about control and
power relationships with the companies that collect, store, and
access data as part of a “surveillance” apparatus [105]. The
language used to explain where personal data is stored (from
documents to location history) and what happens to it is es-
sential for understanding and controlling its use. In our study,
we saw that participants sometimes struggled with some of
the terms used in the system, like “syncing data” or “tracking
data” and pointed to the importance of language and terms for
building trust in the system. These recurring reactions from
a varied sample of “not techy” participants show how it is
necessary to work on improving the language of everyday user
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interfaces, especially in privacy and security-related scenarios.
How can users curate and control their personal data if they
are not aware of the vast range of personal data that exist and
and what common actions in everyday tools do? Past work
shows how language inconsistencies are common in popular
operating systems for actions as simple as deleting data [45].
We argue that simplifying and unifying the language around
personal data is necessary for supporting everyday technol-
ogy users. As Zuboff says in describing strategies for fighting
surveillance capitalism, naming is the first step in “confronting
and taming the unprecedented.” [68]

To help navigate a looming data-driven society [37], privacy
and data regulations are paramount [1, 2], but design prac-
tice has a role to play too. There is an opportunity for future
design initiatives to start addressing the underlying gap in per-
sonal data literacy. This would involve rethinking common
technical terms for describing personal data, and creating ini-
tiatives, both within tools but also outside them, to build a
common vocabulary around personal data. We imagine this
as a community effort where designers and researchers ex-
plore how user language and the grammar of possible actions
within data management are intertwined, an idea brought for-
ward by previous work [50]. One option could be to promote
consistency across operating systems, applications, and tools,
creating a grounded, standard vocabulary that users are famil-
iar with. This could involve a systematic study of users’ terms
that could be then integrated into “personal data standards,”
just like we have conventions for common design elements.
Another option would be to let users define and teach their
own language to the tools through mechanisms that leverage
a link between individual items and categories of data. For
example, systems could give users an example item, ask them
to categorize it using their own words, and then apply this
user-generated vocabulary in the interface.

Envisioning a post-cloud future
Finally, another important thread in our work is the contrast
between physical devices and cloud platforms. Participants’
reactions around centralization and privacy boundaries em-
phasized the tension between local and online data storage.
Current setups force users to go through a third party for ac-
cessing data across devices. There is no practical alternative.
This dynamic has consequences for personal data boundaries,
with tools creating boundaries of their own and imposing spe-
cific structures on data (e.g., having to store files in a Dropbox
folder if you want to access them on more than one device,
rather than in a local and more personal structure). But what if
we imagined an alternative that emphasizes users’ perception
of local devices as central, rather than giving priority to the
cloud? This would require interoperability across data formats
and storage devices to easily synchronize data without the
need for a cloud-first structure. The tools and user interfaces
would be similar to existing ones, but the functional paradigm
would be different.

We imagine that future data infrastructures could rely on local,
“social” clouds, maybe with a physical device acting as the
central node connecting data links across devices. For exam-
ple, members of a family, neighborhood, or social group could

set up a “local cloud” that allows personal data to move freely
among known and trusted members’ devices. Items could be
synchronized to different devices on an individual basis rather
than by uploading them on a distant server. The local cloud
would take advantage of the multiple devices for maximizing
storage and preventing data loss through redundancy. A similar
approach could make it possible to make data available across
devices, while still respecting data boundaries and local struc-
tures. These ideas are speculative, but not entirely new [91,92].
Before the advent of commercial cloud computing, investiga-
tions on peer-to-peer and decentralized technologies for data
access and storage were popular [4, 26, 58, 82]. Today, the
increasingly critical discourse around technology companies,
cloud platforms, and privacy might signal a shift in percep-
tions. Within this evolving landscape, there is renewed interest
around decentralized computing [99], cooperative storage [90],
and cross-media information spaces [85]. All together, current
efforts and past explorations point to a promising domain that
future design work can help explore.

LIMITATIONS AND FUTURE WORK
Our sample is meant to be generative and not statistically rep-
resentative, so it has some limitations around age and gender
balance. We did not screen for gender identity, but related
studies have similar samples [21, 22] and notice no apparent
differences in attitudes based on gender. We screened for age,
but we did not get interest from many respondents over 50.
Future studies can complement our work with a more repre-
sentative sample to see if and how our results transfer to a
broader population. Future work should also explore quan-
titative measures of user satisfaction for a design approach
similar to ours, how to extend our efforts to other stages of
data curation (i.e., retrieval), and what might be the psycholog-
ical or logistical effects of spending time curating data (e.g.,
enjoyment, satisfaction, time saved, more efficient retrieval).

CONCLUSION
Storing, managing, and curating personal data is a challenging
process made more complex by the mix of devices and cloud
platforms that people regularly use. In this paper, we explore
how centralization and customization can support people’s
behaviors. We found that centralization blurs personal data
boundaries, while customization upholds them. Using this
specific analysis lens helped us outline key challenges for
designing data curation tools. As our relationship with data
evolves and likely becomes more complicated, we see taking
a step back and reflecting on key design decisions as essential
for shaping future products. Our work shows that there is great
potential for exploring how to design tools that integrate data
boundaries as a core part of their functionality and provide
new mechanisms for managing them. We hope our work will
provide a starting point for innovative tools that can define
future paradigms for data management and curation.
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