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Figure 1: Illustration of HelpCall design concept: the older adult learner connects to their helper for tech support. With HelpCall 
on, the learner’s screen is automatically shared with the helper and augmented with the three components of HelpCall – the 
most important of which, Augmented steps display (ASD), has two design candidates called Tooltip and List. 

ABSTRACT 
Older adults commonly rely on younger family members for remote 
tech support, but the current general-purpose video-conferencing 
platforms fall short of effectively catering to their needs. We intro-
duce the design concept and prototypes for HelpCall, an augmen-
tation of these platforms that provides aids for learning computer 
tasks, including a step-by-step visual guide automatically generated 
from synchronous human instruction. Through observations and 
interviews with older adults (N=14), we assessed the potential of the 
HelpCall concept and compared its two design candidates: Tooltip 
with numbered location markers and List of written steps. All par-
ticipants acknowledged HelpCall’s potential to improve the comfort 
and efficiency of synchronous tech support. Tooltip emerged as 
more promising and could be enhanced by incorporating the well-
received features from List. Our findings provide clear directions 
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for advancing HelpCall design and new insights into designing 
synchronous software help for older adults, taking a step towards 
universal accessibility of digital technology. 

CCS CONCEPTS 
• Social and professional topics → Seniors; • Human-centered 
computing → User centered design; Accessibility design and evalu-
ation methods. 
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1 INTRODUCTION 
In recent years, older adults (OAs) have become increasingly eager 
to learn and incorporate technology into their daily routines [17, 
37, 50, 82]. One of the common and preferred ways with which 
OAs acquire a new technology skill is through over-the-shoulder 

https://doi.org/10.1145/3613904.3642938
https://doi.org/10.1145/3613904.3642938
mailto:permissions@acm.org
https://joanna@cs.ubc.ca
https://jdai24@cs.ubc.ca
https://ttaa2021@cs.ubc.ca
https://www.acm.org/publications/policies/artifact-review-and-badging-current
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3613904.3642938&domain=pdf&date_stamp=2024-05-11


CHI ’24, May 11–16, 2024, Honolulu, HI, USA Tanprasert, Dai and McGrenere 

help from a family member [14, 37]. But with the recent COVID-19 
pandemic and the rapid growth in video-mediated communication 
(VMC) technologies, many have transitioned to remote support 
through video-conferencing or remote desktop access software, 
such as Zoom, Skype, or TeamViewer [37, 72, 76]. However, these 
tools are neither optimized for learning nor designed for the specific 
needs of many OAs. Some OAs tend to perceive themselves as slow 
learners who need a lot of clarifications and repetitions, and thus 
can easily feel reluctant to request help from family and friends 
[72], creating a barrier from getting the support they need. 

Many research and commercial solutions provide learning sup-
port as an interactive step-by-step instruction solely for asynchro-
nous use [1, 20, 30, 41, 92]. However, none of them was designed to 
generate real-time instruction on the learner’s device nor evaluated 
in a synchronous context, limiting the possibility of personaliza-
tion and human interaction that users tend to prefer for software 
learning [27, 46, 83, 86]. Therefore, our goal is to explore such an ap-
proach to synchronous assistance for OA learners. Our overarching 
research question is: 

RQ1. To what extent is the concept of a synchronous augmented 
VMC viable for supporting OAs in learning software tasks on their 
own devices? 

For the concept to be viable, we also need to address these design 
and evaluation questions: 

RQ2. What would be the design of such a system? How would 
it integrate the helper’s instructions such that OAs could 
learn and then complete a task independently? 

RQ3. How would such a design be experienced by OAs? For 
example, how do OAs perceive the tradeoff between any 
added interaction complexity (relative to the simplicity of 
a basic VMC) and the added benefits? 

Using a user-centered design process, we drew on prior work 
on remote communication for other contexts (e.g., collaboration, 
asynchronous learning) and younger populations to develop a set of 
design requirements and the design concept of “HelpCall,” a VMC-
based assistive help tool for OAs. The most important and novel 
component in HelpCall is a display of the how-to steps extracted 
from the helper’s instruction in real-time, called augmented steps 
display (ASD), which is intended to help OAs follow the instruction 
and connect the visualized step to the demonstrated action, so 
that they can independently recall it later. Relying on literature, 
design experts and a small group of OAs, we evolved the HelpCall 
concept into a prototype, with two ASD candidates to explore: 
Tooltip attaches a clickable tip to each step’s location, while List 
consolidates all steps into a centralized, scannable list (Fig. 1). With 
medium-fidelity prototypes of both candidates, we conducted an 
exploratory comparative qualitative user study with 14 OAs to 
investigate the potential of the HelpCall concept and compare the 
ASD’s two candidates for design insights. 

We make two key contributions. The first is the HelpCall design 
concept, a VMC augmentation that leverages live human assistance 
to create a visual, step-by-step, in-application instruction for users 
to review and master at their own pace. The second contribution is 
the empirical findings from a qualitative comparative evaluation 
of the medium-fidelity prototypes of two design candidates for 
HelpCall and the basic Zoom during synchronous help sessions for 
OAs. In addition to assessing the efficacy of the design concept and 

ensuring its promise before investing the effort in a comprehen-
sive design and implementation, we also present findings on OAs’ 
preferences and needs when seeking computer support and discuss 
implications for future designs. 

2 RELATED WORK 

2.1 Older Adults’ Needs and Preferences in 
Receiving Computing Assistance 

Over the past few decades, an increasing proportion of the OA 
population is going online and using digital technology [4, 17, 34, 
50, 75]. Individual OA’s use of help resources and human support 
varies depending on digital aptitudes, skills, and access to support, 
as well as the task’s difficulty [37]. Despite such diversity in the 
population, on average, OAs encounter more difficulties and need 
more time and support than younger people to acquire computer 
skills [10, 25, 43]. 

Research indicates that the effects of aging on working memory 
capacity, perceptual speed, and ability to maintain focus on task-
relevant information tend to be evident by the age of 65 [49] and 
may present challenges for some OAs in the process of learning 
to use computers [16, 21, 35, 62, 81]. To account for these, there 
are basic guidelines for training OAs, based on empirical results 
and educational psychology theories, such as cognitive load theory 
(CLT) and cognitive theory of multimedia learning (CTML) [18, 61, 
93]. These include providing clear, concise, step-by-step reference, 
immediately correcting mistakes, and maintaining a comfortable 
pace. In terms of lesson structure, OAs appear to learn better in 
an informal, personalized, active learning environment [2] and by 
being exposed to the correct steps before scaffolding by practicing, 
ideally self-paced, with gradually reduced support to minimize 
confusion and reduce cognitive load [18, 61]. The preference for 
complete step-by-step instructions has also been confirmed in more 
recent empirical studies [54, 72]. To the best of our knowledge, 
these guidelines have yet to be applied in the context of remote 
computer assistance for OAs. 

In addition to learning efficiency, we consider OAs’ preferences 
for different means of getting support. Recent studies have found 
that, despite the willingness to try to figure out things on their 
own, it is still very common for OAs to turn to family, friends, 
or technicians to synchronously teach them what to do and cor-
rect their mistakes [37, 72]. Family and friends, in particular, can 
tailor the support to the OA’s skills or preferences, and draw on 
their shared experience [39, 55]. Continuous support from them 
has been shown to prolong an OA’s technology use [48, 63], while 
the lack of social support and resources could have the opposite 
effect [73]. Prior to the COVID-19 pandemic, a helper could pro-
vide in-person, over-the-shoulder help, but now, many resort to 
online methods such as video-conferencing instead. Compared to 
in-person help, research found that video-conferencing offers lower 
cost, convenience, promptness [14, 22, 37, 76], and allows the OA to 
connect with and collaboratively learn from their families or others 
in their social circle, making the experience emotionally valuable 
or even enjoyable [44, 72, 77, 83]. However, some OAs are cautious 
of using this form of support for fear of interrupting, bothering, 
or burdening their family and friends, especially if they perceive 
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themselves to be a slow learner or often have to ask repeated ques-
tions [54, 57, 76, 83]. This could be alleviated by providing assistive 
tools or support to boost their learning efficiency [57, 72], which is 
what our design concept aims to do, but in the context of remote 
synchronous support, which has not been done before. 

2.2 VMC for Older Adults and for Tech Support 
Recent studies have shown a growing acceptance of and willingness 
to use VMC technology among OAs, especially since the COVID-19 
lockdown [5, 14, 37, 69]. As with other populations, OAs have used 
VMC for communication, entertainment, learning, and services 
[5, 67, 69, 77], and recognized its benefits [44, 67–69, 71]. How-
ever, studies have also identified their challenges in using VMC 
independently. For example, a recent study with OAs aged over 
65 found that many had trouble receiving a Skype call even after 
a 45-minute training [68]. Common barriers include the need for 
support, coupled with limited patience, access to resources, or self-
evaluated capacity to learn, and concerns about safety and privacy 
[3, 44, 67–69, 71, 77]. These, however, may be counteracted by their 
perceived value of a convenient channel for social interaction, as 
well as endorsement and support from family and friends [67, 77]. 

VMC-based tools such as video-conferencing and remote desktop 
software are currently the standard platform for remote support. 
VMC is suitable for one-on-one learning wherein the content is 
continuously negotiated and adapted to the learner [52]. However, 
it also requires from both sides an ability to utilize the tool’s features 
and an understanding of the medium [65] (e.g., how conversations 
in VMC tend to involve fewer turns and interruptions compared 
to face-in-face [88], or how to use nonverbal cues to coordinate 
speaker turns [36]). Not only are VMC tools utilized by family or 
friend helpers, but also professional tech support. MicroMentor, for 
example, facilitates this process by connecting learners to an expert 
for a 3-minute video-call [42]. However, it targets tech-savvy users 
as it requires learners to submit a detailed request, imposes a time 
limit, and provides no learning assistance beyond what standard 
VMC tools already offer. 

Other helpful video-conferencing tool features such as screen 
sharing and synchronous remote control [14, 37, 42] are studied 
more extensively in the area of shared virtual space, where the focus 
is on creating an intuitive and seamless experience. Previous work 
has featured many designs that integrate concurrent actions and 
sharing controls between remote [40] and co-located users [38, 74], 
as well as many theoretical frameworks on using communication 
cues to coordinate in a remote synchronous session [24, 28, 31, 32] 
and studies on giving and taking control of a mouse between co-
located users [38, 74]. All of these are situated in a collaborative 
context, hence the focus is on integrating work done in parallel or 
switching controls. However, sharing and switching control could 
be counterproductive in an instructional context, especially with 
OAs. Few studies have touched on sharing a computer’s control 
for instruction [12, 37, 74, 87], and their findings inform our design 
concept. To the best of our knowledge, no work has been done 
on augmenting video-conferencing tools for providing computer 
support, let alone with OAs. 

2.3 Asynchronous Approaches to Software 
Assistance 

Plenty of asynchronous designs, tools, and resources allow users to 
self-pace their learning, and complete the task as often as needed, 
summarized in Table 1. In the ‘Separate from the software appli-
cation’ column are tools that search for or generate tutorials in 
the form of text, visual media, or interactive video. Whilst more 
effective than manuals, they still require users to match the tuto-
rial’s content to the application by themselves. Meanwhile, tools in 
the ‘In-application’ column integrate the help resources into the 
target application as an interactive, within-context tutorial. Some 
of these require manual curation of the instructional content, while 
others are done automatically using various heuristic and machine 
learning algorithms. In this regard, techniques from Programming-
by-Demonstration (PbD), which aims to train machines to imitate 
demonstrated actions, may also apply to our automated step ex-
traction. It should be noted, however, that PbD emphasizes the 
machine’s ability to mimic the helper’s actions while our approach 
creates a human-readable guide to help users learn to perform tasks 
themselves. 

Among existing interactive step-by-step guide tools, HelpCall 
has a unique concept and user flow. As acknowledged in Jin et 
al., recording the guide asynchronously implies that the guide is 
based on a different machine/device with a potentially different 
model, software version, settings, etc. [41], which could lead not 
only to a different UI from that of the learner, but also to different 
available features or task flows. Unlike tools like Remo [1], Tipper 
[20], and Synapse [41], HelpCall generates guides that are intended 
to be created or used synchronously, in a setup where learners 
can communicate with the helper and customize the task to their 
needs. Further, while these other tools provide an interactive step-
by-step guide, they do not support demonstration of the complete 
and correct sequence of steps. It is also worth noting that Remo 
and Tipper are only partially developed, published as a poster and 
late-breaking work. 

To leverage the benefits of both asynchronous and synchronous 
modalities, Help Kiosk supports both modalities together in one 
large tabletop screen, where the synchronous channel is only basic 
VMC [72]. Taking another approach to integrate synchronous and 
asynchronous modalities, HelpCall explores the novel concept of 
generating an instruction from a synchronous help session and 
displaying it in real-time, so that the OA gets a visual demonstration 
with live interactions, as well as a generated personalized set of 
instructions to use as a reference asynchronously. 

3 DESIGN OF AN ASSISTIVE COMPUTER 
HELP PLATFORM FOR OLDER ADULTS 

We developed the design concept of HelpCall, a VMC-based com-
puter assistance platform for older adults, and its prototypes through 
phased user-centered design. With a high-level concept of an assis-
tive tool for remote synchronous computer help, we curated design 
requirements (3.1.1) from the literature and used them to refine the 
concept and define the key features. After multiple brainstorming 
and design critique sessions (3.1.2) and cognitive walkthroughs 
(3.1.3), we had a medium-fidelity prototype ready for the formal 
evaluation (Section 4). 
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Source 
of content 

Location of help 
content In-application Separate from the software application 

Demonstration 
(directly or from a demo video) 

Synapse [41], Remo [1], Ev-
erTutor [92] 

DemoWiz [13], MixT [12], Torta [70], photo editing tutorial from demo [29], HelpViz 
[96], Scribe, TutorialPlan [56] 

Manually created tutorial 
(incl. those without explicit content creation process) 

IP-QAT [60], Tipper [20], 
ToolClips [30] 

Ambient Help [59], RePlay [23], instructional video from markdown [11], crowd-
sourcing steps for how-to videos [47], WikiHow, help forums 

Table 1: Examples of asynchronous tech help tools and resources 

3.1 Informing the Design 
3.1.1 Design Requirements. Our goal is to achieve a universally 
usable design, namely one that meets the needs of older adults but 
will be usable by others as well. To that end, we began by reviewing 
need-finding and design work on remote support and software 
learning, with a focus on older adults and inclusive design princi-
ples. From these previous works, we curated a list of requirements, 
which served as a foundation for the entire design process. The 
requirements marked with an asterisk (*) are based on research 
involving older adults, while the rest apply to general users. 

Req1. *Support screen-sharing and giving remote desktop control 
of the learner’s machine to the helper [18, 37, 61, 72]. 

Req2. Provide voice communication as the base channel [33]. 
Req3. *Use visual cues (instead of verbal explanation) to help OA 

identify UI components in a way that does not distract the 
learner or cover important information [22, 33, 54]. 

Req4. Provide material to help OA follow instructions and facili-
tate self-paced scaffolding practices: 
• *Record the exact steps, including the step’s text descrip-
tion, location of the relevant UI component(s), and possi-
ble pitfalls [54, 87]. 

• *Split information into small steps and arrange steps into 
a logical sequence to reduce cognitive load [14, 66]. 

• *Remove unnecessary information and provide the ap-
propriate details for the learner’s skills [22, 54, 66, 87]. 

• Present the steps in a readily accessible location (e.g., 
overlaid or side by side) [79, 87]. 

Req5. *Base all demonstrations and visual displays on the learner’s 
version of the UI to reduce effort and avoid mistakes from 
having to reconcile different UIs [41]. 

Req6. *Follow basic recommendations when designing for OAs: 
minimal new concepts, plain language, and unambiguous 
icons, accessible UI, consistent visual cues [20]. 

Req7. Support tasks involving multiple software applications [87]. 

3.1.2 Brainstorming and Design Critiques. Starting with a high-
level design concept and a set of design requirements, we generated 
and iterated on design ideas through four sessions of collaborative 
brainstorming and design critique. These sessions took place over 
a six-month period and varied in size, each involving between 6 
to 30 participants, consisting of HCI graduate students and faculty 
members with diverse levels of familiarity with the project. 

3.1.3 Cognitive Walkthrough with Three OAs and Three Design Ex-
perts. After refining the design ideas based on the brainstorming 

and critique sessions, we implemented the first version of medium-
fidelity prototypes with the minimum interactivity needed to com-
municate the design’s mechanism for the two most promising de-
sign candidates. With six participants (three OAs and three experts 
who participated in the design critiques), we conducted an informal 
cognitive walkthrough and asked for open feedback. We identified 
several usability issues, from insufficient visual contrast to unin-
tuitive interaction flow, and concepts that are difficult to grasp for 
OAs. Interestingly, between the two design candidates, participants’ 
preferences were evenly split, thus we proceeded with both. 

3.2 HelpCall Design 
3.2.1 Design Concept. HelpCall builds on top of VMC, which pro-
vides the base channel for communication (Req2), but is intended 
for only two people: a learner and a helper. When the help session 
starts, the learner’s entire screen is automatically shared with the 
helper. Except for the camera feed (optional), the learner and the 
helper always see the exact same screen, including both cursors 
and all assistive displays, to establish a fully shared virtual space 
and eliminate the possibility of one person referring to something 
that the other cannot see, satisfying Req5. 

In addition to this basic setup, HelpCall has three main com-
ponents (Fig. 1), all designed to operate independently from the 
target application(s) to support tasks involving multiple applica-
tions (Req7). Appendix A describes these three components in more 
detail, and Appendix B illustrates how they come together through 
an example task. 

1) Control modes. When providing remote technology support, 
there are two common modes of sharing control over the mouse 
and keyboard inputs: learner in control and helper in control [87]. 
HelpCall users can switch back and forth between them during the 
session, fulfilling Req1. 

2) Dual cursor display. To reduce the cognitive load needed to 
interpret a location’s description, visual cues are used to supplement 
verbal descriptions whenever possible (Req3). Thus, the learner’s 
and the helper’s cursors are always visible to both parties, enlarged 
and differentiated by color [74]. An animation is used to further 
highlight the helper’s clicks (see Fig. 3). 

3) Augmented steps display (ASD). Based on Req4, the ASD 
automatically captures a helping interaction, extract “steps” from 
it, then displays them immediately by overlaying them on top of 
the target application(s). Each step contains the location of the 
interaction performed and the text that summarizes the interaction. 
The ASD’s objectives are: 1) to reduce the need for the OA to catch 
and memorize every step; 2) to reduce the OA’s need to ask/repeat 
questions; and 3) to facilitate and encourage some degree of self-
paced learning. 
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Figure 2: An intended 3-round interaction flow between the OA learner and the helper when using HelpCall. (Note that the full 
design of the asynchronous re-access, as well as its full evaluation, is left for future work.) 

3.2.2 Interaction Flow. HelpCall is to be installed once on the OA’s 
machine. Each time the OA wants help, they establish a voice or 
video call with the helper and activate HelpCall. The 3-round in-
teraction flow in Figure 2 outlines one of the ways it may be used. 
During the helper demonstration round, the helper shows and ex-
plains the steps needed to complete the task. In this round, the 
demonstrated steps get extracted and displayed in real-time to help 
the OA follow and comprehend the sequence of steps. Next, in the 
helper-supported practice round, the OA attempts to do the task 
with the help of the ASD, during which the helper can still provide 
hints, answer questions, or modify the steps in the ASD if needed. 
Finally, after the call, the OA can pull up the saved ASD on their 
device and use it as a reminder when attempting the task on their 
own. It should be noted that this is only one of the multiple ways 
HelpCall can be used, as it provides users with the flexibility to 
consult it however they need, rather than enforcing a specific flow. 

3.2.3 Design Candidates for ASD. Unlike the control modes and 
dual cursor display, the ASD is the novel component with rich 
design possibilities. Through the design critiques and cognitive 
walkthroughs, we narrowed down to two promising candidates: 
‘Tooltip’ and ‘List’. The visual design of both candidates follows 
the basic guidelines for designing for OAs to the extent possible 
(Req6). A demo of both design candidates is available as a video 
figure. 

1) Tooltip displays a numbered tip next to the UI component 
that can be clicked on to view the step’s auto-generated text de-
scription, similar to Tipper [20]. As shown in Fig. 3, it takes up 
little screen space, is conceptually straightforward, and supports 
two levels of hint: location only (closed tooltip) or location and 
text description (open tooltip). When a new tooltip is created, it 
appears in a closed state by default, and multiple tooltips can be 
independently opened and closed. The visual and interaction de-
sign of a tooltip is relatively simple, but there were still questions 
about its effectiveness and usability left to be answered through 
the evaluation study. For example, we wondered if users might 
struggle to find a tooltip in a long, scrollable page. Since tooltips are 
attached to the step’s location, users also cannot see and have no 
information about tooltips on a different view or page at all, which 
might create confusion. 

2) List presents the steps in a scannable, interactive list. The 
entire list can be collapsed to save space, but otherwise, text de-
scriptions of the steps are shown in a scrollable box on the side of 
the screen, as shown in Fig. 4. Clicking on a visible step reveals a 
‘location anchor’ linked to the relevant UI component, adopting a 
similar concept to context-preserving visual links in information 
visualization [84] (note that the desired design is to have the anchor 
line emanate from the list item it is associated with as in Fig. 1, 
but for a technical reason we had to do it from the purple banner 
instead). When a step is recorded, a notification appears near its 
location (Box 1, Fig. 4), and as the subsequent step is logged, the 
previous notification shifts into the step list (Box 2). The rationale 
for the List design is to allow the learner to see the complete se-
quence of the steps compiled in one place [12, 29, 66]. In exchange 
for scannability, it sacrifices screen space and conceptual simplicity. 
More design decisions and rationale are included in Appendix A. 

3.3 Prototype Implementation 
The medium-fidelity prototypes are an interactive mockup of pre-
determined tasks, with Wizard-of-Oz control by the researcher to 
emulate partial functionality. The control modes and dual cursor 
display are simulated with Windows built-in wireless screencast, 
MouseMux Pro1 (for using two mice and keyboards), and Carnac2 

(for click highlighting). For the ASD, implementing an automatic 
step extraction would be too technically complex for this design 
stage, so we instead created partially functional replicas of real 
websites (e.g., Google Calendar, YouTube) in Axure RP and hard-
coded the visual guide for all steps into them. If a participant tries 
to perform an action not implemented in the prototype, a pop-up 
message notifies them that the action is “unsupported” 

4 EVALUATION STUDY 
We conducted a user study with OAs following a structured obser-
vation approach [45, 51], relying primarily on qualitative analysis 
to understand the participant’s full experience in a comparison 
between basic Zoom, Tooltip and List; quantitative metrics were 
secondary. To minimize technical issues and confusion between 
participating in a remote study and receiving remote tech support, 
the study was conducted in person with two mirrored laptops. 

1https://mousemux.com/
2https://github.com/Code52/carnac 

https://2https://github.com/Code52/carnac
https://1https://mousemux.com
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Figure 3: Annotated screenshot of the Tooltip design on an example of creating a new calendar on Google Calendar, at the 
5th-6th steps, in the helper-in-control mode. The red circle around the helper’s cursor indicates a left click and disappears 
after 3 seconds (blue is used for right clicks). The screen looks the same in the learner-in-control mode but without click 
highlighting. Note that the orange boxes with black outlines and arrows are annotations and not part of the prototypes. 

Figure 4: Annotated screenshot of the List design on an example of creating a new calendar, at the step of clicking the ‘Create 
calendar’ button. Each orange box describes a UI component and the red texts and arrows describe user actions (not part of the 
prototypes). 

4.1 Research Methods 
Each participant learned three computer tasks from a helper, acted 
by a research assistant, under three conditions, one task per con-
dition. The first condition imitated Zoom (i.e., the learner shared 
their screen and only received verbal instruction) and served as a 

soft baseline and a warm-up task. Between the other two condi-
tions, half the participants experienced Tooltip first and the other 
half List first to mitigate the order effects and the impact of first 
exposure to the novel concept shared by both design candidates. 
Participants were asked to confirm that they did not already know 
how to do the task before it was assigned to minimize the effect of 
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the participant’s prior experience with each task. To gain prelimi-
nary insights into whether OAs prefer or find it helpful to see the 
helper’s face and gestures, half of the participants had a cardboard 
screen separating them and the helper (voice only), and the other 
half did not, allowing them to see one another over the laptops 
(voice+visual). We also ensured that all participants experienced 
both control modes (learner in control and helper in control). 

Tasks. Prior to the study, we selected six learning tasks of begin-
ner to intermediate difficulties and implemented a Tooltip and a 
List version for each. Then we assigned three tasks to each partici-
pant such that they were equally unfamiliar with them, and that 
each task was assigned to every condition at least once. The tasks 
were: 

A. Create a recurring event in Google Calendar and set up 
notifications 

B. Upload an unlisted video on YouTube 
C. Schedule an email with attached images to be sent on the 

specific date and time in Gmail 
D. Create a new Google Calendar and configure its time zone 

and sharing setting 
E. Place a book on hold on a public library website and pause 

it until a specific date 
F. Copy a news article and tweet it as a thread on Twitter 

Procedure. Prior to the in-person session, eligible participants 
completed an online questionnaire on their demographics, living 
conditions, experience with technology, CPQ-123 , and familiarity 
with the six prepared tasks to inform task assignment. At the session 
(60-90 minutes), participants learned three tasks from a researcher 
acting as the helper, while the lead researcher moderated and ob-
served the session. The participant was asked to imagine that the 
provided laptop was theirs and the helper was remote; they were 
also seated so that they could not see each other’s screens. 

For each task-condition pair, there were three rounds correspond-
ing to the intended flow (see 3.2.2): helper demonstration, helper-
supported practice, and no-helper attempt. Self-rated confidence 
was collected before the first and after the last round. Following the 
tasks was a semi-structured interview where participants reflected 
on their experience and shared suggestions. This procedure (Fig. 
5) was finalized after three pilots with one OA and two younger 
volunteers, and has been reviewed and approved by our university’s 
ethics board. 

4.2 Participants 
We screened participants to be over 65 years old, in good health, and 
capable of operating mice and keyboards. They must also have at 
least 1-year experience using a personal computer (either desktop 
or laptop) on a regular basis and have used any video-conferencing 
tool at least three times. We recruited 14 eligible participants (no 
overlap with cognitive walkthrough) through convenience and 
snowball sampling, as well as advertisements on a paid studies 

3CPQ [8] measures an OA’s computer proficiency by self-rated ability to perform six 
groups of computer tasks on a scale of 1-5. The score is the sum of each group’s mean. 
To keep the study a reasonable length, we opted for the abridged version with 12 
questions, supplemented by four questions selected based on pilot participants, hence 
the score range is 6-30. 

website, a senior community’s Facebook group, and a local senior’s 
residence. Each participant was compensated $25. 

We collected demographics and background information related 
to computer experience to better understand our participant pool 
(Table 2), and found it to be fairly diverse in terms of age, gender, 
cultural background, and occupation before retirement. Our par-
ticipants had a wide spectrum of computer proficiency, with CPQ 
scores ranging from 17.3 to 29.7 out of 30. Experience in indepen-
dently operating video-conferencing tools and preferred methods 
to seek computing help also varied, reflecting diversity in the de-
gree of self-reliance within our sample. All data were self-reported 
except CPQ-12, which we administered. 

4.3 Data Collection and Analysis 
Given the exploratory nature of the study, we focused on analyz-
ing qualitative data from the post-study interview in conjunction 
with behaviors observed during the tasks. During the session, the 
screen of the laptop (provided by us) and their voice were recorded 
through Zoom. Qualitative data used for analysis included observa-
tion notes from the session (taken both in-situ and post-hoc from 
the recording) and the interview transcript, generated by Zoom 
and manually proofread. We analyzed the data with a bottom-up 
thematic analysis [9], starting inductively and finishing deduc-
tively. We began the analysis after the first 6 participants with two 
researchers open-coding the transcripts and discussing possible 
themes in order to probe further into them with the rest of the par-
ticipants. One researcher coded the rest, but continued to regularly 
discuss the codes and themes with the other researcher to ensure 
rigor and consistency. 

To contextualize qualitative findings, we also collected six quan-
titative metrics: pre-task self-rated confidence in completing the 
task (1-5 Likert scale), post-task confidence with and without the 
ASD, duration of the helper demonstration and no-helper attempt 
rounds, and rate of mistakes. Mistakes are defined as steps skipped 
or incorrectly done (excluding those they noticed and fixed by them-
selves), and are normalized by the total number of steps in that 
task. The Wilcoxon signed-rank test was employed to assess the 
differences between paired samples, given the small sample size (n 
= 14) and that the normality assumption was not met. Tooltip, the 
more positively received variant, was used to represent HelpCall 
in its statistical comparisons against Zoom. Due to the exploratory 
nature of the study, we did not anticipate statistically significant re-
sults and only selectively reported them to complement qualitative 
results. 

4.4 Positionality Statement 
To contextualize our analysis results, we reflect on the potential 
influence of our individual backgrounds and motivations. The lead 
researcher (early 20s) grew up in a large Asian household with 
extended family and has maintained close connections through 
regular video calls after moving to another country. As their family 
members often seek their help with technology, they have direct 
experience with intergenerational technology support and believe 
in its practical and emotional value. Similarly, the other co-authors 
also remotely assist their parents with technology. In the context of 
this study, we recognize that our background and experiences may 
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Figure 5: Overview of the study procedure 

P# Age 
Years of computer 

experience 
Gender 

Cultural 
background 

Former 
occupation 

CPQ-12
3 Have gotten remote 

tech help before? 

P1 81-85 15 Male Canadian Lawyer 26.7 Y 
P2 70-74 30 Female East Asian Engagement coordinator 27.3 Y 
P3 76-80 24 Female European Nurse 29.7 N 
P4 81-85 15 Male Canadian Sales and marketing 27.5 Y 
P5 76-80 30 Male European Post-secondary instructor 21.3 N 
P6 76-80 30 Female European Teacher 29.5 N 
P7 65-69 35 Male European Investigator 21.7 Y 
P8 86-90 34 Female Canadian Counsellor 29 Y 
P9 81-85 25 Female European Travel agent 24 N 
P10 81-85 37 Female Canadian Artist/realtor 28.7 N 
P11 76-80 13 Female European Lab technologist 30 N 
P12 65-69 40 Female European Nurse 27.2 Y 
P13 81-85 25 Female Jewish Therapist 18.5 Y 
P14 76-80 30 Male European Senator 17.3 Y 

Table 2: Summary of participants’ characteristics 

have impacted the questions asked in the interview and conclusions 
drawn from the data. Thus, throughout the data collection and 
analysis process, we remained mindful of our positionality and 
constantly examined the validity of our interpretations. 

5 FINDINGS 
Our thematic analysis reveals three themes. The first (5.1) demon-
strates the potential of the HelpCall concept by highlighting its 
positive impacts felt by participants (RQ1). The second theme (5.2) 
explores the design considerations for integrating the helper’s in-
struction to support OAs’ learning by comparing the two design 
candidates of ASD (RQ2). The third theme (5.3) delves into other 
aspects of OAs’ experience, focusing on hindrances to HelpCall’s 
adoption (RQ3). 

5.1 Strengths of the HelpCall Design Concept 
HelpCall shows positive influences on perceived learning experi-
ence and performance (5.1.1). Participants attributed this to the 
synchronous interactions with the helper, enhanced by both the 
real-time ASD (5.1.2) and the dual cursor display (5.1.4), as well as 
the ASD’s reusability both within and after the session (5.1.3). 

5.1.1 HelpCall overall appears to positively affect learning experi-
ence and performance. As anticipated, participants had a fair amount 

of trouble following instructions using basic Zoom. Based on both 
observation and interview, 10 out of 14 participants had moments 
where they struggled to find where to click based on the helper’s 
explanation when using Zoom (P4: “I didn’t like [Zoom]. It was 
hard to follow and to remember.”) On the other hand, P1, P7 and P12 
found it helpful to have the instruction in a “step-by-step” format, 
and all participants appreciated it as a memory aid. P13 explained 
that “[With Zoom], I was put into anxiety where I wasn’t with 
[Tooltip] and [List]. The memory piece is difficult, and if I can’t 
remember, it will throw me into anxiety, so then that stops learn-
ing.” This also aligns with the quantitative data, as the mistake 
percentage with Zoom (Mdn = 0.08) is significantly higher than 
with HelpCall (Mdn = 0), n = 14, W+ = 8, 𝑝 = .049. Similarly, the 
average post-task confidence on Zoom (Mdn = 4) is significantly 
worse than that with HelpCall (Mdn = 3), n = 14, W+ = 8, 𝑝 = .044. 

Manual note-taking was first brought up by P2 as the common 
unautomated counterpart of the ASD. In total, eight participants 
shared that they typically take notes on paper when learning com-
puter tasks. When asked to compare, all eight indicated a strong 
preference for HelpCall over their usual note-taking routine. The 
most popular reason was the reduced effort; the only exception was 
P9, who wanted to actively type out the step’s description because 
“I’m used to using my fingers to make the connection to my brain.” 
Other reasons include: (1) the step’s descriptions are more detailed, 
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accurate, and neat, (2) the step’s locations are precisely visualized, 
(3) everything is contained in one place. 

5.1.2 A synchronous session with a helper eases subsequent naviga-
tion of the ASD. Participants found the synchronous demonstration 
valuable for various reasons. First, participants appreciated having 
the steps’ visual guides appear immediately after that step is taught. 
Even though they were focusing on the task and only noticed it 
in the peripheral during the helper demonstration, out of eight 
participants we probed into this with, six prefer seeing the visual 
guides getting populated, because it (1) highlights the logical flow, 
(2) associates instruction with action (P13: “I think seeing [the vi-
sual guides] appear after each step, each action, helps connect the 
action to the number and the text, and I’d know how many steps 
there are and where they all are too,”), and (3) is less overwhelming 
than “getting the entire list thrown at me at once” (P9). 

After the demonstration, the helper-supported practice facilitated 
additional conversation and familiarization with the ASD, which 
all participants found helpful. 10 out of 12 had clarification or ex-
ploratory questions that they did not ask in the first round. Fur-
thermore, we found that participants used the practice round “not 
just to do the task one more time, but also to become familiar with 
where the tooltips are before you are left on your own.” (P6). In 
other words, it gives participants an opportunity to orient them-
selves to the ASD and develop a strategy for using them on their 
own. In fact, P6 and P12 believe that the ASD was only easy to use 
later because they had seen and performed the whole sequence 
before, and it would have been challenging to directly try to follow 
the ASD without using it with the helper first. 

Finally, a synchronous session allows the helper to elicit a pre-
cise task description and demonstrate the task on the OA’s device. 
We asked participants to share what tasks they imagine using 
HelpCall with, and the following were mentioned: calendar, so-
cial media, video player, printer, settings, online shopping, orga-
nizing/creating/saving/zipping files, editing photos, transferring 
photos from camera, using variations of copy-cut-paste. This shows 
that tasks OAs want help with can be both broad and specific, so 
a common problem with online solutions is that they often “say, 
‘do these steps and then get back to me’, and it never works” (P12). 
This is inevitable, as the ‘correct’ solution depends on a precise task 
description and the OA’s operating system, software version, etc. 
While nearly impossible to do asynchronously, a synchronous ses-
sion with a helper allows them to ensure this by working together 
on the OA’s device. 

5.1.3 ASD’s reusability facilitates repetition within and after the 
session. With the ASD, learners can watch the helper’s demonstration 
first without the pressure to memorize. Out of 14 participants, every-
one except P5 and P2 prefers to watch the helper’s demonstration 
using the helper-in-control mode first, as seeing the correct se-
quence right away reportedly lowers their workload and saves both 
sides from frustration. P13 and P14 also felt that they retained more 
information by watching. With the ASD, they felt that they could 
do so without worrying about the helper going too fast because 
“the steps are set up so that you can go through them again” (P10). 
In line with these sentiments, quantitative data show that helper’s 
demonstrations went significantly faster when the helper was in 
control (Mdn = 177, in seconds) than in the learner-in-control mode 

(Mdn = 264.5), n = 14, W+ = 97, 𝑝 = .003, but no signs of difference 
in the OA’s performance or confidence. Only two participants pre-
ferred to use learner-in-control mode right away, because “If I’m 
following the instruction and doing the movement, it would be a 
stronger reception of the information.” (P5). 

Beyond the help session, the availability of the ASD for asynchro-
nous reuse is highly valued. All participants expressed a desire to 
repeat the task a few more times and appreciated that they could 
do so at their own pace without taking more of the helper’s time 
(P1: “it’s a good tool to have, to be able to go back. . . What’s lacking 
on computers is how to do things and then, you know, follow up.”) 
They explained that they might need reminders to recall the steps 
after a while, but the helper may be unavailable or they may feel 
bad to ask again. P1, P3, P4, and P6 also shared that even if they can 
figure the task out on their own, they feel more reassured to have 
the ASD to fall back on. This ability to re-access the ASD in their 
own time was identified as the key strength of HelpCall by P1, P2, 
and P6. In fact, P14 and P12 even misunderstood that to be its only 
intended use (P12: “I was just assuming that once you actually de-
velop this, there wouldn’t be a person at the other end.”). Although 
the asynchronous usage was not a primary focus of the study, this 
shows that the asynchronous part of the HelpCall’s interaction flow 
is easily recognizable and highly valued. 

5.1.4 Both dual cursor display and click highlighting supplement 
the verbal instruction. 11 out of 14 participants found it helpful to 
see the helper’s cursor as a spatial guide to complement the verbal 
explanation when the OA was in control of their machine, while 
the rest thought it was unnecessary because the helper’s verbal 
explanation was clear enough. On the other hand, five found the 
click highlighting helpful for clarifying where to click, while others 
felt neutral about it. 

5.2 Design Trade-offs of Tooltip vs. List 
All things considered, nine participants preferred Tooltip, three 
preferred List, and two indicated no preference. Both design can-
didates proved to be effective ways to show the spatial location of 
steps. Yet we uncovered the strengths and weaknesses of Tooltip 
(5.2.1) and List (5.2.2), which made them suitable for different levels 
of guidance (5.2.3). 

5.2.1 Tooltip provides more scaffolding and better illustrates the 
task’s logical flow. One of the unexpected strengths of Tooltip is 
how it provides scaffolding. ASD was designed to present the steps 
as visual guides without any specific consideration for adapting 
to individual OA’s learning progress. However, we learned that 
Tooltip essentially provides two levels of scaffolding with its closed 
and open forms, and users can choose when to use which form 
according to their own learning needs. As P11 described, “It feels 
like it’s testing me too. When I saw the number I just knew that 
that was the next step, and then without clicking it, I tried to figure 
it out on my own first, and it made me feel good if I could do 
that without having to click it [open].” This corresponds to a core 
tenet of scaffolding that added support elements push learners 
to challenge themselves, and thereby reduce their need to use the 
support elements [6]. It is also consistent with the consensus among 
participants that they would use the ASD a few more times, but 
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would rely on it less and less until they no longer need it. To better 
assist this process, there is room to provide even more scaffolding 
by adapting the visual guides to a user’s task familiarity (e.g., hiding 
steps that learners can already do quickly). 

Another strength of Tooltip is that it shows the logical sequence 
and strongly associates it with spatial information. As P6 explained, 
“You’ve pointed out the logic rather than giving me a list of things.” 
Not only does this help OAs internalize the logical flow, but it also 
attaches visual and spatial information to it, reportedly helping 
them memorize both the location and the action more easily. Four 
participants also thought the Tooltip is conceptually simpler than 
List, and three liked how it required little effort to follow. As a 
result, 10 out of 14 participants reported using the tooltips as a 
spatial reminder and only opened them when they needed further 
clarification, and everyone except P4 and P9 preferred the tooltips 
to be closed by default for the cleaner interface. 

5.2.2 List offers scannability and unmistakable location anchors. 
The three List voters (P4, P9, P10) all gave different reasons for 
their preference. P4, along with four others who did not vote for 
List, appreciated how List compiles all steps into one scannable 
step-by-step instruction. However, P9 liked how it felt more classic 
and similar to paper notes – a sentiment P7 also shares – while 
P13 simply enjoyed reading and interpreting words. In addition, 
even though they gave equally high confidence ratings when using 
Tooltip and List, P1, P3, and P4 mentioned in the interview that 
they felt particularly ‘confident’ or ‘reassured’ using List because 
they have access to a complete list of steps, including previous 
ones, with them at all times. These benefits are, however, somewhat 
curbed by the current design that can be scrolled once the steps have 
filled up the allocated space. The steps became not fully scannable 
and participants appeared to engage less with the later steps in the 
task. P13 explained that “because I had to scroll to find the right 
step, I just didn’t bother to [do so] for the steps I remembered.” 

Another strength of List is the location anchor’s clarity. Ac-
cording to P13, “Because there’s lots of stuff here that can detract, 
whereas the line is right there. You cannot miss that.” In fact, P4 and 
P8 even clicked on list items to open the location anchor without 
even reading the text descriptions, suggesting that they found the 
location anchors to be the most essential design element. There 
were, however, six participants who relied almost solely on reading 
during the List condition, either because they preferred to read or 
forgot to use the location anchors. 

5.2.3 List is more suitable when the OA needs detailed and compre-

hensive guidance, while Tooltip better supports OAs who only need 
occasional reminders or confirmations. To better understand individ-
ual differences in design preferences, we looked into participants’ 
characteristics and found that all three participants who voted for 
List have CPQ scores below our sample’s average, while those 
with above-average scores unanimously prefer Tooltip. Thus, we 
investigated whether participants’ proficiency and task expertise 
may be related to their design preferences. 

Interestingly, we found that participants seem to prefer different 
design candidates based on how familiar they are or have become 
with the task. For example, P3 explained that they only prefer List 
after forgetting how to do a task completely, as it would be easy 
to read and follow the steps in order. Similarly, P1 thought they 

should use the List for the first few times, switch to Tooltip as they 
become more comfortable, then eventually turn the ASD off alto-
gether. From our observation, we suspect two plausible reasons for 
this. Firstly, Tooltip provides spatial hints that take minimal effort 
to follow if users do not need a detailed text description. However, 
less proficient OAs appear to benefit from the text description, so 
they need to open the tooltips and are less able to utilize their closed 
form in a rapid manner. Secondly, List is apparently much easier 
to use if the user follows the steps in order without skipping, as it 
otherwise becomes difficult to know which step they are on. On 
the contrary, users only need to look at the number on the tooltip 
near their last action to know the number of the next tooltip. As 
such, the two design candidates are suitable for different situations: 
List better serves OAs who follow the step’s visual guides closely 
and sequentially, while Tooltip allows those more familiar with 
the task to more easily skip steps. 

5.3 System and social barriers to adoption 
We identified potential barriers to adoption involving the complex-
ity of the design (5.3.1) and the social considerations that led to 
OAs’ reluctance to seek help from a family member (5.3.2). 

5.3.1 Complexity of the design concept is a barrier for some. P1, 
P5, and P9 did not manage to familiarize themselves with and fully 
utilize either design candidate of ASD. Others also had various mis-
understandings about HelpCall’s concept and features, some taking 
a while to understand that steps’ text description and location are 
automatically extracted, not manually created, and some not real-
izing that they needed to click on the application itself, not on a 
tooltip, to perform the action. We eventually rectified these misun-
derstandings with all participants but one of the pilot participants 
felt so overwhelmed by the information that they would rather just 
use Zoom. Thus, if the tool’s concept and mechanisms are not com-
municated well, it can be a barrier to adoption. It should be noted, 
however, that our participants were learning how to use HelpCall 
and how to do the assigned task concurrently; ideally, the helper 
would avoid stacking up the complexity by initially demonstrating 
HelpCall through a simpler, known task. 

5.3.2 A handful of OAs preferred not to reach out for help. While 
all participants said they would like to use HelpCall when asking 
someone for tech help, we identified another layer of barrier against 
asking for help in general: eight out of 14 participants preferred to 
rely on themselves first and would reach out only if they could not 
figure it out. We discovered that this may be because they are careful 
not to burden the helper, because their advanced technological 
skills reduce the need for personalized help, or, interestingly, due 
to a misjudgment of the task difficulty and their own skills. In 
contrast to the well-documented lack of confidence among some 
OAs in the literature [37, 58, 72], we found that some OAs may also 
overestimate their ability to complete computer tasks independently. 
Four of our participants self-rated their confidence higher before 
learning the task than after. P4 explained that “...you can get into it 
and get completely lost with it. But you don’t know that until you 
try and you get lost.” This kind of misjudgment could diminish the 
sense of need for the assistive learning features, making the OA 
less inclined to reach out and use HelpCall. 
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On closer inspection, we found that OAs’ willingness to seek help 
also varies based on who the helper is. Out of six participants whose 
preferred mode of getting help is remote assistance, three preferred 
to get it from family or friends, and the other three preferred pro-
fessional tech support. Reasons for preferring professionals include 
the belief that, by job description, they must be more knowledge-
able and willing to help, as well as unwillingness to bother family or 
friends. When asked if they would use HelpCall with tech support, 
everyone also said they would, with the expectation of having the 
steps quickly and easily saved for later use. Altogether, this suggests 
that professional tech support using HelpCall may be a solution for 
some OAs who are unwilling to reach out to their social circle for 
help. 

5.3.3 Seeing each other’s faces appears to add little value and is 
undesirable for some. We did not observe or hear of any struggles 
that are unique to either the voice-only or the voice+visual (i.e., able 
to see each other’s faces and gestures directly) arrangement, nor 
did we find any hint of quantitative differences between them (see 
Table 3 in the Appendix). So the value of seeing each other appears 
to be low. Two participants also had strong opinions against having 
a camera feed. P7 explained that video calls restrict movements, 
cannot quite replicate the sense of physically being with people, 
and make them self-conscious about their looks – the reason also 
given by P9. The expectation of turning on the camera may burden 
some OAs and deter them from using a VMC-based channel to seek 
tech support. Only P12 expressed a strong preference for video over 
voice-only calls because they are slightly hard of hearing and need 
to read lips. 

6 DISCUSSION 
Our findings supported HelpCall’s design concept and revealed 
insights that could inform its future improvements or similar tools 
for OAs. Grounding our findings in the literature, we now discuss 
broader implications. 

6.1 Design Concept Validation 
6.1.1 ASD demonstrates synchronous benefits and promises asyn-
chronous benefits. Our design of ASD builds upon and effectively 
solidifies prior work in breaking lessons into steps and removing ir-
relevant information to help with learning [14, 61, 66, 93], showing 
positive impact on both the learning experience and the perfor-
mance (5.1.1). In addition, in line with OAs’ increasing preference 
for independent technology use [37, 72], the ability to save and 
re-access ASD both in real-time and asynchronously was deemed 
highly valuable (5.1.3). Contrary to previous studies’ findings that 
learners tend to struggle with the helper’s fast-paced demonstra-
tion [37, 72, 79, 87], the ASD, especially the Tooltip design, helped 
our participants catch the helper’s actions with the visual guide. 
Even for those who did not look at the steps as they got populated 
during the demonstration, it creates an awareness that the steps 
are getting clearly and accurately recorded, and will be available to 
them later, creating a sense of reassurance. In this way, the ASD 
is useful not only for an asynchronous, self-paced re-access, but 
also for a more effective and comfortable synchronous learning 
experience. 

6.1.2 Synchronous help remains essential in HelpCall’s interaction 
flow. An OA’s social groups play an important role in promoting 
and maintaining their technology use [53, 90, 91]. Despite ASD’s 
benefits, our findings suggest that personalized human assistance 
remains valuable to OAs (5.1.2). Several participants mentioned that 
the demonstration round was “the most helpful”, some even indi-
cating that following the ASD on their own right away would have 
been challenging, highlighting the benefits of using the ASD with 
the helper before re-accessing it on their own later. The frequent 
back-and-forth clarifications and confirmations also suggest that 
a non-personalized or asynchronous guidance would have been 
insufficient. Furthermore, the synchronous demonstration allows 
for task personalization [13], wherein the learner can interactively 
communicate their exact requirements to the helper as they go 
through the task, and guarantees that the solution works on the 
OA’s device and setup. Therefore, despite the potential for the ASD 
to be used asynchronously, part of HelpCall concept’s strengths lie 
in the initial synchronous session. 

6.1.3 HelpCall has the potential to reduce OAs’ reluctance to ask 
for help. Despite the benefits of a synchronous help session, there 
seem to also be barriers discouraging OAs from utilizing it. The 
post-study interviews revealed that many are reluctant to ask for 
help in real life (5.3.2). Among our participants, some were truly 
capable of troubleshooting most issues by themselves while some 
underestimated the task’s difficulty. Neither is much of a problem, 
as the former only confirms the wide range of technological skills 
among OAs [89], while the latter should only delay but not stop 
them from seeking appropriate help. However, it is a real barrier that 
several participants were, as previous works have found, cautious 
not to bother and take up their loved ones’ time [26, 64]. In the latter 
case, the more effort it takes the helper to provide support, the less 
likely the OA would be willing to ask for it. Our OA participants 
found that HelpCall helped streamline the instruction and reduce 
future needs for a helper, suggesting that HelpCall could encourage 
those who need help to reach out and receive help with fewer 
qualms. 

6.2 Design Implications 
Comparing the two design candidates, we found different strengths 
in each one (5.2.1-5.2.2). With Tooltip, we found that not only is 
bite-sized, broken-down steps helpful [14, 66], but so is the explicit 
numbering that ties them into an ordered sequence. With List, 
we identified the benefits of scannable texts and an ‘unmistakable’ 
way to visualize location. As the perceived value of each candidate 
appears to vary with the learner’s perceived task difficulty (5.2.3), 
these findings provide insights into how to accommodate various 
task difficulties and learners across proficiency levels. Tooltip is 
a more natural starting point, but further adjustments are needed 
to improve its usability for less proficient learners. For example, to 
help learners locate the next tooltip and see the whole picture, we 
can integrate a simplified version of List’s central overview of steps 
into Tooltip. Alternatively, we could allow users to toggle between 
Tooltip and List based on the level of support they need at each 
stage in the learning process. Furthermore, new features such as a 
mistake checker, progress tracker, or feature recommender could 
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further ease the OA’s learning experience and reduce the design 
complexity to better accommodate less proficient learners. 

Despite the desire for various assistive features, a strong and 
unanimous preference for simplicity led to unexpected results. 
While facial and gestural information should enrich voice-based 
communication through conversational grounding [15], reduced 
ambiguity [19], and increased social presence [7, 80], our partici-
pants did not value having a camera feed, some even preferring not 
to have it on (5.3.3). Such attitude has been found in other studies 
as well [94, 95], but not without tension to the emotional value it 
brings. Thus, our participants’ neutral-to-negative attitude should 
be interpreted considering the fact that our study design did not ac-
count for the socioemotional effects or the helper’s preferences, i.e., 
whether the helper wants to see the OA. As such, although voice-
only may seem preferable, similar systems should still consider 
including the option to turn the camera feed on. 

A similar trend was found for the dual cursor display and click 
highlighting. Our design of real-time visual cues appears to have 
accomplished their intended goal of helping OAs follow software 
instructions, yet participants didn’t feel that they were as valuable 
as we had expected (5.1.4). With the ASD capturing and displaying 
the step immediately, it is possible that these additional visual cues 
were conveying overlapping information and thus were not as 
impactful as the literature [22, 33, 54] may have suggested. These 
results also imply that for OAs, keeping the design simple appears 
to be more important than adding various non-verbal cues to enrich 
communication. 

6.3 Generalizability Across Users, Tasks, and 
Contexts 

6.3.1 Usability and usefulness to broader ranges of learners and 
helpers. The OA population is highly heterogeneous and ought to be 
recognized as such in HCI research [89]. Even with our small sample 
size, we observed variances in their technological skills, attitudes 
towards VMC, motivations to learn new technology, and social 
considerations around asking for help. So, while not representative 
of the population, our findings capture a substantial and insightful 
portion of the multifaceted landscape. Our participants’ enthusiastic 
reception of HelpCall suggests that the design concept could be 
usable and useful for OAs of varied abilities; and we anticipate that 
this may also be the case for younger people who would benefit 
from a cognitive or memory aid. Moreover, despite a focus on 
accommodating those with extra needs, HelpCall was designed to 
support as broad a range of technology learners as possible, echoing 
the curb-cut effect in universal design where solutions for specific 
groups can benefit many [85]. 

On the helper’s side, in addition to younger family members, we 
identified two other groups of potential helpers: tech support staff 
and peer collaborators (5.3.2). Some OAs feel more comfortable get-
ting help from professionals, who should have no difficulty learning 
HelpCall even if they have never used it before. Meanwhile, the 
HelpCall design concept can also be extended to support a collabora-
tive session between people of comparable expertise (e.g., two OAs), 
which, unlike support from younger kin, is less likely to impede 
the sense of autonomy [64, 78], and may thus be desirable for some. 
However, our current system somewhat assumes a knowledgeable 

‘helper’, so to support this, our system would need a more accurate 
algorithm for extracting the correct steps, along with high-quality 
description and location, to handle more trial-and-error and lower 
capacity to manually clean up incorrectly extracted steps. Addi-
tional design requirements include the turn-taking mechanism and 
ASD’s manual editing capability. However, as a concept, HelpCall 
can support non-acquaintance and less-skilled helpers as well. 

6.3.2 Applicability to other tasks and contexts. Beyond the six se-
lected tasks, participants shared a broader set of tasks they would 
use HelpCall with, including those that are hardware-related and/or 
not web-based (5.1.2). This underscores HelpCall’s versatility, but 
there are also scenarios for which it may be less effective or inap-
plicable. Step placement could be tricky in interfaces with densely 
packed elements, especially for Tooltip. Tasks that extend beyond 
the OS (e.g., BIOS setup) or involving multiple devices (e.g., wire-
less headphones setup) are not supported. Finally, while supported, 
HelpCall may not bring many benefits with simple, single-step 
tasks (e.g., opening an app). 

Our findings offer implications for other learning contexts and 
other VMC tools as well. The pros and cons of synchronous com-
munication, of real-time visual cues, and of keeping some of those 
cues asynchronously re-accessible can be applied to other uses 
of VMC, such as remote collaborative brainstorming sessions or 
customer services. The design implications from Tooltip and List 
could inspire or inform the other instructional tools/interfaces so 
that they would better accommodate diverse content complexities 
and learner’s abilities. HelpCall’s concept could also be applied to 
certain forms of domain knowledge learning, in addition to user 
interface learning. For example, for graphic design, the ASD’s vi-
sual guides could be displayed on top of a design artifact itself. In 
addition, HelpCall can serve as a content generator for knowledge 
sharing by sharing the generated step-by-step instructions or tuto-
rial videos with others who lack access to a helper, as an alternative 
design to existing demonstration-based tutorial systems [1, 41, 92]. 

7 LIMITATIONS 
Several limitations should be considered when interpreting the 
results of our study. Due to the heavy cognitive load needed to 
learn multiple tasks consecutively, participants performed a single 
task in each condition, potentially limiting the generalizability of 
their reflections. Similarly, while we did some assessment of the im-
pact of a “simulated” camera feed, it was done by allowing half the 
participants to see the helper’s face over the laptops and the other 
half to not see the helper at all. Each participant did not experi-
ence both arrangements. Thus, our comparison between voice-only 
and voice+visual is preliminary. Secondly, participants’ experiences 
were not entirely realistic as the study was conducted in person 
and the prototypes were partially hard-coded, not fully functional, 
and operated using the Wizard-of-Oz approach. Although we rec-
ognize that the human-written instructions might have inflated 
participants’ perceived value of HelpCall, our findings still provide 
valuable insights into the potential of the design concept. 

Finally, we acknowledge that our participant pool is not fully 
representative. Despite our effort to recruit from various channels 
to capture the heterogeneity of the OA population [89], participants’ 
occupations, computer experience, and CPQ scores suggest they 
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are a socioeconomically advantaged group. We also did not recruit 
their family or friends as a helper, so the socioemotional effect and 
the helper’s preferences could not be measured. Once we have a 
more refined and complete design, we can conduct comprehensive 
evaluations with dyads of an OA and a helper of their choice. 

8 CONCLUSION 
We present the design concept and prototypes of HelpCall, a VMC 
augmentation that simplifies control sharing, allows simultaneous 
use of cursors, and generates persistent, in-application, step-by-step 
visual guides for a computer task based on synchronous human in-
struction. It was positively received by all 14 participants. Between 
our two design candidates, Tooltip is more promising, but we also 
found a possible connection between design preference and task 
expertise and identified strengths of List that can be incorporated 
into Tooltip to mitigate its current flaws. Our findings contribute 
new insights into a design space of synchronous software help for 
OAs. As computer adoption among OAs continues to lag behind 
younger populations, there is a need for innovative approaches to 
support their technology learning, and we have shown HelpCall 
to be one promising approach. There remain interesting design 
and technical challenges, such as how to extract accurate steps in 
real-time. Yet, as a starting point, this work moves us one more step 
closer to closing the technology adoption gap between generations. 

ACKNOWLEDGMENTS 
We thank AGE-WELL NCE and Designing for People (funded by 
NSERC CREATE and UBC) for funding this project. 

REFERENCES 
[1] Amber Aftab, Ruipu Hu, and Sang Won Lee. 2020. Remo: Generating Interactive 

Tutorials by Demonstration for Online Tasks. In Adjunct Proceedings of the 33rd 
Annual ACM Symposium on User Interface Software and Technology (Virtual Event, 
USA) (UIST ’20 Adjunct). Association for Computing Machinery, New York, NY, 
USA, 87–89. https://doi.org/10.1145/3379350.3416194 

[2] Nahdatul Akma Ahmad, Muhammad Fairuz Abd Rauf, Najmi Najiha Mohd Zaid, 
Azaliza Zainal, Tengku Shahrom Tengku Shahdan, and Fariza Hanis Abdul Razak. 
2022. Effectiveness of instructional strategies designed for older adults in learning 
digital technologies: a systematic literature review. SN computer science 3, 2 (2022), 
130. 

[3] Ella Airola, Päivi Rasi, and Marjo Outila. 2020. Older people as users and non-
users of a video conferencing service for promoting social connectedness and 
well-being–a case study from Finnish Lapland. Educational Gerontology 46, 5 
(2020), 258–269. 

[4] Monica Anderson and Andrew Perrin. 2017. Tech adoption climbs among 
older adults. https://policycommons.net/artifacts/617864/tech-adoption-climbs-
among-older-adults/1598740/ 

[5] Eric Balki, Carol Holland, and Niall Hayes. 2023. Use and Acceptance of Digital 
Communication Technology by Older Adults for Social Connectedness During 
the COVID-19 Pandemic: Mixed Methods Study. Journal of Medical Internet 
Research 25 (2023), e41535. 

[6] Laura E. Berk and Adam Winsler. 1995. Scaffolding Children’s Learning: Vygotsky 
and Early Childhood Education. NAEYC Research into Practice Series. Volume 7. 
ERIC, National Association for the Education of Young Children, 1509 16th Street, 
N.W., Washington, DC. 

[7] Frank Biocca, Chad Harms, and Judee K. Burgoon. 2003. Toward a More Robust 
Theory and Measure of Social Presence: Review and Suggested Criteria. Presence: 
Teleoperators and Virtual Environments 12, 5 (2003), 456–480. https://doi.org/10. 
1162/105474603322761270 

[8] Walter R. Boot Boot, Neil Charness, Sara J. Czaja, Joseph Sharit, Wendy A. Rogers, 
Arthur D. Fisk, Tracy Mitzner, Chin Chin Lee, and Sankaran Nair. 2015. Computer 
proficiency questionnaire: Assessing low and high computer proficient seniors. 
The Gerontologist 55, 3 (2015), 404–411. 

[9] Virginia Braun and Victoria Clarke. 2006. Using thematic analysis in psychology. 
Qualitative research in psychology 3, 2 (2006), 77–101. 

[10] Neil Charness, Cynthia E. Schumann, and Gayla M. Boritz. 1992. Training older 
adults in word processing; Effects of age, training technique and computer anxiety. 
International Journal of Aging and Technology 5 (1992), 79–106. 

[11] Peggy Chi, Nathan Frey, Katrina Panovich, and Irfan Essa. 2021. Automatic 
instructional video creation from a markdown-formatted tutorial. In The 34th 
Annual ACM Symposium on User Interface Software and Technology (Virtual Event, 
USA) (UIST ’21). Association for Computing Machinery, New York, NY, USA, 
677–690. https://doi.org/10.1145/3472749.3474778 

[12] Pei-Yu Chi, Sally Ahn, Amanda Ren, Mira Dontcheva, Wilmot Li, and Björn 
Hartmann. 2012. MixT: Automatic generation of step-by-step mixed media 
tutorials. In Proceedings of the 25th annual ACM symposium on User interface 
software and technology. Association for Computing Machinery, New York, NY, 
USA, 93–102. https://doi.org/10.1145/2380116.2380130 

[13] Pei-Yu Chi, Bongshin Lee, and Steven M. Drucker. 2014. DemoWiz: Re-performing 
software demonstrations for a live presentation. In Proceedings of the SIGCHI 
Conference on Human Factors in Computing Systems (Toronto, Ontario, Canada) 
(CHI ’14). Association for Computing Machinery, New York, NY, USA, 1581–1590. 
https://doi.org/10.1145/2556288.2557254 

[14] Ching-Ju Chiu, Wan-Chen Tasi, Wan-Lin Yang, and Jong-Long Guo. 2019. How 
to Help Older Adults Learn New Technology? Results from A Multiple Case 
Research Interviewing the Internet Technology Instructors at the Senior Learning 
Center. Computers & Education 129 (Feb. 2019), 61–70. https://doi.org/10.1016/j. 
compedu.2018.10.020 

[15] Herbert H. Clark, Susan E. Brennan, et al. 1991. Grounding in communication. 
Perspectives on socially shared cognition 13, 1991 (1991), 127–149. 

[16] S. Lisa Connelly, Lynn Hasher, and Rose T. Zacks. 1991. Age and reading: The 
impact of distraction. Psychology and aging 6, 4 (1991), 533. 

[17] Shelia R. Cotten. 2021. Technologies and aging: Understanding use, impacts, 
and future needs. In Handbook of Aging and the Social Sciences (Ninth Edition) 
(ninth edition ed.), Kenneth F. Ferraro and Deborah Carr (Eds.). Academic Press, 
373–392. https://doi.org/10.1016/B978-0-12-815970-5.00023-1 

[18] Sara J. Czaja and Joseph Sharit. 2012. Designing Training and Instructional Pro-
grams for Older Adults. CRC Press, Boca Raton. https://doi.org/10.1201/b13018 

[19] Richard L. Daft and Robert H Lengel. 1986. Organizational information require-
ments, media richness and structural design. Management science 32, 5 (1986), 
554–571. 

[20] Yibo Dai, George Karalis, Saba Kawas, and Chris Olsen. 2015. Tipper: Contextual 
tooltips that provide seniors with clear, reliable help for web tasks. In Proceedings 
of the 33rd Annual ACM Conference Extended Abstracts on Human Factors in 
Computing Systems. Association for Computing Machinery, New York, NY, USA, 
1773–1778. https://doi.org/10.1145/2702613.2732796 

[21] Katharina V. Echt, Roger W. Morrell, and Denise C. Park. 1998. Effects of age and 
training formats on basic computer skill acquisition in older adults. Educational 
Gerontology: An International Quarterly 24, 1 (1998), 3–25. 

[22] Becca Epstein. 2021. Assisting family members with technology in a re-
mote world. https://beccaepsteinxyz.wordpress.com/2021/05/27/naturalistic-
observation-of-assisting-family-members-with-technology/ 

[23] C. Ailie Fraser, Tricia J. Ngoon, Mira Dontcheva, and Scott Klemmer. 2019. 
RePlay: Contextually presenting learning videos across software applications. 
In Proceedings of the 2019 CHI Conference on Human Factors in Computing 
Systems. Association for Computing Machinery, New York, NY, USA, 1–13. 
https://doi.org/10.1145/3290605.3300527 

[24] Susan R. Fussell, Leslie D. Setlock, Jie Yang, Jiazhi Ou, Elizabeth Mauer, and 
Adam DI Kramer. 2004. Gestures over video streams to support remote collabo-
ration on physical tasks. Human-Computer Interaction 19, 3 (2004), 273–309. 

[25] Adam J. Garfein, K. Warner Schaie, and Sherry L. Willis. 1988. Microcomputer 
proficiency in later-middle-aged and older adults: Teaching old dogs new tricks. 
Social Behaviour 3, 2 (1988), 131–148. 

[26] Fabiana M. Gatti, Eleonora Brivio, and Carlo Galimberti. 2017. “The future is 
ours too”: A training process to enable the learning perception and increase 
self-efficacy in the use of tablets in the elderly. Educational Gerontology 43, 4 
(April 2017), 209–224. https://doi.org/10.1080/03601277.2017.127a9952 

[27] Cynthia Gautreau. 2011. Motivational factors affecting the integration of a 
learning management system by faculty. Journal of Educators Online 8, 1 (2011), 
n1. 

[28] Darren Gergle, Robert E. Kraut, and Susan R. Fussell. 2013. Using visual infor-
mation for grounding and awareness in collaborative tasks. Human–Computer 
Interaction 28, 1 (2013), 1–39. 

[29] Floraine Grabler, Maneesh Agrawala, Wilmot Li, Mira Dontcheva, and Takeo 
Igarashi. 2009. Generating photo manipulation tutorials by demonstration. In 
ACM SIGGRAPH 2009 papers (SIGGRAPH ’09). Association for Computing Ma-
chinery, New York, NY, USA, 1–9. https://doi.org/10.1145/1576246.1531372 

[30] Tovi Grossman and George Fitzmaurice. 2010. ToolClips: An investigation of 
contextual video assistance for functionality understanding. In Proceedings of the 
SIGCHI Conference on Human Factors in Computing Systems (CHI ’10). Association 
for Computing Machinery, New York, NY, USA, 1515–1524. https://doi.org/10. 
1145/1753326.1753552 

https://doi.org/10.1145/3379350.3416194
https://policycommons.net/artifacts/617864/tech-adoption-climbs-among-older-adults/1598740/
https://policycommons.net/artifacts/617864/tech-adoption-climbs-among-older-adults/1598740/
https://doi.org/10.1162/105474603322761270
https://doi.org/10.1162/105474603322761270
https://doi.org/10.1145/3472749.3474778
https://doi.org/10.1145/2380116.2380130
https://doi.org/10.1145/2556288.2557254
https://doi.org/10.1016/j.compedu.2018.10.020
https://doi.org/10.1016/j.compedu.2018.10.020
https://doi.org/10.1016/B978-0-12-815970-5.00023-1
https://doi.org/10.1201/b13018
https://doi.org/10.1145/2702613.2732796
https://beccaepsteinxyz.wordpress.com/2021/05/27/naturalistic-observation-of-assisting-family-members-with-technology/
https://beccaepsteinxyz.wordpress.com/2021/05/27/naturalistic-observation-of-assisting-family-members-with-technology/
https://doi.org/10.1145/3290605.3300527
https://doi.org/10.1080/03601277.2017.127a9952
https://doi.org/10.1145/1576246.1531372
https://doi.org/10.1145/1753326.1753552
https://doi.org/10.1145/1753326.1753552


CHI ’24, May 11–16, 2024, Honolulu, HI, USA Tanprasert, Dai and McGrenere 

[31] Carl Gutwin and Saul Greenberg. 2002. A descriptive framework of workspace 
awareness for real-time groupware. Computer Supported Cooperative Work 
(CSCW) 11, 3 (2002), 411–446. 

[32] Carl Gutwin, Gwen Stark, and Saul Greenberg. 1995. Support for workspace 
awareness in educational groupware. In The First International Conference on 
Computer Support for Collaborative Learning. Lawrence Erlbaum Associates, Inc., 
USA, 147–156. 

[33] Sebastian Günther, Sven Kratz, Daniel Avrahami, and Max Mühlhäuser. 2018. 
Exploring Audio, Visual, and Tactile Cues for Synchronous Remote Assistance. 
In Proceedings of the 11th PErvasive Technologies Related to Assistive Environments 
Conference (PETRA ’18). Association for Computing Machinery, New York, NY, 
USA, 339–344. https://doi.org/10.1145/3197768.3201568 

[34] Vicki L. Hanson. 2010. Influencing technology adoption by older adults. Interact-
ing with Computers 22, 6 (2010), 502–509. 

[35] Lynn Hasher and Rose T Zacks. 1988. Working memory, comprehension, and 
aging: A review and a new view. Psychology of learning and motivation 22 (1988), 
193–225. 

[36] Christian Heath and Paul Luff. 1993. Disembodied conduct: Interactional asym-
metries in video-mediated communication. Technology in working order: Studies 
of work, interaction, and technology (1993), 35–54. 

[37] Amanda Hunsaker, Minh Hao Nguyen, Jaelle Fuchs, Teodora Djukaric, Larissa 
Hugentobler, and Eszter Hargittai. 2019. “He Explained It to Me and I Also Did It 
Myself”: How Older Adults Get Support with Their Technology Uses. Socius 5 (Jan. 
2019), 2378023119887866. https://doi.org/10.1177/2378023119887866 Publisher: 
SAGE Publications. 

[38] Kori Inkpen, Joanna McGrenere, Kellogg S. Booth, and Maria Klawe. 1997. The 
effect of turn-taking protocols on children’s learning in mouse-driven collabo-
rative environments. In Proceedings of the Conference on Graphics Interface ’97 
(Kelowna, British Columbia, Canada). Canadian Information Processing Society, 
CAN, 138–145. 

[39] Tatsuya Ishihara, Masatomo Kobayashi, Hironobu Takagi, and Chieko Asakawa. 
2013. How unfamiliar words in smartphone manuals affect senior citizens. In 
International Conference on Universal Access in Human-Computer Interaction. 
Springer, Berlin, Heidelberg, 636–642. 

[40] Hiroshi Ishii. 1990. TeamWorkStation: Towards a seamless shared workspace. 
In Proceedings of the 1990 ACM conference on Computer-supported cooperative 
work. Association for Computing Machinery, New York, NY, USA, 13–26. https: 
//doi.org/10.1145/99332.99337 

[41] Xiaofu Jin, Xiaozhu Hu, Xiaoying Wei, and Mingming Fan. 2022. Synapse: 
Interactive Guidance by Demonstration with Trial-and-Error Support for Older 
Adults to Use Smartphone Apps. Proceedings of the ACM on Interactive, Mobile, 
Wearable and Ubiquitous Technologies 6, 3 (2022), 1–24. 

[42] Nikhita Joshi, Justin Matejka, Fraser Anderson, Tovi Grossman, and George 
Fitzmaurice. 2020. Micromentor: Peer-to-peer software help sessions in three 
minutes or less. In Proceedings of the 2020 CHI Conference on Human Factors in 
Computing Systems. Association for Computing Machinery, New York, NY, USA, 
1–13. https://doi.org/10.1145/3313831.3376230 

[43] Catherine L. Kelley and Neil Charness. 1995. Issues in training older adults to 
use computers. Behaviour & Information Technology 14, 2 (1995), 107–120. 

[44] Ryan M Kelly, Yushan Xing, Steven Baker, and Jenny Waycott. 2023. Video Calls 
as a Replacement for Family Visits During Lockdowns in Aged Care: Interview 
Study With Family Members. JMIR aging 6 (2023), e40953. 

[45] Taslim Arefin Khan, Dongwook Yoon, and Joanna McGrenere. 2020. Designing an 
eyes-reduced document skimming app for situational impairments. In Proceedings 
of the 2020 CHI Conference on Human Factors in Computing Systems. Association 
for Computing Machinery, New York, NY, USA, 1–14. https://doi.org/10.1145/ 
3313831.3376641 

[46] Kimia Kiani, Parmit K. Chilana, Andrea Bunt, Tovi Grossman, and George Fitz-
maurice. 2020. “I would just ask someone”: Learning feature-rich design software 
in the modern workplace. In 2020 IEEE Symposium on Visual Languages and 
Human-Centric Computing (VL/HCC). IEEE, Dunedin, New Zealand, 1–10. 

[47] Juho Kim, Phu Tran Nguyen, Sarah Weir, Philip J. Guo, Robert C. Miller, and 
Krzysztof Z. Gajos. 2014. Crowdsourcing step-by-step information extraction 
to enhance existing how-to videos. In Proceedings of the SIGCHI conference on 
human factors in computing systems. Association for Computing Machinery, New 
York, NY, USA, 4017–4026. 

[48] Sunyoung Kim, Krzysztof Z. Gajos, Michael Muller, and Barbara J Grosz. 2016. 
Acceptance of mobile technology by older adults: A preliminary study. In Pro-
ceedings of the 18th International Conference on Human-Computer Interaction with 
Mobile Devices and Services. Association for Computing Machinery, New York, 
NY, USA, 147–157. https://doi.org/10.1145/2935334.2935380 

[49] Sunghan Kim, Lynn Hasher, and Rose T. Zacks. 2007. Aging and a benefit of 
distractibility. Psychonomic bulletin & review 14, 2 (2007), 301–305. 

[50] Sunyoung Kim, Willow Yao, Xiaotong Du, et al. 2022. Exploring older adults’ 
adoption and use of a tablet computer during COVID-19: Longitudinal qualitative 
study. JMIR aging 5, 1 (2022), e32957. 

[51] Janin Koch, Nicolas Taffin, Andrés Lucero, and Wendy E Mackay. 2020. Se-
manticCollage: Enriching digital mood board design with semantic labels. In 

Proceedings of the 2020 ACM Designing Interactive Systems Conference. Association 
for Computing Machinery, New York, NY, USA, 407–418. 

[52] Olga Kozar. 2015. Language education via audio/videoconferencing (LEVAC): A 
discursive investigation. Linguistics and Education 31 (2015), 86–100. 

[53] Chaiwoo Lee and Joseph F. Coughlin. 2015. PERSPECTIVE: Older Adults’ 
Adoption of Technology: An Integrated Approach to Identifying Determinants 
and Barriers. Journal of Product Innovation Management 32, 5 (2015), 747–759. 
https://doi.org/10.1111/jpim.12176 

[54] Rock Leung, Charlotte Tang, Shathel Haddad, Joanna Mcgrenere, Peter Graf, and 
Vilia Ingriany. 2012. How older adults learn to use mobile devices: Survey and 
field investigations. ACM Transactions on Accessible Computing (TACCESS) 4, 3 
(2012), 1–33. 

[55] Lin Li, Wei Peng, Kendra Kamp, Marie Bowen, Shelia R. Cotten, R.V. Rikard, 
and Anastasia Kononova. 2017. Poster: Understanding long-term adoption of 
wearable activity trackers among older adults. In Proceedings of the 2017 Workshop 
on Wearable Systems and Applications (Niagara Falls, New York, USA) (WearSys 
’17). Association for Computing Machinery, New York, NY, USA, 33–34. https: 
//doi.org/10.1145/3089351.3089819 

[56] Wei Li, Yuanlin Zhang, and George Fitzmaurice. 2013. TutorialPlan: Automated 
tutorial generation from CAD drawings. In IJCAI 2013 - Proceedings of the 23rd 
International Joint Conference on Artificial Intelligence (IJCAI International Joint 
Conference on Artificial Intelligence). Beijing, China, 2020–2027. 23rd International 
Joint Conference on Artificial Intelligence, IJCAI 2013 ; Conference date: 03-08-
2013 Through 09-08-2013. 

[57] Siân E. Lindley, Richard Harper, and Abigail Sellen. 2009. Desiring to be in 
touch in a changing communications landscape: Attitudes of older adults. In 
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems 
(CHI ’09). Association for Computing Machinery, New York, NY, USA, 1693–1702. 
https://doi.org/10.1145/1518701.1518962 

[58] Jean Claude Marquié, Linda Jourdan-Boddaert, and Nathalie Huet. 2002. Do older 
adults underestimate their actual computer knowledge? Behaviour & Information 
Technology 21, 4 (2002), 273–280. 

[59] Justin Matejka, Tovi Grossman, and George Fitzmaurice. 2011. Ambient Help. In 
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems 
(CHI ’11). Association for Computing Machinery, New York, NY, USA, 2751–2760. 
https://doi.org/10.1145/1978942.1979349 

[60] Justin Matejka, Tovi Grossman, and George Fitzmaurice. 2011. IP-QAT: In-product 
questions, answers, & tips. In Proceedings of the 24th annual ACM symposium on 
User interface software and technology (UIST ’11). Association for Computing Ma-
chinery, New York, NY, USA, 175–184. https://doi.org/10.1145/2047196.2047218 

[61] Christopher B. Mayhorn, Aideen J. Stronge, Anne Collins McLaughlin, and 
Wendy A. Rogers. 2004. Older Adults, Computer Training, and the Systems 
Approach: A Formula for Success. Educational Gerontology 30, 3 (Mar 2004), 
185–203. https://doi.org/10.1080/03601270490272124 

[62] Ulrich Mayr and Reinhold Kliegl. 1993. Sequential and coordinative complexity: 
Age-based processing limitations in figural transformations. Journal of Experi-
mental Psychology: Learning, Memory, and Cognition 19, 6 (1993), 1297. 

[63] Ronald E. McGaughey, Steven M. Zeltmann, and Mark E. McMurtrey. 2013. Moti-
vations and obstacles to smartphone use by the elderly: Developing a research 
framework. International Journal of Electronic Finance 7, 3-4 (2013), 177–195. 

[64] Eva-Maria Merz and Oliver Huxhold. 2010. Wellbeing depends on social re-
lationship characteristics: Comparing different types and providers of sup-
port to older adults. Ageing & Society 30, 5 (July 2010), 843–857. https: 
//doi.org/10.1017/S0144686X10000061 

[65] Carla Meskill and Natasha Anthony. 2014. Managing synchronous polyfocality 
in new media/new learning: Online language educators’ instructional strategies. 
System 42 (2014), 177–188. 

[66] Lori S. Mestre. 2012. Student preference for tutorial design: A usability study. 
Reference Services Review 40, 2 (Jan 2012), 258–276. https://doi.org/10.1108/ 
00907321211228318 

[67] Mary C Milliken, Susan O’Donnell, Kerri Gibson, and Betty Daniels. 2012. Older 
citizens and video communications: A case study. The Journal of Community 
Informatics 8, 1 (2012). 

[68] Wendy Moyle, Cindy Jones, Jenny Murfield, and Fangli Liu. 2020. ‘For me at 90, 
it’s going to be difficult’: Feasibility of using iPad video-conferencing with older 
adults in long-term aged care. Aging & Mental Health 24, 2 (Feb. 2020), 349–352. 
https://doi.org/10.1080/13607863.2018.1525605 

[69] Alicia Murciano-Hueso, Antonio-Víctor Martín-García, and Ana Paula Cardoso. 
2022. Technology and quality of life of older people in times of COVID: A qualita-
tive study on their changed digital profile. International Journal of Environmental 
Research and Public Health 19, 16 (2022), 10459. 

[70] Alok Mysore and Philip J Guo. 2017. Torta: Generating mixed-media gui and 
command-line app tutorials using operating-system-wide activity tracing. In 
Proceedings of the 30th Annual ACM Symposium on User Interface Software and 
Technology. Association for Computing Machinery, New York, NY, USA, 703–714. 

[71] Bérangère Naudé, Anne-Sophie Rigaud, and Maribel Pino. 2022. Video calls for 
older adults: A narrative review of experiments involving older adults in elderly 
care institutions. Frontiers in Public Health 9 (2022), 751150. 

https://doi.org/10.1145/3197768.3201568
https://doi.org/10.1177/2378023119887866
https://doi.org/10.1145/99332.99337
https://doi.org/10.1145/99332.99337
https://doi.org/10.1145/3313831.3376230
https://doi.org/10.1145/3313831.3376641
https://doi.org/10.1145/3313831.3376641
https://doi.org/10.1145/2935334.2935380
https://doi.org/10.1111/jpim.12176
https://doi.org/10.1145/3089351.3089819
https://doi.org/10.1145/3089351.3089819
https://doi.org/10.1145/1518701.1518962
https://doi.org/10.1145/1978942.1979349
https://doi.org/10.1145/2047196.2047218
https://doi.org/10.1080/03601270490272124
https://doi.org/10.1017/S0144686X10000061
https://doi.org/10.1017/S0144686X10000061
https://doi.org/10.1108/00907321211228318
https://doi.org/10.1108/00907321211228318
https://doi.org/10.1080/13607863.2018.1525605


HelpCall CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

[72] Carolyn Pang, Zhiqin Collin Wang, Joanna McGrenere, Rock Leung, Jiamin Dai, 
and Karyn Moffatt. 2021. Technology adoption and learning preferences for 
older adults: Evolving perceptions, ongoing challenges, and emerging design 
opportunities. In Proceedings of the 2021 CHI Conference on Human Factors in 
Computing Systems. Association for Computing Machinery, New York, NY, USA. 
https://doi.org/10.1145/3411764.3445702 

[73] Natalie Pang, Samantha Vu, Xue Zhang, and Schubert Foo. 2015. Older Adults 
and the Appropriation and Disappropriation of Smartphones. In Human Aspects 
of IT for the Aged Population. Design for Aging, Jia Zhou and Gavriel Salvendy 
(Eds.). Springer International Publishing, Cham, 484–495. 

[74] Udai Singh Pawar, Joyojeet Pal, and Kentaro Toyama. 2006. Multiple mice for 
computers in education in developing countries. In 2006 International Conference 
on Information and Communication Technologies and Development. IEEE, Berkeley, 
CA, USA, 64–71. https://doi.org/10.1109/ICTD.2006.301840 

[75] Anne Marie Piper, Raymundo Cornejo Garcia, and Robin N Brewer. 2016. Under-
standing the challenges and opportunities of smart mobile devices among the 
oldest old. International Journal of Mobile Human Computer Interaction (IJMHCI) 
8, 2 (2016), 83–98. 

[76] Erika Shehan Poole, Marshini Chetty, Tom Morgan, Rebecca E. Grinter, and 
W. Keith Edwards. 2009. Computer help at home: Methods and motivations for 
informal technical support. In Proceedings of the SIGCHI Conference on Human 
Factors in Computing Systems (CHI ’09). Association for Computing Machinery, 
New York, NY, USA, 739–748. https://doi.org/10.1145/1518701.1518816 

[77] Hirak Ray, Ravi Kuber, and Adam J. Aviv. 2022. Investigating older adults’ adop-
tion and usage of online conferencing tools during COVID-19. In Proceedings 
of the 19th International Web for All Conference (Lyon, France) (W4A ’22). As-
sociation for Computing Machinery, New York, NY, USA, Article 27, 11 pages. 
https://doi.org/10.1145/3493612.3520447 

[78] Joann P Reinhardt, Kathrin Boerner, and Amy Horowitz. 2006. Good to have but 
not to use: Differential impact of perceived and received support on well-being. 
Journal of Social and Personal Relationships 23, 1 (2006), 117–129. 

[79] Mark Rice, Shue Ching Chia, Hong Huei Tay, Marcus Wan, Liyuan Li, Jamie Ng, 
and Joo Hwee Lim. 2016. Exploring the use of visual annotations in a remote 
assistance platform. In Proceedings of the 2016 CHI Conference Extended Abstracts 
on Human Factors in Computing Systems (CHI EA ’16). Association for Computing 
Machinery, New York, NY, USA, 1295–1300. https://doi.org/10.1145/2851581. 
2892346 

[80] Ronald E. Rice. 1993. Media Appropriateness: Using social presence theory 
to compare traditional and new organizational media. Human Communication 
Research 19, 4 (1993), 451–484. https://doi.org/10.1111/j.1468-2958.1993.tb00309.x 

[81] Timothy A Salthouse. 2003. Interrelations of aging, knowledge, and cognitive 
performance. Understanding human development (2003), 265–287. 

[82] Barbara Schehl, Joerg Leukel, and Vijayan Sugumaran. 2019. Understanding 
differentiated internet use in older adults: A study of informational, social, and 
instrumental online activities. Computers in Human Behavior 97 (2019), 222–230. 

[83] Frances Sin, Sophie Berger, Ig-Jae Kim, and Dongwook Yoon. 2021. Digital 
social interaction in older adults during the COVID-19 pandemic. Proceedings 
of the ACM on Human-Computer Interaction 5, CSCW2 (2021), 1–20. https: 
//doi.org/10.1145/3479524 

[84] Markus Steinberger, Manuela Waldner, Marc Streit, Alexander Lex, and Dieter 
Schmalstieg. 2011. Context-preserving visual links. IEEE transactions on visual-
ization and computer graphics 17, 12 (2011), 2249–2258. 

[85] Molly Follette Story. 1998. Maximizing usability: the principles of universal 
design. Assistive technology 10, 1 (1998), 4–12. 

[86] Michael Twidale and Karen Ruhleder. 2004. Over-the-Shoulder Learning in a 
Distance Education Environment. Peter Lang Publishing, Switzerland, 177–194. 

[87] Michael B. Twidale. 2005. Over the shoulder learning: Supporting brief informal 
learning. Computer Supported Cooperative Work (CSCW) 14 (Dec. 2005), 505–547. 
https://doi.org/10.1007/s10606-005-9007-7 

[88] Rick van der Kleij, Jan Maarten Schraagen, Peter Werkhoven, and Carsten KW 
De Dreu. 2009. How conversations change over time in face-to-face and video-
mediated communication. Small Group Research 40, 4 (2009), 355–381. 

[89] John Vines, Gary Pritchard, Peter Wright, Patrick Olivier, and Katie Brittain. 2015. 
An Age-Old Problem: Examining the Discourses of Ageing in HCI and Strategies 
for Future Research. ACM Trans. Comput.-Hum. Interact. 22, 1, Article 2 (feb 
2015), 27 pages. https://doi.org/10.1145/2696867 

[90] Kieran Walsh and Aoife Callan. 2011. Perceptions, preferences, and acceptance 
of information and communication technologies in older-adult community care 
settings in Ireland: A case-study and ranked-care program analysis. Ageing 
International 36 (2011), 102–122. 

[91] Ange Wang, Lynn Redington, Valerie Steinmetz, and David Lindeman. 2011. The 
ADOPT model: Accelerating diffusion of proven technologies for older adults. 
Ageing International 36, 1 (2011), 29–45. 

[92] Cheng-Yao Wang, Wei-Chen Chu, Hou-Ren Chen, Chun-Yen Hsu, and Mike Y. 
Chen. 2014. EverTutor: automatically creating interactive guided tutorials on 
smartphones by user demonstration. In Proceedings of the SIGCHI Conference 
on Human Factors in Computing Systems (Toronto, Ontario, Canada) (CHI ’14). 
Association for Computing Machinery, New York, NY, USA, 4027–4036. https: 

//doi.org/10.1145/2556288.2557407 
[93] Natalie E. Wolfson, Thomas M. Cavanagh, and Kurt Kraiger. 2014. Older adults 

and technology-based instruction: Optimizing learning outcomes and transfer. 
Academy of Management Learning & Education 13, 1 (2014), 26–44. 

[94] Sonam Zamir, Catherine Hennessy, Adrian Taylor, and Ray Jones. 2020. Inter-
group ‘skype’quiz sessions in care homes to reduce loneliness and social isolation 
in older people. Geriatrics 5, 4 (2020), 90. 

[95] Sonam Zamir, Catherine Hagan Hennessy, Adrian H Taylor, and Ray B Jones. 2018. 
Video-calls to reduce loneliness and social isolation within care environments 
for older people: an implementation study using collaborative action research. 
BMC geriatrics 18 (2018), 1–13. 

[96] Mingyuan Zhong, Gang Li, Peggy Chi, and Yang Li. 2021. HelpViz: Automatic 
generation of contextual visual mobile tutorials from text-based instructions. 
In The 34th Annual ACM Symposium on User Interface Software and Technology. 
Association for Computing Machinery, New York, NY, USA, 1144–1153. https: 
//doi.org/10.1145/3472749.3474812 

https://doi.org/10.1145/3411764.3445702
https://doi.org/10.1109/ICTD.2006.301840
https://doi.org/10.1145/1518701.1518816
https://doi.org/10.1145/3493612.3520447
https://doi.org/10.1145/2851581.2892346
https://doi.org/10.1145/2851581.2892346
https://doi.org/10.1111/j.1468-2958.1993.tb00309.x
https://doi.org/10.1145/3479524
https://doi.org/10.1145/3479524
https://doi.org/10.1007/s10606-005-9007-7
https://doi.org/10.1145/2696867
https://doi.org/10.1145/2556288.2557407
https://doi.org/10.1145/2556288.2557407
https://doi.org/10.1145/3472749.3474812
https://doi.org/10.1145/3472749.3474812


CHI ’24, May 11–16, 2024, Honolulu, HI, USA Tanprasert, Dai and McGrenere 

A ADDITIONAL DESIGN DETAILS OF THE 
PROTOTYPE 

(1) Control modes: 
• Learner in control: The learner retains sole control over all 
inputs, while the helper’s interactions are visualized as an 
additional but non-active pointer. This gives the learner 
hands-on experience and control over the pace, which 
is more conducive to learning [74, 87]. The challenge is 
for the helper to communicate the steps to the learner 
(e.g., explaining where to do what), which could cause 
frustration for both parties [87]. Compared to passively 
watching the helper, learner-in-control also takes more 
focus and mental energy from the learner. 

• Helper in control: The helper gains full remote control 
over the learner’s device, and the learner just watches the 
helper’s interactions until the remote control is released by 
the helper or taken back by the learner. Thus, this mode 
of support is efficient and convenient for the OA. The 
downside is that demonstrations tend to be too fast-paced 
for the OA to replicate, and thus often need to be repeated 
multiple times [37, 72, 79, 87]. 

(2) Dual cursor display: When the learner is in control, their 
cursor is active and slightly bigger than the helper’s, while 
the helper’s cursor is an inactive pointer (e.g., can move 
but cannot click). Additionally, to improve the visibility of 
the helper’s actions when they are in control, our design 
includes click highlighting: the helper’s clicks are shown 
as red (left click) and blue (right click) ripples that expand 
out from the mouse’s position and fade out after 3 seconds 
(Fig. 3). The visualization is intended to be simple, clean, 
and intuitive, and was positively received in our informal 
cognitive walkthroughs (Section 3.1.3). 

(3) Augmented steps display (ASD): Most design details of 
the ASD are already in 3.2.3, but with many subcomponents, 
List was shaped by several detailed but important design 
decisions. For example, we initially designed the recording 
notification to disappear after 4 seconds, but two cognitive 
walkthrough participants felt that it forced them to try to 
read quickly, causing them stress. So, we used the next step 
to trigger notification disappearance instead. Another tricky 
aspect is that the text description of every step is listed, but 
only the ones anchored to currently visible UI components 
can be clicked on to show the location anchor. These steps 
need to be clearly differentiated to minimize confusion on 
what is clickable. A step’s background color (white vs. light 
purple) shows association with the currently shown loca-
tion anchor, and the font color (gray vs. black) differentiates 
unclickable and clickable steps. 
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B DESIGN WALKTHROUGH EXAMPLE 

B.1 Tooltip (on Task A) 

Figure 6: Starting screen of the task: creating a recurring calendar event starting on September 26 (Task A). 

Figure 7: After clicking on the right arrow to change the month to September, Tooltip # 1 appears. 
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Figure 8: If we click on Tooltip #1, the tooltip opens to show the text description for the first step. 

Figure 9: The next step is to click on the event’s starting date, the 26th. After doing that, Tooltip #2 appears. 
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Figure 10: After clicking on ‘More options’ in the previous view, we arrive at this event creation page. This is the screenshot 
after filling in the event name, setting the time, and specifying the repeat pattern, which correspond to Tooltips #4 to #10. 

Figure 11: After completing all 14 steps, we can try creating an event again and all tooltips would still be visible. Note that 
Tooltips #1 to #3 are in the starting calendar view, and #8 to# 11 are in the custom pattern pop-up box, so they are not visible. 
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B.2 List (on Task D) 

Figure 12: Starting screen of the task: creating a new calendar on Google Calendar (Task D) 

Figure 13: After clicking on the setting icon, the first step’s recording notification appears, and the first step is added to the list. 
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Figure 14: In the Settings page, the next step is to click on ‘Add calendar’. The recording notification appears next to it and the 
corresponding step is added to the list. 

Figure 15: This is the screenshot two steps later, after clicking on ‘Create new calendar’ in the Settings page (recording 
notification is not visible because it leads to a different page) and filling in the event detail. 
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Figure 16: After clicking on the ‘Create calendar’ button and the event has been successfully created, the recording notification 
appears, and a new step is added to the list. 

Figure 17: If we click on “Click ‘Create calendar’ ” in the list, the location anchor pointing to the ‘Create calendar’ button 
appears. Note that every step except for the last two is now gray since they are not on this page. 
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C SUMMARY OF QUANTITATIVE METRICS 

Helper demo 
duration 
(m:s) 

Help-free 
attempt 
duration 

% 
mistakes 

Pre-demo 
confidence 

Post-task 
confidence 
with steps 

Post-task 
confidence 

without steps 
By designs 

Zoom 4:58 2:34 20.02 2.71 N/A 3.71 
Tooltip 3:54 3:30 4.14 1.79 4.36 3.07 

List 3:51 3:13 7.57 1.79 4.43 3.07 
By control modes (excluding Zoom) 
Learner in control 4:35 3:16 7.08 1.93 4.21 2.96 
Helper in control 3:10 3:28 4.63 1.64 4.57 3.18 
By base communication channel (excluding Zoom) 

Voice only 4:00 2:58 5.51 1.57 4.31 2.66 
Voice and visual 3:42 3:53 6.32 2.00 4.5 3.63 

By learning tasks (including Zoom) 
A 4:59 5:13 6.12 1.79 4.63 3.29 
B 3:50 2:20 3.30 2 4.4 3.43 
C 4:04 2:54 4.76 2.29 4.5 3.71 
D 3:31 3:01 14.29 2 4.3 3.29 
E 3:25 1:53 9.38 2.56 4.3 3.56 
F 5:59 3:26 28.33 1.83 4.25 2.33 

HelpCall mean 3:52 3:22 5.85 1.79 4.39 3.09 
Grand mean 4:14 3:06 10.58 2.09 4.39 3.29 

Table 3: Averages of quantitative metrics (task durations, completion accuracy, and self-reported confidence on a 1-5 Likert 
scale) by design candidates (study conditions), control modes, communication modes, and learning tasks. 
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