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Foreword

INTERACT 2013 was the 14th of a series of INTERACT international con-
ferences supported by the International Federation for Information Processing
(IFIP) Technical Committee 13 on Human–Computer Interaction.

This year, INTERACT was held in Cape Town (South Africa), organized by
the Nelson Mandela Metropolitan University (Port Elizabeth) and the Meraka
Institute of Council for Scientific and Industrial Research (Pretoria) in collabo-
ration with the University of Cape Town.

The Conference theme for INTERACT 2013, “Designing for Diversity,” rec-
ognizes the interdisciplinary, multidisciplinary and intercultural spirit of human–
computer interaction (HCI) research and practice. The conference welcomes
research and reports of practice that acknowledge diverse disciplines, abilities,
cultures, and societies, and that address both the technical and social aspects
of HCI. Within the broad umbrella of HCI, the conference sought contributions
addressing new and emerging HCI disciplines, bridging cultural differences, and
tackling important social problems.

Like its predecessors, INTERACT 2013 highlighted, to both the academic
and the industrial world, the importance of the HCI discipline and its most re-
cent breakthroughs on current applications. Both experienced HCI researchers
and professionals, as well as newcomers to the HCI field, interested in design-
ing or evaluating interactive software, developing new interaction technologies,
or investigating overarching theories of HCI, found in INTERACT 2013 an ex-
citing forum for communication with people of similar interests, to encourage
collaboration and to learn.

INTERACT 2013 brought the conference to South Africa and Africa for the
very first time. The African tradition of HCI focuses very much on the human and
social aspects of HCI, recognizing the diversity of its people and the circumstance
in which they go about their everyday lives. We hope that INTERACT 2013 will
be remembered as a conference that brought the diversity of HCI research to the
forefront, making the computerized world a better place for all, regardless of
where they come from.

INTERACT 2013 took place 29 years after the first INTERACT held in
September 1984 in London, UK. The IFIP Technical Committee 13 aims to
develop the science and technology of the interaction between humans and com-
puting devices through different Working Groups and Special Interests Groups,
all of which, together with their officers, are listed within these proceedings.

We thank all the authors who chose INTERACT 2013 as the venue to publish
their research. This was again an outstanding year for the conference in terms of
submissions in all the technical categories, especially since the conference moved
away from the traditional predominantly European venues. In total, we received
639 submissions. Of these, 270 submissions were accepted:
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• 128 as full research papers
• 77 as short research papers
• 31 as interactive posters
• 2 as industrial programme papers
• 4 as panels
• 1 as a special interest group
• 1 as a tutorial
• 9 as workshops
• 9 to the African Masters Consortium
• 8 to the Doctoral Consortium

The acceptance rate for the full and short research papers was 31% and 45%,
respectively.

A Programme Committee meeting consisting of the Technical Programme
Chairs and the Track Chairs, as well as member of IFIP Technical Committee
13, preceded the final decision on which submissions to accept. This powerful
effort was only possible thanks to the diligent work of many people. Our sincere
gratitude goes to the almost 700 members of our International Programme Com-
mittee who willingly assisted and ensured the high quality of the INTERACT
Conference papers was properly maintained. Although some people had to be
bullied into reviewing (sorry about that), everyone submitted their reviews on
time without a murmur of complaint. Thank you all for the effort that you so
obviously put into this task. A special thank you must go to our Track Chairs,
who put in a tremendous amount of work to ensure that quality was maintained
throughout.

In addition, we have to thank the members of the Organizing Committee,
the staff at the Council for Industrial and Scientific Research, Nelson Mandela
Metropolitan University and the University of Cape Town for their unflagging
assistance with all aspects of planning and managing the many administrative
and organizational issues. We also have to thank our student volunteers for
making sure that everything ran smoothly at the conference itself.

Finally, we wish to express a special thank you to the Proceedings Publication
Chair, Marco Winckler, who painstakingly put this volume together.

September 2013 Paula Kotzé
Janet Wesson

(INTERACT 2013 Conference Chairs)
Gary Marsden

Gitte Lindgaard
(INTERACT 2013 Technical Programme Chairs)



IFIP TC13

Established in 1989, the International Federation for Information Processing
Technical Committee on Human–Computer Interaction (IFIP TC13) is an inter-
national committee of 30 member national societies and seven Working Groups,
representing specialists in human factors, ergonomics, cognitive science, com-
puter science, design, and related disciplines. INTERACT is its flagship confer-
ence, staged biennially in different countries in the world.

IFIP TC13 aims to develop the science and technology of human–computer
interaction (HCI) by encouraging empirical research, promoting the use of knowl-
edge and methods from the human sciences in design and evaluation of computer
systems; promoting better understanding of the relationship between formal
design methods and system usability and acceptability; developing guidelines,
models and methods by which designers may provide better human-oriented
computer systems; and, cooperating with other groups, inside and outside IFIP,
to promote user-orientation and humanization in system design. Thus, TC13
seeks to improve interactions between people and computers, encourage the
growth of HCI research, and disseminate these benefits worldwide.

The main orientation is toward users, especially the non-computer profes-
sional users, and how to improve human–computer relations. Areas of study
include: the problems people have with computers; the impact on people in in-
dividual and organizational contexts; the determinants of utility, usability, and
acceptability; the appropriate allocation of tasks between computers and users;
modeling the user to aid better system design; and harmonizing the computer
to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general princi-
ples rather than particular systems, it is recognized that progress will only be
achieved through both general studies to advance theoretical understanding and
specific studies on practical issues (e.g., interface design standards, software sys-
tem consistency, documentation, appropriateness of alternative communication
media, human factors guidelines for dialogue design, the problems of integrating
multimedia systems to match system needs and organizational practices, etc.).

In 1999, TC13 initiated a special IFIP Award, the Brian Shackel Award, for
the most outstanding contribution in the form of a refereed paper submitted to
and delivered at each INTERACT. The award draws attention to the need for
a comprehensive human-centered approach in the design and use of information
technology in which the human and social implications have been taken into
account. Since the process to decide the award takes place after papers are
submitted for publication, the award is not identified in the proceedings.
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IFIP TC13 stimulates working events and activities through its Working
Groups (WGs) and Special Interest Groups (SIGs). WGs and SIGs consist of
HCI experts from many countries, who seek to expand knowledge and find so-
lutions to HCI issues and concerns within their domains, as outlined below.

• WG13.1 (Education in HCI and HCI Curricula) aims to improve HCI educa-
tion at all levels of higher education, coordinate and unite efforts to develop
HCI curricula and promote HCI teaching.

• WG13.2 (Methodology for User-Centered System Design) aims to foster re-
search, dissemination of information and good practice in the methodical
application of HCI to software engineering.

• WG13.3 (HCI and Disability) aims to make HCI designers aware of the needs
of people with disabilities and encourage development of information systems
and tools permitting adaptation of interfaces to specific users.

• WG13.4 (also WG2.7) (User Interface Engineering) investigates the nature,
concepts and construction of user interfaces for software systems, using a
framework for reasoning about interactive systems and an engineering model
for developing user interfaces.

• WG13.5 (Human Error, Safety and System Development) seeks a framework
for studying human factors relating to systems failure, develops leading-
edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical
systems.

• WG13.6 (Human-Work Interaction Design) aims at establishing relation-
ships between extensive empirical work-domain studies and HCI design. It
will promote the use of knowledge, concepts, methods and techniques that
enable user studies to procure a better apprehension of the complex interplay
between individual, social and organizational contexts and thereby a better
understanding of how and why people work in the ways that they do.

• WG13.7 (Human–Computer Interaction and Visualization) is the newest of
the working groups under the TC13. It aims to establish a study and research
program that will combine both scientific work and practical applications
in the fields of HCI and visualization. It will integrate several additional
aspects of further research areas, such as scientific visualization, data mining,
information design, computer graphics, cognition sciences, perception theory,
or psychology, into this approach.

• SIG 13.1 (HCI and International Development) aims to promote the appli-
cation of interaction design research, practice and education to address the
needs, desires and aspirations of people in the developing world; support and
develop the research, practice and education capabilities of HCI institutions
and organizations based in the developing world; develop links between the
HCI community in general, and IFIP TC13 in particular, with other relevant
communities involved in development, especially IFIP WG 9.4 Computers
in Developing Countries.
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• SIG 13.2 (Interaction Design and Children) aims to provide a forum for all
things relating to interaction design and HCI where the intended users or
appropriators of the technology or service are children. The definition of
children is broad rather than narrow, including toddlers and teenagers, but
the core work, currently at least, is with children in junior schools.

New Working Groups and Special Interest Groups are formed as areas of signif-
icance to HCI arise. Further information is available at the IFIP TC13 website:
http://www.tc13.org
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José Campos, Portugal
Pedro Campos, Portugal
Maria-Dolores Cano, Spain
Cinzia Cappiello, Italy
Robert Capra, USA
Jorge Cardoso, Portugal
Stefan Carmien, Spain
Maria Beatriz Carmo, Portugal
Luis Carriço, Portugal
Tiziana Catarci, Italy
Augusto Celentano, Italy
Teresa Chambel, Portugal
Olivier Chapuis, France
Monchu Chen, Portugal
Yunan Chen, USA
Kelvin Cheng, Singapore
Keith Cheverst, UK
Sonia Chiasson, Canada
Yoram Chisik, Portugal
Luca Chittaro, Italy
Yu-kwong Chiu, USA
Georgios Christou, Cyprus
Andrea Civan Hartzler, USA
Torkil Clemmensen, Denmark
Todd Cochrane, New Zealand
Luis Coelho, Portugal
Nathalie Colineau, Australia
Karin Coninx, Belgium
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Heli Väätäjä, Finland
Teija Vainio, Finland
Leonel Valbom, Portugal
Pedro Valderas, Spain
Judy van Biljon, South Africa
Thea van der Geest, The Netherlands
Darelle van Greunen, South Africa
Bradley van Tonder, South Africa
Lexvan Velsen, The Netherlands

Lynette van Zijl, South Africa
Jean Vanderdonckt, Belgium
Radu-Daniel Vatavu, Romania
Manuel Veit, France
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Abstract. Designing for diversity is a laudable aim. How to achieve this, in the 
context of mobile phone usage by South African seniors, is a moot point. We 
considered this question from two possible perspectives: universal (one-world) 
versus focused design (designing for diverse “islands” of users). Each island 
would be characterised by a measure of relative homogeneity in terms of user 
interface needs. Our particular focus in this paper is age diversity. The universal 
approach attempts to deliver a design that can be all things to all people – 
meeting the needs of all users within one user interface. The islander approach 
delivers specific and different designs for islands within a diverse world. To 
determine which the best approach would be, in the South African context, we 
dispatched a team of student researchers to interview participants from an older 
generation, on a one-to-one basis. It was beneficial to deploy aspiring designers 
to carry out this research because we wanted to confront aspiring researchers 
with the differences between their own and other generations’ usage of, and 
attitudes towards, mobile phones. Our study found that there were indeed 
significant age-related differences in mobile phone usage. Our research 
delivered insights that led to a model of the factors impacting mobile phone 
usage of the senior generation as a series of filters between the user and their 
device. We conclude that the island approach is more suitable for age-specific 
design. This approach might well become less fitting as a more technologically 
experienced population ages, but at present there is a clear need for an age-
sensitive mobile interface design.  

Keywords: Mobile Phones, Design, Age. 

1 Introduction 

The world is a-changing, in different ways and at varying paces. One technology that 
has changed lives across the planet with dizzying speed is the mobile phone. These 
devices have become so interwoven with our daily lives that it is hard to imagine a 
world without them. Indeed, people object when they are denied their phones, even 
for short periods, evidenced by opposition to the ban on usage during take-offs and 
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landings of airplanes [1]. Interestingly, there are now calls for this ban to be lifted [2]. 
Our focus in this paper is generational impact on the use of mobile phones, and how 
this ought to be accommodated in the design of phone interfaces. 

Many countries world-wide are grappling with a shift from a demographically 
young to a demographically old society and the challenges this constitutes in terms of 
care and having enough young people to finance pensions. This has been a relatively 
slow but inexorable shift as birth rates have declined and health advances have 
prolonged life spans. The breakneck speed at which technology has advanced in the 
same period is something the older generation often finds daunting. 

The diffusion of mobile phones into society provides a powerful example of the 
rate of change the elderly have witnessed in their lifetimes. Whereas it took 95 years 
for 90% of American homes to get landline phones, it took only 20 years for mobile 
phones to penetrate the market to the same extent. The young of today are used to this 
rate of change [3]. There is evidence that the older generation experience particular 
and challenging difficulties using this mobile technology [4] [5]. Children use mobile 
phones intuitively [6] but for older users it often seems an alien device [7].  

A Google trends search for “senior phone” delivered the graph in Fig. 1, which 
suggests that there is an increasing and sustained interest, worldwide, in mobile 
phones for the older user. What is not yet clear is what approach should be taken to 
accommodate the needs of this growing user group.  

 

Fig. 1. Google Trends Search for the term “senior phone” carried out 15 January 2012 
(http://www.google.com/trends/explore#q=%22senior%20phone%22) 

The rest of this paper is organized as follows. Section 2 contemplates the different 
approaches to designing for diversity. Section 3 presents the design of the study we 
carried out to determine whether there is a need for an age-sensitive approach to 
designing mobile phone user interfaces. Sections 4, 5 and 6 detail the three distinct 
parts of the research, the first carried out by the student researchers, the second the 
conclusions about mobile phone usage by the young and the third modeling mobile 
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phone usage by the older participants. Section 7 discusses the findings and Section 8 
concludes. 

2 Designing for Diversity 

It is beneficial to ensure that we set out with a clear understanding of the core concept 
of diversity. Synonyms for diversity are variety, multiplicity and difference. These 
suggest designing for ease of use without the expectation of the user having any 
specific set of skills or prior experience. Users have goals and needs and wish to use 
the interface to satisfy them: they do not wish to have to undertake training, read 
manuals or to struggle to use the device. There are at least two ways of designing for 
diversity. 

• The first is to design a universal interface offering a wide range of functionality 
and personalisation features. This option accommodates a wide range of needs and 
wants, being all things to all users and is followed by smart phone manufacturers. 
The owner of the smart phone can tailor the phone to their own personal tastes and 
needs, with a myriad of options and settings available to facilitate the process. 
Many mobile phones allow the owner to choose a ring tone, background, layout 
and set of applications, and is referred to as the one-world approach [8]. The snag 
might be that we run the risk of not meeting anyone’s needs properly, of delivering 
the same sub-optimal interface to everyone. 

• The second option is to perform segmentation, to provide a range of interfaces and 
devices, each focused on satisfying the needs of a specific group of users. This 
approach assumes that users can indeed be segmented into islands of relative 
homogeneity. The users within these islands are considered to share more 
characteristics with fellow islanders than they do with the inhabitants of other 
islands, but within each island there is still much diversity. This can be referred to 
as the island approach. This option can have negative connotations and be 
considered discriminatory. To address this, islands have to delineate with great 
sensitivity and care. This approach is argued for by Head & Ziolkowski who 
proposed segmenting mobile phone users in a meaningful way and moving beyond 
the “one-size-fits-all” model [9].  

  

Fig. 2. Eliminating Complexity by Reducing Functionality (The Age UK Mobile Phone on the 
right)(http://www.ageuk.org.uk/Products/Communications/Mobile-phones/) 
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Which approach should be followed in designing mobile phone interfaces for age 
diversity, the one-world or the island approach? Prensky makes a strong case for 
designing for age-based groups [10]. Fig. 2 (left) offers an extreme example of the 
most popular way of solving difficulties experienced by the elderly: withdrawing and 
reducing functionality to the bare minimum. As with many other seemingly quick and 
easy solutions to intractable problems this approach is amusing rather than effective 
since it severely reduces the usefulness of the device. Some mobile phone 
manufacturers have indeed identified the elderly as a group justifying the island 
approach. Most of the “senior” phones on offer provide severely reduced functionality 
and almost child-like interfaces (see Fig. 2 -right). The underlying assumption is 
unpalatable: the elderly are incapable or don’t need all the functionality other users 
need. While the island approach might well be justified, they appear to have failed in 
their execution because these phones do not accommodate the diverse needs of all 
“island” members, and might actually alienate some with their simplistic design. 

The failure of the mobile phone industry to meet the needs of older users with their 
targeted device and interface could be due to the island approach, as a concept, being 
a fallacy, at least as far as age is concerned [11]. It could also be because the design 
has veered too far towards an unwarranted assumption of island homogeneity, not 
acknowledging islander diversity.  

The viability of a generation-sensitive island approach, rather than a one-world 
approach, needs to be studied in order to determine how to design mobile phone 
interfaces to accommodate the a wide range of generational diversity. 

2.1 Purpose of the Study 

Our aim is to reveal diversity or homogeneity within and between generational 
“islands”, with the end purpose of approving or denouncing generation-specific 
design. It could be that there are no, or merely shaky, grounds for the island approach 
[11]. The evidence might well convince interface designers that the one-world option 
is the wiser. An ethnographic study will help to deliver this insight. 

2.2 Researcher Choice 

The critical question is: who should undertake such a study? One of the main concerns 
is that whoever does the study will be influenced by the natural human tendency to 
stereotype older people. We all have a tendency to assign people to classes or categories 
and then to exercise judgement based on this categorisation [12]. This is particularly 
true of age-specific groups, since age is immediately apparent when we meet someone 
for the first time. Cuddy and Fiske also point out that “out-groups” (as the young would 
consider the old or visa-versa) are seen to be homogeneous. In terms of how the young 
see the elderly, this leads to expectations of competence (low) and friendliness (high). 
Thus two observers might interpret the same incident very differently, especially when 
they come from two different generations. 

A researcher might have an unconscious bias towards the island population, which 
would influence their interpretation. It is important for the reported findings to be 
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validated, to ensure that they are not merely the product of pre-conceived notions. 
Fortunately, Caspi reports that inter-age contact serves to reduce stereotype-like 
attitudes [13]. Moreover, ensuring that individuals from two distinct groups interact 
has been shown to reduce stereotypical characteristic attributions [14]. Thus, if we 
incorporate inter-generational contact, on a one-to-one basis, into the study, we can 
reduce the stereotyping effect. This will lessen the likelihood that researchers merely 
report pre-conceived notions rather than real effects. 

There is another way of contemplating age-specific research. Neugarten, Moore 
and Lowe argue that older people are more aware of age-appropriate behaviours than 
are younger members of society [15]. Thus the younger do not have invariant 
expectations of age-specific behaviour, as do the older. This means that, in contrast to 
the stereotyping perspective, which suggests pre-conceived expectations, this 
perspective suggests that they would not have as strongly held behavioural 
expectations as the older participants. This might make them more open to 
contemplating the situation as it is, as opposed to merely confirming their own pre-
conceived notions about what people of the older generation do and think. 

Hence it made sense to dispatch trainee user interface designers to carry out this 
research. This delivered other benefits too. Where clearly we would like to confront 
seasoned designers themselves with the findings of this study, it is even better to task 
designers themselves to carry out the study. This kind of engagement is a very 
valuable way of exposing interface designers to the needs and opinions of a group of 
users they wouldn’t normally encounter. Moreover, it would be especially valuable 
for aspiring user interface designers to experience this at the outset of their careers 
before they establish less than helpful design habits and become less malleable and 
more likely to hold pre-conceived notions [16]. 

There is another consideration too. In previous eras the older generation trained 
and apprenticed the young; they had something valuable to impart, which suggests 
that the young respected and learnt from them. There is worrying evidence of a shift 
in attitude. Netz and Ben-Sira asked a range of generations to rate adolescents, 
middle-aged and elderly people on four semantic categories [17]. All participants 
rated the “older” category lowest of all the semantic categories. Sharps, Price-Sharps 
and Hanson compared attitudes to the elderly in Thailand and America and their study 
confirmed these kinds of negative attitudes towards the elderly in both countries [18]. 
The widespread use of the word “ageism” is perhaps the most prescient reminder of 
the fact that the elderly are increasingly considered a burden to society, displacing 
them from their erstwhile strong position of respect and source of sage advice. Going 
back to our previous discussion about stereotyping, and the benefit of ensuring that 
individuals from different groups meet each other, it would seem helpful for students 
to carry out the research so that a sense of mutual respect can be fostered. 

Hence we decided to set this as a task for students, aspiring human-interface 
designers, to carry out as coursework. The student researchers can undeniably deliver 
a different and fresh perspective, delivering potentially new and different insights 
since they are not constrained and influenced by their previous designs and activities. 
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3 Study Design 

The study was structured as shown in Fig. 3. In stages 1 and 2 we set coursework for 
students undertaking a third-year Computer Science Human Computer Interface 
course. They were to interview an older mobile phone user about their use of their 
mobile phones and to teach them how to use a function on their phone. They had to 
assume that a mobile phone company, wanting to target the over-65 market, 
employed them. 

The students were required to submit a joint report detailing their findings and 
making recommendations for improvement of the device and/or interface. We 
provided the framework for the interview to ensure that all students investigated the 
same aspects. This questionnaire addressed: background information about the 
participant, their mobile phone experience and usage, and how they felt about their 
mobile phones. No personal information was collected so anonymity was preserved. 
To familiarise students with ethical practice they were instructed to ask the 
participants to complete a consent form prior to the interview. We confirmed their 
findings by carrying out a search of relevant academic publications reporting the 
findings of empirical studies in this area.  

 

Fig. 3. Study Stages 

In stage 3 we instructed the student researchers to also complete the questionnaire 
so that we could carry out a comparative analysis. We also interviewed the students to 
gather qualitative data to support stage 4. In stage 4 we consulted the academic 
literature to establish an understanding of their typical attitudes to, and use of, mobile 
phones. During stages 5 and 6 the reports, questionnaires and interview data were 
analysed qualitatively and quantitatively. The analysis of the qualitative data 
supported identification of similar or contradictory themes [19]. 
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4 Stages 1 and 2: Student Researchers’ Reports 

Fifty student researchers collected data from 99 participants (aged 65 years and 
older). The students were asked to recommend changes to the interface design that 
could improve mobile phone usage. Case sampling was used to select the participants 
“where a profile of attributes or characteristics that are possessed by an ‘average’, 
typical person or case is identified, and the sample is selected from these typical 
people or cases” [19, p. 143]. To explore their participants’ experience of their mobile 
phones, they interviewed the participants using a standard questionnaire of 65 
questions developed by the authors. Students sometimes found it difficult to find 
willing participants for the project but a few students obtained permission to interview 
residents in retirement villages or homes. Those with relatives in the vicinity mostly 
interviewed family or family friends. Most student interviewers interviewed a friend 
or acquaintance (see Fig. 4). 
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Fig. 4. Students’ relationship to their participants 

4.1 Questionnaire Results 

The older participants were mostly unskilled (42%), although 37% were skilled, 11% 
were retired and 9% were unemployed. The majority (37%) of the participants had 
between 6 and 12 years of schooling (see Fig. 5). 

����

����

����

����
���

���������������
� �

����������!�����
� �

"
�����

#����
���

$� ���
��

 

Fig. 5. Highest qualification of elderly participants 
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Significantly more students indicated that their English (reading and writing) skills 
were very good (Χ2 = 30.95, p < 0.0001) (Χ2 = 13.53, p= 0.0012). Students used their 
cell phones more regularly than the older generation (Χ2 =18.58, p < 0.0001). 
Although 65% of the participants indicated that they enjoyed their phones, more 
students (97%) indicated that they enjoyed their phones (Χ2 =15.93, p=0.0003). More 
students also indicated that they always kept their mobile phones within reach (Χ2 
=10.78, p=0.0010). As expected, students are more likely to use abbreviations when 
writing SMSs (85%) (Χ2=51.70, p < 0.0001). Students were more likely to have smart 
phones (91% versus 31%) than their participants (Χ2=45.50, p < 0.0001). 
Significantly more students found the mobile phone easy to operate, enjoyable, 
appealing and friendly compared to their participants. 

 

Fig. 6. Similarities and differences 

A statistically significant number of participants found the mobile phone confusing 
at times. Phones were obtained from similar sources and charged similarly.  
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Fig. 7. Phone functions used indicated as a percentage 
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No differences were found between the two groups in terms of their feelings of 
frustration when operating the phone or it being overwhelming or time consuming. A 
summary of all the findings is depicted in Fig. 6 and can be seen in Table 1 in 
Appendix A. 

Phone usage, as expected, was very different in the two study groups – all 
functions, except calls, were used statistically significantly more regularly by students 
than the elderly participants (see Fig. 7). Both groups found the mobile essential, 
useful, liked the phone, indicated that it made life easier and that it offered value for 
money (see Fig. 8). Similarly both groups indicated that there were some aspects of 
their mobile phones that they would like changed/improved. These included: the 
keyboard, the screen, the camera and other aspects such as sound quality and 
increased battery life. 

5 Stages 3 and 4: Literature on the Younger Mobile Phone User 

The young seem totally at ease with their mobile phones, almost considering the 
device to be an extension of themselves. To understand how the young feel about 
their phones we asked students to fill in the same questionnaires the participants 
completed. From this, a number of themes emerged, related to how they felt about 
their phones. The research literature confirmed these themes (see Fig. 9): 
 

 

Fig. 8. How participants and students felt about their mobile phone 

1. Use Frequently & Keep their phones close: Walsh, White and Young found 
evidence that the young are extremely attached to their phones, exhibiting 
symptoms of addiction [20]. They use their phones to enliven “dead time” while 
commuting or queuing, to maintain a sense of awareness of others not in the same 
location and use the phones to finalise arrangements for meetings in real time [21]. 
Both Park and Wikle argue that some users become addicted to their mobile 
phones [22] [23]. If this happens, the device will easily become characterized as 
time-consuming. 
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2. Enjoyable, friendly, appealing, useful: in terms of these aspects it is difficult to 
know which comes first, the mobile or the prospect of enjoyment. Dickinger, 
Arami and Meyer suggest that the prospect of enjoyment drives adoption [24]. 
Once they start using the phone, it is likely that their enjoyment will lead to more 
usage, with enjoyment and usage reinforcing each other, leading to whole-hearted 
adoption [25]. 

3. Frustrating, overwhelming: This was an unexpected result: that even the young 
sometimes experience negative feelings towards their phones. Thompson, 
Hamilton and Rust refers to feature fatigue being experienced by mobile phone 
users, which might be what these students are experiencing [26]. This aspect is 
confirmed by Head and Ziolkowski [9]. 

4. Emotional Attachment: It is interesting to note that young people consider their 
phone as a way of expressing their sense of self and use it as a fashion statement 
[27]. Vincent investigated emotional attachment to mobile phones, and suggests 
that its multiple roles and the activities it facilitates play a role in this attachment 
[28]. 

 

Fig. 9. Young people and their mobile phones 

Many of these findings were also confirmed by the Pew Internet survey of mobile 
use by teens in April 2010 [29]. What is interesting about this collection of themes is 
the apparent contradiction between approbation and opprobrium. The students rely on 
and use their phones frequently, but some still express a sense of being overwhelmed 
by their phones and admit to a measure of frustration. Nafus and Tracy carried out a 
longitudinal study into the use of mobile phones in the UK. They found that teenagers 
in their study were very enthusiastic about their phones, but that attitudes changed 
after 20, with some participants expressing outright hatred of their phones. They 
acknowledged the usefulness of the phones but had reservations about their negative 
social consequences. The authors postulate that the ubiquity of phones challenges 
their emerging sense of individuality. They report that the over-30s in their study 
appeared indifferent to their phones. It could be that our students, in the 20-30 age 
group, are in the process of shifting away from unqualified enthusiasm to a more 
mediated utility-oriented usage of their phones [30]. 
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6 Stages 5 and 6: The Younger Generation’s Reports about the 
Older Mobile Phone User 

Team reports, as well as interviews, were used to gather qualitative data. A grounded 
theory approach was used to analyse the reports: no pre-conceived themes were used 
to guide the analysis: the analysis allowed a number of dominant themes to emerge 
from the text. All comments referring to the elderly and the challenges they faced in 
using and learning mobile phone functions were extracted, and categorised. 

The themes that emerged suggest a pipeline-like filtering process between the 
phone, its myriad capabilities and functionalities, and the elderly user. It became clear 
that reduced functionality was a very strong theme. Some comments suggested that 
this was affected by the complexity of the interfaces but for some functions the 
strength of the need for use of the functionality provided sufficient impetus for 
mastery of the function, despite difficulties. Another strong theme was that of age-
related impairment. All reports mentioned at least one of visual, auditory or dexterity 
impairment, which made the use of the phone challenging for the elderly participants. 
Some also referred to age-related memory difficulties. Another anecdotal theme was 
related to the perception that the participants appeared to learn more slowly than the 
researchers did themselves. There was the sense that this was impeding their use of 
the mobile device. There was also mention of education, gender and location effects 
on usage. A final strong crosscutting theme was that of change resistance and 
mistrust, with many of the participants being averse to changing the way they did 
things. Fig. 10 presents the themes as funnels, or filters, which intrude between the 
phone and its owner, making the device less useful and usable than it could be. 

 

 

Fig. 10. Factors impacting on older mobile phone users 

There is conflicting evidence in the literature about the impact of education on 
usage, such that we also cannot confirm that education, by itself, impacts older mobile 
phone users’ use of their mobile phones [31] [32]. The former study detected no 
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educational effect while the latter did. Bagchia, Kirsa and López [33] also did not find 
an educational effect on ICT diffusion, yet Lee did observe an educational effect [34]. 
Finally, Boateng carried out a study of micro-traders in Ghana and was not able to 
show any educational effect in terms of mobile phone usage [35]. It seems that one 
cannot reliably isolate the effects of education in impacting technology usage. 
Education, or lack thereof, like gender, is also a strong indicator of socio-economic 
status in Africa. Interestingly, the students also referred to a location effect. When the 
students referred to “location” they were probably referring to the areas participants 
lived in that reliably (in South Africa) serve as an indicator of their socio-economic 
standing. Rice & Katz were indeed able to confirm that this impacts mobile phone 
usage [36]. This, too, is confirmed by the Unicef report on the use of mobile phones 
in South Africa. Hence the gender, location and educational effects reported by the 
students arguably all fall under the socio-economic status umbrella, and this has 
indeed been shown to impact on mobile phone usage.  

There is clear evidence confirming the other factors reported by the student 
researchers. There is confirmatory evidence of older mobile phone users making use 
of a small subset of core functionality [37], and that their usage is determined by their 
needs [38]. Turner, Love and Howell found evidence that older users did indeed use 
their phones less than younger users [39].  Ziefle and Bay found evidence that the 
complexity of the provided functions often discouraged older users from using them 
[40]. There is also evidence of age-related impairments getting in the way of their use 
of the phones [41] and there is evidence that they do indeed appear to learn more 
slowly than their younger counterparts (Holzinger, Searle & Nischelwitzer, 2007). 
They also resist change [42] and many mistrust technology [43].  

Hence most of the identified factors are confirmed, suggesting that the students did 
indeed reliably identify age-specific difficulties in the use of mobile phones. The 
refined model is shown in Fig. 11. The ordering of the filters is not intended to be 
relevant or prescriptive. The relative impact and ordering will be individual-specific. 

 

Fig. 11. A model of the factors that influence mobile phone usage by older users 
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7 Discussion 

There are striking differences between young and old in terms of their use of, and 
attitudes towards, mobile phones. Whereas the older generation appear to struggle 
with the phone interface and multiple functionalities, what is conspicuously absent 
from the literature is any mention of difficulties being experienced by young people 
using their phones. There were no reports of perceived complexity or any sense of 
their being put off by the speed of technology advance – they embrace the new 
opportunities these advances open up. Kreutzer carried out a study of the use of 
mobile phone features by high school children in the same part of South Africa as this 
study. He reports that, during one particular day, almost all students used phones, 
even those who did not own phones themselves. The most used aspect was personal 
communication, but the second most used functionality was related to entertainment 
(games, music, photos, videos). This type of use is very rare amongst the older 
participants [44].  

The older generation, on the other hand, were cautious, mistrustful, almost 
censorious. They owned and used their phones but there was no sense that they 
enjoyed them the way the young did. They used them purely in a goal-directed 
fashion to satisfy their needs. Fernández refers to mobile phones having a peripheral 
position in the older person’s life, which is very different from the way young people 
view their mobile phones [45].  

Yet there were similarities between generations. Both groups found the mobile 
phone useful, suggesting that it supported their goal-directed needs. Conci, Pianesi  
and Zancanaro surveyed 740 older people and found that their mobile phone usage 
was primarily utilitarian driven, which appears to confirm this. The motives that drive 
older users to use mobile phones, they argue, are much the same as those that drive 
younger users [46].  

We will conclude this section with a note of caution. It would be foolhardy to 
assume a high level of homogeneity within island groups. For example, Aoki and 
Downs analysed college students’ use of their mobile phones and identified five 
groups within their sample, displaying very different attitudes towards their mobile 
phones even within a group of fairly similar age, interest and educational level. In 
designing for “islands” we have to ensure that we identify the shared characteristics, 
and design to accommodate those, but the design must also be sufficiently flexible to 
accommodate the wide diversity within the generational island [47]. 

8 Conclusion 

Daniel and co-researchers argue strongly for an understanding of context (social, 
economic and political dynamics) of ICT usage before any intervention is 
contemplated [48]. Here we have studied the use of mobile phones by the older 
population in South Africa, precisely in order to understand this context. We 
contemplated two approaches in this paper: designing for one-world or an island-
specific design. We were able to depict the experiences (Fig. 7) and attitudes (Fig. 8) 
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of the young researchers and the older participants and the differences are prominent 
and conspicuous. What we see is the older users grappling with a new and unfamiliar 
technology that often seems to overwhelm them with its complexity. We see usage of 
a reduced range of functionality and a measure of frustration at an inability to master 
this device that seems to mean so much to the younger generation. The young, on the 
other hand, appear to love their phones, use them constantly and seemingly couldn’t 
do without them. Would it be possible to produce one design for these two groups? 
We do not believe this to be feasible or practical. In terms of age-sensitive mobile 
phone design, especially in a developing world context, we therefore argue that 
island-specific design is the wiser approach. 
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Appendix A  

Table 1. Elderly participant and student comparisons 

Variable Options Participant Student Χ 2 p-value 
Resident City 65 46 4.94 0.0848 
 Small town 21 36   

 Rural 14 18   

English reading skills Not well 18 0 30.95 <0.0001** 
 Reasonably well 42 11   

 Very well 40 89   

English writing skills Not well 21 0 13.53 0.0012** 
 Reasonably well 36 32   

 Very well 43 68   

Length of mobile ownership < 1 year   6   2 8.94 0.0115* 
 1-3 years 22   4   

 3+ years 72 94   

How was mobile obtained Bought 49 56 3.20 0.3612 
 Gift  43 33   

 Contract   6 11   

 Other   2   0   

How often is mobile used < Once per week 11   0 18.58 <0.0001** 
 Once a day 24   2   

 > Than once a day 63 98   

Keep mobile close Yes 80 100 10.78 0.0010** 
 No 20   0   

How mobile is charged Home battery 17 15 3.17 0.3667 
 Electricity 83 85   

Abbreviations used for SMS Yes 21 85 51.70 <0.0001** 
 No 79 15   

Phone enjoyable Agree 65 96 15.93 0.0003** 
 Not sure 23   2   

 Disagree 12   2   

Phone frustrating Agree 26 16 2.34 0.3102 
 Not sure 18 15   

 Disagree 56 69   

Makes life easier Ambivalent   3   3 0.78 0.6761 
 Yes 95 97   

 No    2   0   

Suggested changes to phone Nothing 38 19 6.16 0.1879 
 Keyboard 15 23   

 Screen 17 16   

 Camera   6 12   

 Other 24 30   

Own a smart phone Yes 31 91 45.50 <0.0001** 
 No 96   9   

Significant result p < 0.05; **Very significant p<0.01. 
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Abstract. Large screens or projections in public and private settings have be-
come part of our daily lives, as they enable the collaboration and presentation of 
information in many diverse ways. When discussing the shown information 
with other persons, we often point to a displayed object with our index finger or 
a laser pointer in order to talk about it. Although mobile phone-based interac-
tions with remote screens have been investigated intensively in the last decade, 
none of them considered such direct pointing interactions for application in eve-
ryday tasks. In this paper, we present the concept and design space of Pointer-
Phone which enables users to directly point at objects on a remote screen with 
their mobile phone and interact with them in a natural and seamless way. We 
detail the design space and distinguish three categories of interactions including 
low-level interactions using the mobile phone as a precise and fast pointing de-
vice, as well as an input and output device. We detail the category of widget-
level interactions. Further, we demonstrate versatile high-level interaction tech-
niques and show their application in a collaborative presentation scenario. 
Based on the results of a qualitative study, we provide design implications for 
application designs. 

Keywords: Mobile phone, pointing, interaction, collaboration. 

1 Introduction 

Large screens and projections have become part of our daily lives. They support col-
laboration as they allow multiple users to simultaneously access information. For 
instance, in a meeting presentation, information is shared with multiple users. How-
ever, the control of what is being displayed is usually limited to a single user (e.g., in 
presentation). Others cannot share, access, or manipulate virtual objects or data on the 
remote display.  

Direct pointing has been investigated for interaction with remote displays [19]. Di-
rect pointing interaction is a natural way for users to select and interact with objects 
on a remote screen (see Figure 1(a)) [16]. However, such settings enable only few 
options for interactions and are limited to basic operations. 
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(a) (b) (c)  

Fig. 1. Using the mobile phone as a pointing device enables versatile interactions with remote 
screens: (a) Pointing to targets. (b) Performing actions on the personal phone such as selecting 
and downloading an item. (c) Further interaction with data on the phone. 

As mobile phones are ubiquitously available, they enable users to access remote 
displays in diverse ways [2]. For instance, downloading information from a remote 
display to the mobile phone for further inspection [4] or sharing information on a 
remote screen with others [1]. Pointing-based interactions offer an easy-to-use way of 
allowing users to interact with an object by pointing to it [24].   

Hence, mobile phones with integrated pointing abilities enable diverse novel op-
tions for interaction in a natural and seamless way. Using the mobile phone as a point-
ing device and general interaction device has not been investigated, thus raising ques-
tions regarding how the phone’s specific characteristics (e.g., options for input and 
output) and attributes (e.g., user data context) can be integrated into the interaction 
process. 

In this paper, we contribute the detailed investigation of the novel design space of 
PointerPhone. PointerPhone uses mobile phones as pointing devices for new direct 
and natural pointing interactions with remote screens (see Figure 1). We present a 
classification consisting of low-level, widget-level, and high-level interaction tech-
niques. Further, we show application examples and demonstrate the integration of 
diverse techniques into a collaborative meeting support application which we imple-
mented based on a prototype system that uses laser-pointer-equipped mobile phones1. 
Furthermore, we present observations and results of a qualitative user study and we 
provide a catalogue of design guidelines as well as lessons learned that need to be 
considered when designing applications based on PointerPhone interactions. 

2 Related Work 

A large body of research exists in the area of remote interaction with remote informa-
tion displays such as large screens or projections. These related works can be classi-
fied into the following categories: a) general pointing interaction and technologies, b) 
interaction with remote screens using mobile phones as a pointing device, and c) col-
laboration support. The review of the related work shows that no previous work in-
vestigated the combination of mobile phones with direct pointing for interaction with 
remote screens. 

                                                           
1 A complementary video figure is available at http://youtu.be/qp3pIklYLxo 
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2.1 Pointing Interaction 

Early work by Rekimoto investigated the potential of interacting with remote screens 
in a continuous work space [23]. Using the hyperdragging technique, users could 
move data items across multiple devices (e.g., laptops or shared screens). Here the 
user controlles a cursor with a mouse connected to one device. The cursor would jump 
to other screens when reaching a display border, allowing to reach out for data across 
devices. By using a mouse, the pointing is only indirect as users cannot literally point 
out to the desired target but rather move the mouse on a planar surface. Olsen and 
Nielsen investigated direct pointing for interaction with virtual objects based on laser 
pointers [19]. They analyzed interaction techniques based on camera tracking of a 
simple laser pointer on a remote screen (e.g., interaction with widgets, drawing, and 
navigation). Vogt et al. demonstrated how collaborative multi-user settings can be 
implemented using several laser pointers [31]. Myers et al. compared the effect of 
different form factors of pointing devices (a pen-like pointer, a pointer attached to a 
toy gun, and a pointer attached to a personal digital assistant device) for interaction 
with large projected screens [16]. They observed that it is essential to support interac-
tions which do not cause much jittering of the pointing device and allow users to easi-
ly control the making of selections. Shizuki et al. investigated the potential of using 
pointers to interact with remote screens beyond making mouse-like selections [27]. 
Their findings show that simple commands for applications can be directly performed 
using a standard laser pointer device. Nintendo released the Wii U controller device 
which enables pointing to a remote screen and interaction through a small touchscreen 
[18]. Similarly to the PointerPhone approach, this system enables interaction on a 
remote and a personal screen. Yet, the Wii U game controller does not provide and 
store users’ data such as photos, bookmarks or contacts. Also, a game controller is not 
always carried by the users and thus is not suited for interacting in diverse settings. 
Schmidt et al. introduced a pico projector-based approach where users project an in-
terface onto smart objects that are equipped with a specific sensor [25]. Through  
moving the projector and thus the projected interface, users can select and activate 
different interface widgets. This way of pointing interaction is, however, limited to 
one user and does not support collaboration. 

2.2 Pointing Technologies 

A large variety of technologies and approaches exist to allow for the sensing of the 
pointing interaction. They can be classified into direct pointing (e.g., with laser poin-
ters as in [19, 31, 29]), and inertial sensing (e.g., using gyroscope and accelerometer 
sensor data as in [18]). An additional approach was presented by Zizka et al.; they 
presented SpeckleSense which enables precise interactions with remote screens based 
on laser speckle motion sensing [34]. In contrast to a pointer-based approach, each 
interaction device handles the sensing internally. This approach also allows for the 
use of a fixed device which senses the motion of a user based on laser speckle; similar 
as interaction sensing enabled through a fix installed depth camera (e.g., [15]). With 
the XWand, Wilson and Shafer introduce a pointing device with the shape of a short 
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stick, which allows users to point to and interact with objects in a smart environment 
[33]. This system determines with which object a user intends to interact based on 
data provided by different integrated sensors such as accelerometers. Hence, no in-
formation display is required and user feedback is provided implicitly.  

2.3 Mobile Interaction with Remote Screens 

For interacting with remote screens, mobile phones have been used in many different 
ways. For instance, different works examined the potential of gestures where the user 
pretends to throw an object towards the remote screen while holding the mobile phone 
in their hand (e.g., [8, 10]). Yet this only allows for imprecise interactions, and select-
ing items is not possible. Also, different television set manufacturers provide applica-
tions for mobile phones which replace the standard remote control: the mobile phone 
provides an interface for selecting the channel and controlling the volume (e.g., [12]). 
However, interaction is limited to these simple actions and to steering a cursor 
through the phone’s touch screen. Boring et al. presented a unidirectional mobile 
phone camera-based approach for selecting and transferring data from a remote dis-
play to a personal mobile phone [4]. Different works investigated the potential to 
control a virtual cursor on the remote screen, using the phone camera by tracking the 
optical flow (e.g., [13]), or the phone’s accelerometers (c.f., [6]). However, this ap-
proach is limited in terms of interaction speed. Boring et al. presented TouchProjec-
tor, which allows users to perform touch input on their mobile devices; the touch 
events are then transmitted to a remote screen [5]. Baur et al. investigated interaction 
based on the metaphor of virtual projection whereby the phone camera captures an 
external screen to sense the spatial relation of the phone to the screen. Users can ex-
change data and interact with virtual objects on the remote screen within the camera 
frustum by performing touch interactions on the mobile phone [3]. 

The PointerPhone approach presented in this paper, in contrast to the aforemen-
tioned works, allows to interact directly with specific targets on the remote screen by 
pointing in a natural way. Users do not have to hold the mobile phone like a camera 
as the case when using TouchProjector for remote touch interaction. Also, in contrast 
to camera-based approaches for steering a cursor, which only allow indirect pointing, 
PointerPhone allows pointing that is natural for the user, fast, and direct. 

2.4 Mobile Phone as Pointing Device 

Rukzio et al. investigated users’ preferences of mobile interaction with smart objects 
in their environment [24]. They compared the interaction styles of touching (using 
near field communication), scanning (based on Bluetooth), and pointing. For pointing, 
they attached a laser pointer to a mobile phone for interacting with smart objects such 
as a CD player. Pan et al. investigated how inertial sensing of a phone’s position and 
rotation in relation to a projected remote screen can be used to support pointing using 
a mobile phone [20]. In their work, Rashid et al. investigated the differences of prox-
imal and distal selection of targets using a mobile phone connected to a Wii controller 
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[22]. They found that distal interaction is preferred for the selection of targets and 
results in lower error rates compared to proximal selection. While this work provides 
interesting insights regarding the selection of targets, they did not focus on other as-
pects such as interaction with widgets or data sharing interactions. 

These works investigated the use of a mobile phone combined with different point-
ing capabilities. However, they all do not consider the phones’ specific attributes and 
capabilities that allow for novel interactions. PointerPhone considers the characteris-
tics of mobile phones in terms of available sensing, input and output options, and 
application possibilities which have not been investigated so far. 

2.5 Collaboration Support 

Work on single-display groupware [30] investigated how multiple users can simulta-
neously interact with a single display, for instance, by using multiple mouse cursors 
[21]. However, in such a setting user collaboration is limited to simultaneously point-
ing to targets on a shared screen. Sharing personal data is not possible, although feas-
ible through the PointerPhone approach. Connecting personal and mobile devices to a 
remote shared screen to support collaboration has been investigated in different 
works. The combination of such different devices enables multiple users to access a 
shared device while each also controlling their personal device [23]. Myers et al. con-
nected multiple PDAs to a central workstation [17], allowing for data exchange.  
Additionally, the combination of personal and mobile devices with horizontal table-
top-like displays has been studied [26, 28]. Vogt et al. compared mouse-based and 
laser pointer-based interaction regarding their ability to support collaboration in small 
groups [32]. 

3 Phone Pointer Interactions 

The underlying concept of using the mobile phone as a pointing device for direct 
interaction with remote displays is simple but at the same time versatile: users point 
towards targets on a remote screen in order to perform an action that is applied as the 
user triggers the action (e.g., selecting or editing an item, controlling widgets). The 
available hardware of the mobile phone and the remote display yield a number of 
basic attributes and possibilities for interaction. Basic attributes include whether the 
user is pointing and the location on the remote display where the user is pointing to. 
Further, each mobile device that is used as a pointing device can be distinguished 
through its ID. Accordingly, different users can be distinguished. 

Each of these basic attributes can be used for interactions. Considering attributes 
isolated and combinations of different attributes result in interactions of diverse com-
plexity. Hence, simple interactions can be used as building blocks for more complex 
interactions. For instance, selecting a target by pointing and clicking can be part of 
any activity such as selecting a file on the remote screen. Again, this activity can be 
part of many applications such as photo sharing or web browsing. 
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Accordingly, the diverse interaction possibilities can be classified into three layers 
of abstraction:  low-level input and output, widget-level interactions, and high-level 
interaction and applications. This classification was chosen as it shows which options 
for interaction are available and how these can be integrated into application designs. 

3.1 Low-Level Input and Output 

Low-level Input Options. The most basic options for performing input on the mobile 
phone while pointing to a target on the remote display are using software buttons 
displayed on the phone’s screen (see Figure 2(a)), using hardware buttons available 
on the phone’s case (e.g., buttons commonly provided to control audio volume) (see 
Figure 2(b)), and performing gestures on the phone’s touch screen (see Figure 2(c)). 
These options can be applied in flexible ways as they can be used either with one 
hand or with two hands. 

One alternative option that avoids pressing hardware or software buttons is to trig-
ger an action by rotating the phone along the pointing axis (see Figure 2(d)). Rotation 
in different directions (i.e., clockwise and counterclockwise) allows to encode differ-
ent actions. For instance, a left and right click can be performed. However, rotating 
the phone could also result in moving the cursor away from the target.  

       

(a)         (b) (c)    
 

    
(d) (e) 

Fig. 2. Basic selection and input options supported through PointerPhone: (a) software buttons; 
(b) hardware buttons; (c) touch-based gestures; (d) rotation-based interaction; and (e) proximity 
activation. 
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As emphasized by Myers et al. (see [16]), using physical buttons causes unintended 
jitter effects which could lead to input actions on unintended targets. This is potential-
ly also the case when interacting with software buttons or performing gestures on the 
mobile phone. One approach that enables users to trigger an action without touching 
and moving the mobile phone uses the proximity sensor in the mobile phone. While 
users point to a target, they move their hand close to the phone and trigger the action 
as their hand gets close enough (see Figure 2(e)). Similarly, users could trigger an 
action without moving or potentially even without touching the mobile phone through 
snapping with their available hand which could be sensed using the phone’s micro-
phone.  

Low-level Output Options. Output options for feedback and information presentation 
are distributed on the users’ mobile pointing device and the remote screen. The latter 
provides visual feedback and optionally, audio output can be provided (e.g., a televi-
sion set in the user’s living room remotely operated through pointing). The output 
options of the remote display can be targeted to one specific user only to a limited 
degree. If several users are using the system simultaneously, for instance, audio feed-
back provided by the remote screen is audible to all present persons. Visual feedback, 
however, can be displayed on the remote screen close to a user’s pointing cursor in 
order to make clear at whom the feedback is targeted. 

In addition, the personal mobile pointing device enables personal feedback which 
is not accessible to others. That is, the personal mobile devices provide visual feed-
back and output on their display, which is visible only to the specific user. Also, audio 
feedback can be provided either via speakers or headphones, which allow feedback 
that is not audible to others. Third, mobile devices allow for haptic feedback through 
vibration. 

3.2 Widget-Level Interaction 

Often, interaction with diverse applications requires users to specify specific pieces of 
information or data (e.g., numeric values, strings) in order to control the state of an 
application. For instance, users control the zoom level of text or specify the volume of 
audio data using a slider, or select an option from a list using radio buttons. To facili-
tate this task, many different widgets are available, including as sliders, radio buttons, 
and text fields, each of which supports the input of a specific data type. 

When using mobile phones as pointing device‚ to interact with applications on a 
remote or shared display, users require support to interact with all kinds of standard 
user interface widgets. The given configuration yields up to three different options for 
interacting with widgets: 1) rotation of the mobile phone (see Figure 3(a)), 2) prox-
imal interaction on the touch screen (see Figure 3(b)), and 3) distal interaction 
through direct pointing to the widget on the remote screen, selecting it and moving the 
pointing cursor to change the value of the widget (see Figure 3(c)). 
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As analyzed by Rashid et al. (see [22]), the performance of proximal and distal se-
lection of targets (e.g., clicking a button) depends on the complexity of the tasks. For 
complex tasks which involve many and small targets, proximal interaction is superior 
to distal interaction which was superior in simple tasks (i.e., interaction with few large 
targets). 

However, not all three options for interacting with widgets apply to each widget, 
depending on the type of data supported. Table 1 offers an overview of standard wid-
gets and how they can be controlled through pointing with a mobile phone.  

Table 1. Overview of the widget control options 

Widget Orientation Proximal Distal 
Turning Knob Yes Yes Click & Drag
Sliders Yes Yes Click & Drag
Button Yes Yes Click 
Radio Buttons Yes Yes Click 
Check Boxes No Yes Click 
Text Field No Yes No 

 
Accordingly, only widgets that are designed for the input of continuous values, that 

is, sliders or turning knobs, could be directly controlled via rotating the phone while 
pointing to them in order to change their value. Yet it is also possible to control these 
widgets proximally on the phone touch screen or distally on the remote screen. Stan-
dard buttons can be controlled using all three options, given that the phone rotation is  
 

            

 (a) (b)       (c) 

Fig. 3. Controlling widgets for entering data can be implemented in three ways: (a) Rotating the 
phone to change the value; (b) manipulating the proximal widget representation on the phone 
screen; (c) distal interaction with widgets on the remote screen. 
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mapped to a selection. Radio buttons could be selected and rotating the phone could 
change the selection. Check boxes are less suited for this alternative due to their size. 
Text fields require the user to interact with a keyboard which is most convenient for 
the user on the mobile phone. 

3.3 High-Level Interactions and Applications 

In this section, we discuss phone-based pointing interaction techniques that build on 
the previously discussed interactions. 

Data Exchange. Users can share data that is stored on the mobile phone by transfer-
ring it to the remote screen. To do so, users select one or several items to share, point 
to a position on the screen, and trigger the transfer. For instance, users could select an 
image, point to the desired location, and perform a swipe gesture on the phone to-
wards the remote screen (see Figure 4(a)). On the remote screen the image appears at 
the location of the pointing cursor (see Figure 4(b)). 

In order to receive data from the remote display, users point at the intended item 
(see Figure 4(c)) and trigger the transfer. As illustrated in Figure 4(d), a swipe gesture 
on the user’s phone could be used to pull the item. However, any other low-level  
input can be applied here. 

    

(a) (b) (c) (d) 

Fig. 4. Transmitting an item from the mobile phone to the remote screen ((a) and (b)) and vice 
versa picking up an item from the screen ((c) and (d)) 

Proximal Context Menus. Pointing-based interaction with a remote display through a 
mobile phone supports the handling of meta information of items such as files which 
are displayed on the remote display. For instance, context menus are often used in 
order to change the name of a file. These provide a list of possible options that can be 
applied to the selected file. Using the mobile phone as pointing device, users first 
select a file (see Figure 5(a)). The corresponding context menu is then displayed on 
the mobile phone (see Figure 5(b)), thus for instance facilitating the input of a new 
file name (see Figure 5(c)). Users are not required to keep pointing at the selected file 
while using the context menu. 
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(a) (b) (c) 

Fig. 5. Proximal context menus: (a) A user selects a file. (b) The context menu is displayed on 
the phone. (c) A new file name can be typed in. 

Drawing and Sketching. Through pointing to the remote screen, users can edit and 
create graphical content such as sketches. Depending on a selected tool and the cor-
responding parameter settings (e.g., a brush and a selected color) users can create 
sketches simultaneously (see Figure 6). As different phones are distinguished, each 
user can select different tools and settings at the same time. 

   

(a)    (b)     (c)  

Fig. 6. A sketching application. (a) The phone provides a palette of different tools. (b) Tools are 
applied through pointing. (c) Multiple users can work simultaneously. 

Personal Input and Output. Personal mobile phones as pointing devices allow users to 
receive personal output (e.g., visual or auditory) as well as to perform input on the 
personal device in collaborative settings. For instance, when multiple users share a 
view on a web page, a single user who is interested in following a specific link can 
point to it and open the corresponding web page on their personal device (see Figure 
7(a) and (b)). This allows users to look up additional information without interrupting 
or disturbing the group activity. 

      

(a)                                         (b)                                   (c) 

Fig. 7. Input and output on the personal device: (a) To avoid disturbing a group activity, the user 
may point to a link and (b) open it on their device. (c) Entering information on the personal device. 
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Additionally, input can be performed on the personal device which, on the one 
hand, avoids cluttering the remote screen with a large virtual keyboard. On the other 
hand, input on the personal device allows users to enter sensitive information such as 
a password. For instance, when a user needs to login to a user account to access some 
information, the password can be entered on the mobile phone (see Figure 7(c)). 

In addition, different types of data such as files, geographical coordinates, contact 
cards, or appointments can be distinguished and, once selected through pointing to 
their representation on the remote screen, they can be handled with different applica-
tions on the mobile phone. For instance, a user could point to an address and select it, 
which opens the map application on the mobile phone and displays the given location. 

Remote Control. As more television sets support additional diverse applications such 
as web browsers, one emerging idea is to use secondary display devices to achieve 
remote control [7, 9, 22]. Using the personal mobile phone for this kind of interaction 
allows multiple users to interact simultaneously, for instance with web pages dis-
played on a smart TV (see Figure 8). 

     

(a) (b) 

Fig. 8. Using the mobile phone as a remote control for browsing web pages on a TV set 

3.4 Collaborative Meeting Scenario 

To show how different interaction options can be integrated and used as building 
blocks for a realistic application context, we designed and implemented a collabora-
tive presentation system that supports users in a meeting scenario. 

Scenario: Bob is giving a presentation for some colleagues on a large projected re-
mote screen (see Figure 9(a)). Each meeting participant is equipped with a mobile 
phone which can be used to point to the remote display and control a curser through 
phone pointing interaction techniques. Each participant’s pointing cursor on the re-
mote screen is distinguished by a different color. Hence, each meeting participant has 
a visual representation of who and how many users are currently pointing to specific 
pieces of information on the remote screen. Each projected presentation slide contains  
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diverse pieces of information. For instance, an overview plan may allow specific 
views on details of the plan through the selection of a corresponding icon (see Figure 
9(b)). This allows users to individually explore and access additional information 
without disturbing others, as pointing to an icon on the remote screen and selecting it 
results in a detailed preview on their personal mobile phone. Icons next to a person’s 
name indicate that the contact card can be downloaded to the mobile phone by point-
ing to it and selecting it. Additional background information can easily be accessed, 
for example, by pointing to an image on the remote display (see Figure 9(c)). In their 
meeting, the participants also discuss with each other about the presented topic. This 
discussion and brainstorming is supported through collaborative sketching on a draw-
ing canvas on the remote screen where to each user can contribute using their phones 
(see Figure 9(d)). 

    

(a) (b) (c) (d) 

Fig. 9. Collaborative presentation and meeting support (a). Additional information can be ac-
cessed through specific icons ((b) and (c)). Users can share data with others on the remote 
screen (d). 

A video illustrates this scenario in detail: http://youtu.be/qp3pIklYLxo 

4 Evaluation 

In order to gain an understanding on how users would use the system and how they 
appreciate the different interaction techniques, we performed a qualitative evaluation. 
The aim was to gain qualitative insights regarding direct pointing-based interaction 
with a mobile phone and remote display. 

4.1 Design 

The study session consisted of two parts: After participants were introduced to the 
study, they performed a series of practical tasks. Tasks that involved collaboration 
were performed by the participant together with the investigator. After the practical 
tasks, they filled out a questionnaire. During the session, participants were encour-
aged to think aloud and continuously talk about their actions. Further, the investigator 
took notes and the task performance was recorded on video. 
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Practical tasks. Practical tasks were selected to expose participants to a broad variety 
of different application contexts. Participants used the PointerPhone prototype for the 
tasks. The following list of tasks was performed by participants in randomized order. 

1. Browsing. Participants had to browse through a website that was displayed on the 
remote screen. The PointerPhone prototype was used for controlling widgets and 
link selection. They followed text-based instructions, which involved selecting 
links, downloading images to the phone, and interacting with widgets such as radio 
buttons through pointing.  

2. Photo sharing. Selecting and transferring two photos from the phone’s library to 
the remote display and retrieving photos from the remote screen. 

3. Sketching. Collaborative sketching of a simple building on a shared sketching can-
vas on the remote screen which required different brushes (selected and configured 
on the mobile phone). Users also performed text entry on the phone and placing the 
created text on the sketching canvas for labeling the sketched items.  

4. Completing a form. Filling in a form on the remote display which included inte-
racting with different kinds of widgets for data input via the mobile phone. 

5. Context Menu. Renaming, copying, and deleting files displayed on the remote 
screen by using a proximal context menu on the mobile phone. 

6. Playing. Playing a simple Pong-like game involving two users who would steer the 
position and angle of a racket by pointing to the screen to control the translation 
and rotating the phone to control the angle. 

Apparatus. The main components of the apparatus system are mobile phones as point-
ing devices and a remote display that is connected to a server computer (Figure 
10(a)). The mobile devices are connected to the server through Wi-Fi for the ex-
change of data and commands. 

In order to achieve high-level pointing accuracy and low latency, we followed the 
approach of using laser pointers and camera-based tracking for the pointing task (as 
previously demonstrated by [16, 19]). That is, a camera is used to capture the remote 
display. If a user points to the remote screen, the laser pointer creates a bright point on 
the image which can be extracted through simple image processing. The location of 
the laser pointer is used to control the user’s pointing cursor that is displayed on the 
remote screen. For distinguishing different laser pointers (and thus different users), a 
color filter is applied during the image processing step. This tracking approach re-
quires only one calibration sequence before using the system until the camera or dis-
play setup is changed (i.e., if they are moved).  

We extended a standard mobile phone (a Samsung Nexus S, running Android 2.3) 
with a laser-pointing module which can be controlled via the mobile phone’s software 
stack (see Figure 10(b)). The laser pointer is turned on and off via a simple circuit 
with a photodiode that is placed right in front of the flash light LED of the mobile 
phone. On the Android platform [11], this component can be controlled via a standard 
application programming interface. 
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Based on the system prototype, we developed a number of mobile applications for 
the mobile phone and a corresponding application for the remote screen which im-
plemented all functionalities that were required for the tasks. To allow participants to 
experience several possibilities of the PointerPhone interaction, the applications pro-
vide different options to perform any single action. For instance, users can make se-
lections distally on the remote display, as well as proximally on the phone display. 
For the sake of consistency, the activation of the pointing (turning on the laser poin-
ter) is the same in all applications. Short tapping on the hardware button on the bot-
tom right activates permanent pointing. Holding the button activates the pointing until 
its release. 

  

(a) (b) 

Fig. 10. (a): System components schema. (b): Mobile phone prototype. 

Participants. We recruited 14 participants (7 female) aged between 20 and 31 
(Mean=26). Of these, 10 were students (diverse backgrounds) and 4 were employees. 
After the study, they were rewarded for their effort with 10 Euro. 

4.2 Observations and Design Implications 

In the following, we discuss the results of the feedback sessions and, where possible, 
summarize findings as a set of design implications that support application designers 
when considering pointing interactions for their work. 

1. One- and two-handed interaction. We observed that, during their interaction with 
the different applications, participants switched between using one or two hands to 
hold the mobile phone depending on the task. For instance, during the sketching 
task, 7 of the 14 participants held the phone with two hands. An additional 4 partic-
ipants held the phone in the right hand and supported it with the left. Only 3 partic-
ipants used one hand to hold the phone and point during the sketching task. In con-
trast, during the data-sharing task, 13 participants used a single hand to hold the 
phone, of whom 5 used the thumb of the same hand and 8 used the index finger of 
their other hand to interact with the phone interface. Accordingly, the manner in 
which users choose to hold the phone depends on the given task. For tasks that re-
quire precise pointing input (e.g., sketching), users tend to use two hands. Tasks 
that require less precise pointing, however, lead users to prefer one-handed opera-
tion. Hence, interfaces for the hand-held pointing device should encourage two-
handed interaction when designed for tasks that require precise pointing. Inversely, 
interfaces for simple tasks should be adapted to one-handed usage. 
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2. Selecting targets. During the browsing task, participants could select targets such 
as links either distally on the remote screen or proximally on the phone’s display. 
We observed that participants preferred to select large targets distally while small 
targets (e.g., text links) led to a preference to select proximally. This concurs with 
the findings of Rashid et al. who investigated distal and proximal target selection 
[22]. We observed that distal selection forced users to switch their focus from the 
remote display to the phone to ensure hitting the correct button. Accordingly, user 
interfaces for proximal interaction should be designed to allow users to keep their 
focus on the remote display – for instance, through the use of hardware buttons on 
the phone if available or a single large software button, so that the user does not 
have to look at the pointing device. 

3. Navigating. When users selected an area of the remote screen that should be dis-
played proximal on the phone, several participants tried to interact with the prox-
imal representation like they were used to interact with smartphone web browsers 
that allow navigation through dragging and zooming in and out. However, this ap-
plies only to small adjustments. Participants expressed that they can select easily 
an area through pointing to it which is more comfortable than navigating on the 
phone screen. 

4. Providing output and feedback. We observed several times that users would focus 
on the remote display while they select a target there, yet they were not aware of 
the resulting change on the mobile phone. Inversely, this phenomenon was also ob-
served when a user focused on the phone and performed an action which resulted 
in an event on the remote display. Hence, it is essential to provide cues (e.g., audio 
feedback or vibration) which notify users regarding resulting actions.  
Several participants raised the general point that the remote display should not be 
used to display user-specific information that is not intended for all users. For in-
stance, when interacting with a web page, users could display tool tip information 
through pointing at an item for a few seconds. These should be displayed on the 
personal device.  

5. Controlling pointing actions. Participants had to manually enable or disable the 
pointing mode through toggling a button (i.e., turning on and off the attached laser 
pointer). However, when a participant was engaged with performing a task, they 
forgot to turn the pointer on which resulted in confusion. Hence, if application 
workflows allow to anticipate when pointing is required, the system should auto-
matically do so. For instance, when pointing to a web page on the remote display 
in order to transfer a clipping to the phone for further inspection, the pointing 
should be disabled automatically to prevent unintended updates.  

All users indicated that they liked that they could see a cursor where they were 
pointing at. This indicated that alternative implementations (e.g., inertial sensing 
[20]) should provide a visual cursor throughout the interaction. 
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5 Discussion and Conclusion 

In this work, we analyzed options for interaction when using a mobile phone as a 
pointing device for interaction with a remote display. Related work on pointing inte-
raction, the use of mobile phones for controlling content on public and shared remote 
displays, as well as collaboration provides a large body of research on interaction 
techniques for specific contexts. Using the mobile phone as a personal pointing device 
provides not only powerful computing and sensing technologies but also the user’s 
personal data context such as photos, calendars, and messages. These rich options for 
interaction are likely to attract the design of applications in the future. Hence, application 
designers considering PointerPhone applications should be supported through a design 
space and corresponding guidelines for using aspects from the design space. 

Different options exist regarding possible implementations for the application of 
phone pointing-based interaction outside the laboratory setting. Using inertial sensing 
to determine the phone’s pointing direction is a promising approach, as most available 
smart phones are equipped with the required sensors (i.e., accelerometer and gyros-
cope). However, each time a user intends to use such a system, the user needs to cali-
brate their phone to determine the pointing direction. Moreover, during the interaction 
the calibration may have to be repeated to maintain the pointing accuracy. Alterna-
tively, direct pointing using a laser pointer can be easily added to standard smart 
phones. For instance, laser pointers can be plugged into the audio jack of the phone 
[29] and operated through an application. This approach would require the remote 
screen to be equipped with camera tracking. As an alternative, the laser pointer could 
be based on infrared light which can be sensed by specific screens (e.g., Microsoft 
PixelSense [14]) 

The investigation of the design space provides the list of basic attributes and cha-
racteristics. Further, we provide a classification of low-level interaction options re-
garding input and output options, widget-level interaction techniques, and high-level 
interaction techniques and applications. This classification into three levels of abstrac-
tion is not fixed and can be extended as it includes only selected examples for applica-
tions, and technological features for input are likely to be extended. These techniques 
can be used as building blocks for complex applications.  

Finally, we showed how several interaction techniques can be integrated into a 
presentation application for a collaborative meeting context. We used a prototype 
implementation of the system based on mobile phones combined with laser pointers 
to realize a number of applications that we used for a qualitative study. Results from 
the study support a collection of five design recommendations that should be  
considered for the design of pointing-based applications. 
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Abstract. Designing for oral users in economically poor places has intensified 
efforts to develop platforms for asynchronous voice. Often these aim to assist 
users in rural areas where literacy is lowest, but there are few empirical studies 
and design tends to be oriented by theory that contrasts the mental functions of 
oral and literate users, rather than by local practices in social situations. We de-
scribe designing an Audio Repository (AR) based on practices, priorities and 
phone-use in rural Africa. The AR enables users to record, store and share voice 
files on a shared tablet and via their own cell-phones. We deployed the AR for 
10 months in rural Africa and illiterate elders, who have few ways to use free or 
low-cost phone services, used it to record meetings. Use of, and interactions 
with, the AR informed the design of a new prototype. They also sensitized us to 
qualities of collective sense-making that can inspire new interactions but that 
guidelines for oral users overlook; such as the fusion of meaning and sound and 
the tuning of speech and bodily movement. Thus, we claim that situating design 
in local ways of saying enriches the potential for asynchronous voice. 

Keywords: Oral users, Rural Africa, Asynchronous voice, Social media.  

1 Introduction 

Most of the world’s 800 million illiterate adults live in economically poor regions; in 
fact, interpolating Worldbank indicators, in Africa fewer people can read and write 
than there are cell-phone subscriptions [23]. Cell-phones offer many new opportuni-
ties to people in technology-sparse regions but they may also amplify gaps between 
oral and literate users and this has motivated recent efforts to develop asynchronous 
voice platforms for rural settings where literacy is lowest. Such efforts include inter-
active voice applications and services for cell-phones to record and access content 
produced locally, or by authorities or NGOs [19, 27, 31, 39] or participate in citizen 
journalism or online social networks [25, 29]. However, there are few empirical stu-
dies [29] and design tends to be oriented by theory that contrasts the mental functions 
of oral and literate people, not by practices in social situations. In this paper we de-
scribe a system we deployed in rural South Africa to enable users to record, store and 
share voice files for free. We aim to show that situating design in local ways of saying 
can inspire new interactions for asynchronous voice; thus, we start by claiming that 
theory currently orienting design for oral users omits factors that can prompt ideation. 
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1.1 Design Principles for Oral Users 

Most design guidelines for oral users in economically poor regions [e.g. 13, 32, 37] 
draw on Ong’s theory about cognition and the internalisation of writing [28]. Ong 
(1982) claimed that literate people perceive words as reified things with an existence 
and meaning that is separate from speech sounds and this affects memory, categoriza-
tion and verbal-explanation [28]. Thus, guidelines often contrast the formulaic, pro-
saic and experiential thinking of oral users with the objective, logical and analytic 
skills of literate users [e.g. 37]. However, many studies show that literacy alone is not 
responsible for great shifts in mental functioning. Extensive experimental studies and 
ethnographic and survey-based descriptions of literacy find that certain writing sys-
tems and certain reading and writing activities foster certain forms of thinking [e.g. 
36]. For instance, Qur’anic literacy improves performance on some memory tasks and 
literacy in a certain Liberian script enhances phonological discrimination [36]. These, 
and other studies [15], also show the equally specific effects of schooling on verbal 
explanation. Further, while guidelines emphasise oral users’ deficits in abstract think-
ing [37], studies in Africa show that oratures involve abstract and other complex 
structures [1, 17], harmonic song and polyrhythm execute intricate patterns and that 
polylingualism, common in Africa, fosters a sensitivity to how a language works [10]. 

Ong’s theory appeals to perspectives that deem thinking to be cognitive, tie learn-
ing to information transfer and/or model design problems as tasks. These approaches 
best suit studying individual capabilities and single-user interactions in controlled 
settings [14], such as to test oral users’ learning from instructional video [20]. They 
cannot predict interactions between technology, orality, learning and the diverse re-
sources and skills that people use to express and communicate ideas and work with 
information. Many authors admit that task-focused and cognitive studies do not ad-
dress the complexity of mundane communication, social factors that effect learning or 
the politics of evaluating certain skills in certain ways [20]. Yet the epistemic status of 
these methods promotes design decisions that are insulated from real-world messi-
ness. Much design for oral users draws on insights that are framed by specific goals 
but not by everyday practice, even when informants tell researchers that their main 
information source is “word of mouth” [e.g. 22]. Indeed, authors can advise groun-
ding design in “practices of community knowledge building and transmission” [37] 
and “how” as well as “what” people say [32] but then extract requirements, using 
general-ized models of information transfer, rather than produce ideas within local 
dialogue.  

1.2 Body and Voice 

Ingold (2007) argues that Ong’s theory inadequately accounts for the ways the print-
ing press and certain literacy pedagogy disconnect graphic inscription from the ges-
ture of writing [16]. For instance, children in the West first encounter letters as tangi-
ble objects (e.g. play-bricks) and are drilled to copy their form rather than the gesture 
that created it [16]. Certainly, cognitive approaches to oral users tend to ignore the 
actions that produce representational forms. For instance, Medhi, et al (2007) suggest 
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that illiterate people recognize meanings in drawings better than photo-realistic im-
ages because they contain less information [21] but not because drawings are traces of 
hand movements. Interpretations that apply Ong’s theory usually conflate print and 
hand-writing; for example to attribute disruptions in experiential information to writ-
ing itself not the printed forms that people write into [e.g. 32]. Overall such analyses 
separate thought/mind from action/body and neglect the knowing and reasoning con-
stituted by physical manipulation, movement or sensory/motor memory [18]. 

Relegating bodily abilities to ergonomics deprives design of many constituents of 
orality. For instance, in Africa, gestures or mnemotechnical devices that attach verbal 
utterances to places or objects [1, 10] can inspire new ways to support oral practices 
such as tangible designs that link stories and beadwork [38]. Responding to extra-
linguistic and meta-communicative phenomena, such as the mutual tuning of people’s 
voices and bodies even when they talk using phones and cannot see one another [26], 
may enhance interactions. For instance, it might improve the efficacy of Interactive 
Voice Response (IVR), which is currently inferior to interacting with a live operator 
[31]. Recognising embodied social risks and emotions [18] can also guide decisions 
on interaction modes; for instance, while at ease using IVR to access football updates, 
users preferred to input to phone keypads in accessing information about HIV [27].  

1.3 Designing for Oral Practice 

Designing interfaces for asynchronous voice based on principles that compensate for 
what users did not attain via the pedagogies of certain literacies neglects how sense-
making is always situated in social contexts. Oral societies use many skills and tools 
to produce meanings. Mutual fluency in specific oral forms enables members to con-
vey and stabilize information [1] and sustain social bonds that are integral to cohesion 
and resilience in poor, rural communities. However, design efforts for oral users 
mainly separate single-user and co-present interactions with technologies such as cell-
phones, despite the prevalence of proximate use and intermediary access by users in 
economically poor areas [e.g. 42]. Work in asynchronous voice is often inspired by 
the way local radio has contributed to poverty relief by enabling people to share local-
ly relevant information regularly. Most efforts in rural areas aim to support specific 
interests or domains for social upliftment, such as agriculture, education or health-
care. However, understanding the local communication ecology in which information 
is shared is vital to avoid amplifying existing gaps in access to technology between 
genders, generations and areas [e.g. 2, 9, 33]. For instance, women were less able than 
men to participate in an Interactive Voice Forum (IVF) in Tanzanian farming com-
munities [39]; relatively few farmers given access to an IVF in India conveyed what 
they learnt to those who were excluded [29]; and, social relations in and around rural 
clinics contributed to the failure of a healthcare communicator in South Africa [41].  

Our design of the Audio Repository (AR), described here, sought to respond to 
practices and priorities, economics and phone-use in South Africa’s rural Eastern 
Cape. Thus, next, we introduce the setting and our approach to designing to assist 
local communication. We outline factors that inspired the AR and aspects of its de-
sign. Then we summarise use of, and interactions with, the AR and pose some specif-
ic and more general implications for designing interactions with asynchronous voice. 
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2 Setting 

Our research was set in Mankosi, along Eastern Cape’s Wild Coast. It was prompted 
by our (Nic’s) ethnography in a neighbouring area [3], which shaped the design of a 
mobile digital storytelling application (Fig. 1) [5] and also exposed difficulties local 
Xhosa people have in communicating between villages. There are 580 households in 
Mankosi and inhabitants have extensive kin in twelve villages spread over 30km2 of 
very hilly land. Between 500 and 900 people live in each village, as many temporarily 
migrate for work or school. Households survive on around $150 per month, mostly in 
payments from remote family members and government grants. Up to six adults and 
eight children live in each homestead, comprised of clusters of thatched, mud-brick 
rondavals, an occasional tin-roofed 2-room dwelling, animal corrals and a garden for 
subsistence crops. Hedges or fences around homesteads do not enclose domestic life. 
Children often move between homesteads and across the day people walk along many 
paths to communal pasture, forest, taps and dams where they collect water, fire-wood 
and grasses, graze animals, tend plots and make mud-bricks. There is only one bus a 
day which takes up to 2-hrs to traverse Mankosi and does not go to all villages.  

Like 36% of South Africa’s population, inhabitants are governed by a Tribal Au-
thority, which in Mankosi consists of the Headman, a Subheadman in each village and 
three messengers. The Headman’s and Subheadmen’s homesteads are sites for local 
administration, from hosting meetings to notarising proof of residence papers. Post-
apartheid Tribal Authorities are separate from other political bodies. Headmen relate 
by clan to Chiefs and inherit their role patrilineally, but they can replace Subheadmen 
and permit women to assume these roles. The Headman is paid a government stipend 
but, like almost all inhabitants, he cannot afford a car or to connect to mains electrici-
ty; still, he is, amongst the 20% who can afford to send children to school in a city.  

3 Ethnographic Action Research 

We learnt about Mankosi’s communication ecology and engaged inhabitants in articu-
lating requirements for information sharing and deploying prototypes in Ethnographic 
Action Research [40]. Critical to our methods,and accountability, are that Jay and 
eight other Local Researchers (LRs) generated data, advised in design, trialed systems 
and translated linguistically and culturally; and, we all lived in Mankosi - LRs since 
birth and Nic for 20 months from 2010 to 2013. We produced data using mixed me-
thods [e.g. 4, 7] including observations, contextual inquiry, interviews, diary studies, 
auto-ethnography and deploying, and training people to use, different prototypes. Few 
local people speak English and, while Nic’s rudimentary isiXhosa has improved, in 
most activities Nic spoke in English, others spoke in isiXhosa and LRs translated. We 
recorded activities in handwritten notes and, sometimes, photos and video.  

LRs insisted we consult the Tribal Authority so we began by gaining approval to 
experiment with communication systems that might assist inhabitants, and perhaps in 
turn others like them elsewhere. Subsequently, we observed or participated in many 
community meetings and met with the Tribal Authority almost 40 times to discuss 
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unsuited to most local phones, so we also gave low-end Bluetooth-enabled phones to 
Tribal Authority and Community Association members. We observed each Station 
site for over 80-hrs on different days of the week, at different times of day and differ-
ent times in the year and interviewed 40 people who left or collected phones at Charg-
ing Stations [7]. We logged use of the media-sharer automatically; who charged 
phones each day in notebooks; and, the distance between Stations and the homesteads 
of 40 Station users. In the ensuing year few of the 700 people who charged phones [7] 
used the media-sharer. We tried to promote use of the tablet by uploading locally 
created audio commentaries, photos and videos of local soccer matches and exploring 
with players how tablets might support the league. In October 2011, UK researchers 
introduced a digital storytelling prototype for Android smartphones that interfaces 
with the media-sharer (Fig. 1). They left two phones and a tablet with LRs to loan to 
people [11], but nobody has used the application yet.  

LRs verbally translated audiovisual records and we transcribed audio and/or anno-
tated video. We thematically coded data after each activity and cross-linked themes 
between activities. We used descriptive statistics to analyse responses to closed ques-
tions in interviews and gave written descriptions of varying thickness to UK research-
ers. We validated and revised interpretations of themes hermeneutically, as dialogue 
and events produced new meanings, and recently began detailed analyses of video to 
explore themes that often occurred when we cumulatively integrated codes.  

4 Inspiration for Designing the Audio Repository 

Our data on co-present communication and phone use in rural Africa confirms, dis-
putes and significantly adds to that already reported in HCI4D [e.g. 4, 6, 7]. Here we 
present issues that often arose in thematic analyses and oriented designing the Audio 
Repository. We illustrate some of these issues with ethnographic details. 

4.1 Orality and Deliberate Qualities in Speaking 

Inhabitants spend much time talking to greet, support, learn, gossip or debate and 
some 40% of adults, including elders in the Tribal Authority, do not read and write. 
There are few reading and writing materials locally, even in schools, and people’s 
most common experience of print is a phone’s interface. Many recognize the role of 
orality in local identity and belonging, for instance one young man linked his talent 
for poetry, inherited from an uncle with whom he performed at ceremonies, to “fight-
ing the westlife” on behalf of the Xhosa. The vast range of video inhabitants recorded 
focused on the speaker not the visual setting. People said audio recording was a useful 
feature of phones [4] and some used feature-phones to record local performances, 
events, conversations, jokes and stories as well as music from the radio [11]. In fact 
participants in workshops on the media-sharer often recorded themselves speaking or 
singing rather take photos. The preferences of men to record their speech and women 
to record song align with practices in ceremonies and church.  

Inhabitants prefer to use phones for voice calls over other services, especially if 
they are older. For instance, SMS comprised only 1.4% of older people’s phone-use 



42 N.J. Bidwell and M.J. Siya 

in diary studies. People rarely use free services that send an SMS to recipients who do 
not pick-up, nor leave voicemail as it consumes airtime they would prefer to use to 
talk. Despite favoring voice, inhabitants make brief calls as average weekly spending 
on airtime limits speaking to just 4 minutes at basic rates and few phones can access 
cheaper data rates for VOIP [4]. This constrains expression, especially as isiXhosa 
can take three times longer than its English translation, and means phone use is more 
often planned than impromptu. Inhabitants mostly interact with phones in their ho-
mesteads and rarely while walking along paths/roads, in transport or in meetings. 
They said that prior to owning a cell-phone others phoned or sent a message to some-
one else in their village who purposively walked to bring them a message or the 
phone. 

Deliberate qualities in speaking also arise in local governance, which is based on 
customary structures and community meetings. Up to 70 inhabitants (55% male, 45% 
female, and 60% older than 30 years) attend weekly meetings, in the Headman’s ho-
mestead, that address Mankosi’s internal issues and/or host counselors or municipal 
officers. Meetings often take 3 hours and can entail walking for over 2-hrs to attend. 
This limits turnout. People sit according to gender and age to speak a person raises a 
hand, stands and removes his hat, if he is a man. People attend to the speaker and 
nobody interrupts. The Tribal Authority aims to reach consensus in meetings and, 
after opening a meeting, the Headman usually listens silently until the end when he 
states how an issue would be resolved or discussed further. The Tribal Authority’s 
voluntary secretary writes minutes and attendee’s details on paper but does not disse-
minate these due to cost, infrastructure and because Subheadmen and Headman’s 
messengers are conduits for information across villages. This fuels allegations about 
the Tribal Authority’s inertia, opacity and “forgetfulness”. The Tribal Authority said 
that audio recordings of meetings would “stop people lying”, which approximates to 
being held accountable, and could inform those unable to attend and other inhabitants 
also hoped communication systems might improve information dissemination. 

4.2 Differences in Access to Phones and Literacies in Phone Use 

Some 30% of inhabitants over 14 years old do not own a phone, only 25% own fea-
ture-phones and people under the age of 35 are twice as likely to own a phone than 
older people [4]. Older and/or illiterate people often said that they were “not educated 
to use the phone” or did not use free or low cost services and call rates as they could 
not “read properly”. Indeed, the amount of print in the media-sharer contributed to its 
lack of use. Younger and/or literate phone owners have many tactics to use text-based 
services to coordinate communication, seek/offer support or sustain a presence in 
other’s lives. They choose to use these based on their recipients’ technological or 
print literacy [4]. Younger people often use free services and low-cost IRC chat ser-
vices to communicate with friends and people in cities, including those they do not 
know. Older people perceive this as playful and irrelevant to local communication. 
Generational differences in phone-use are acerbated by authority protocols and a dra-
matic population decline between the ages of 20 and 44 years (‘skip generation’). 
People of parental age are those most likely to have died from illness (often related to 
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a local HIV prevalence of 29%) or to work in cities and mines. Grandparents often 
head households but respect for elders can make younger people feel uneasy about 
teaching them to use cheap services. Indeed, LRs often interacted with phones for 
elders in workshops. Illiteracy is not stigmatized but Tribal Authority members were 
shy to reveal that they could not read. The Headman refused to try the media-sharer, 
though with practice other elders used the tablets’ direct manipulation interface easily.  

Print and technological literacies have different implications for privacy in phone 
use. Phone owners said phones helped to make their lives more private and their pat-
terns of calling or walking between homesteads had changed, so now they chose to 
“shout-out” or make a deliberate missed call (“buzz”) depending on their reason to 
communicate. Those with low literacy gain help from trusted intermediaries and close 
family members know each other’s PIN codes and have various tactics to prevent 
another’s use of their airtime. However, an illiterate mother was concerned that 
people took photos of others without consent and, meanwhile, we had to discourage 
LRs, aiming to prevent theft, from saying that shared equipment can track users. 

4.3 Temporality and Phone Use 

Perceptions of opacity and delay in local governance communication are situated in 
access to phones and phone services, the pace of life and frequent co-present contact 
within villages. People spend much time outdoors in Mankosi and an ambient orality 
pervades daily life as they call between homesteads, sing in gardens, whistle to ani-
mals and greet and chat as they walk to communal resources [7]. Most phone owners 
acquired phones between 6 months and 4 years ago and prioritise using phones to 
sustain supportive connections [4]. Their phone use tends to split between contact 
with people living nearby and much farther away. For instance, older participants in 
diary studies had seen, or predicted to see, nearly a third of the people with whom 
they had interacted by phone within a day of that interaction; and, another half of their 
phone interactions were with close family members or friends in places that entail at 
least a day of travel. Only 13% of older people’s phone use was contact with people 
in other villages in Mankosi and only 10% of their use specifically arranged meeting. 

Cost and access to infrastructure affects the temporality of phone use. For instance, 
some 50% of phone-owners’ diaries recorded at least one day when they did not use 
their phone at all. Firstly, cost limits immediacy in communicating. Most phone-users 
spend R7 (1.1 US$) per week on airtime as pay-as-you-go subscribers to MTN’s net-
work [4], which entails keeping a small airtime credit. Also inhabitants usually pay on 
average $0.70 to charge their phones, often at spazas (small shops) and shebeens (in-
formal bars) [4] and can go for a week without charging so conserve charge by 
switching off phones [7]. Secondly, cellular network coverage and electricity access 
limit connectivity. People undertake daily tasks in places with unstable connections 
and can leave phones to charge for two days if charging is free [7]. Thirdly, low-end 
phones do not always display that they received calls when they were off. Finally, 
access to phones or assistance via an intermediary effects temporality; for instance, an 
illiterate mother always waits for her daughter to walk home from school to read 
aloud and reply to her messages. 
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5 The Audio Repository 

We designed the AR to run on the 7inch Samsung Galaxy tablets that inhabitants had 
kept at the Stations, that had charged up to 20 phones a day in the past year. The AR, 
developed in Java and SQLlite, consists of a database and API to make, access and 
share recordings and create and join groups. We sought to respond to local practices 
and rapidly deploy a working prototype to allay frustration with the media-sharer. Jay 
visited the developer, Thomas, in Cape Town. Their design discussions were shaped 
by Jay’s experiences in trialling the media-sharer, Thomas’ design of our original 
digital storytelling application [5] and the contrast of the city and Mankosi [34]. Here 
we outline only the main conceptual, interface and interaction aspects of our design. 

 

Fig. 2. Interfaces to find account (a), record (b), share (c), play or send (d) recordings 

All users can record and listen to voice files using the AR on the tablet, whether or 
not they have an account. However, unregistered users can only interact with files that 
are made ´public´. Sharing files does not require owning a phone, unlike for the me-
dia-sharer, but users can send/receive files to/from cell-phones over Bluetooth (Fig. 
2d). We tested the AR with Nokia 2730 and 2330 Classic phones, since some 60% of 
local phones are Nokia [4], but it also works for other low-end Bluetooth phones with 
enough unused storage space. Recording functions are merged in one button, beneath 
a cassette tape icon, so when users press the red circle, to record, it turns into a black 
square to stop. The AR also provides other feedback that it is recording (Fig. 2b).  

By registering for an account users can store audio files; send/receive files to/from 
other registered users; and, create and enable access to “Groups” of registered users. 
Users register with their first and second name; a photo, taken using the tablet; and an 
alphabetic/numeric password, since people use PINs on their phones and many illite-
rate inhabitants can recognize 10 to 20 names or numbers. Users scroll vertically 
through profile photos to find their account (Fig. 2a) as inhabitants recognized 
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people’s photos in the media-sharer. To assist identifying files we used a basic folk-
somic strategy by displaying those with whom a user shares a file [34]. We symbo-
lized sharing with a palm-up, open hand because it is more relaxed than the deferen-
tial local gesture of giving and receiving with both arms. 

Users scroll horizontally through profile photos to find other users’ accounts to 
share with (Fig. 2c). Deliberate qualities in speaking and passing messages inspired 
designing interactions for sharing and ‘unsharing’ files based on slow gestures not 
standard ways that aim to increase the speed of interactions [34]. To share a file a user 
‘long-presses’ on a tape icon and drags a small copy of the tape over target users’ 
photos, a collage of Group members’ photos, or the public icon (Fig. 2c). The tape 
drops onto the corner of the photo, when the user lifts his/her finger, where it stays to 
show the recording is shared.  

6 Deploying and Using the Audio Repository 

Inhabitants of Mankosi used the AR for 10 months. We introduced and sought opi-
nions about it in 7 workshops lasting 2-hrs to 4-hrs. LRs taught 50 women and men to 
use the AR, in groups of 2 to 8, and suggested they use Callback [4] to alert others 
that they had shared a recording. We interviewed 23 people, in four groups, about the 
AR and owning and sharing digital media and observed useage after deployment. 
After 9 months we analysed recordings, interviewed users of the AR, and discussed 
with other inhabitants their perceptions of use and ways to improve access to the AR.  

6.1 Use and Potential Use 

Inhabitants were very enthusiastic about the AR, and twice 30 women arrived for 
workshops when we expected six. They said they would use the AR to leave updates 
about events (e.g. church, choir) or messages for family members that some also said 
might become mementoes. Community Association members said the AR would help 
to record meetings as written minutes did not always accurately report what was said. 
However, despite wide interest, access to the AR was restricted. The Charging Station 
at Ridge was damaged a week after residents assumed post-trial responsibility for it 
and conflict arose [7]. The Tribal Authority decided to remove and relocate that Sta-
tion and tablet and agreed that women could select a new site in Ridge but women did 
this only recently. Meanwhile, the Headman moved the Station in his homestead 
away from the office where he stored the tablet and later began to charge the tablet 
using a system installed for a subsequent WiFi network [6, 35]. He is wary of un-
trained use and to conserve battery turned on the tablet only to record or listen to files. 
Thus, people who came to charge their phones did not have easy access to the AR.  

The AR was used almost exclusively to record meetings the Headman attended on 
17 different days. The Headman stored all recordings in his account: 35 of meetings 
and 12 that he used to practice or that contained no audible sounds. Mostly there were 
less 5 recordings a month but in one month there were 17 and there were two months 
without any recordings. Once the tablet’s battery totally drained which meant the date 
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was incorrect for 50% of files and tablet had been re-set to a Cyrillic script. A third of 
the files recorded information about issues affecting inhabitants, a third recorded 
“cases” of tribal law, 20% recorded events in Mankosi (e.g. meetings to end the Sta-
tions’ trial) or elsewhere hosted by the Chief or municipality. One file recorded a song 
from the radio and another a discussion about a useability problem with the tablet. 
The Headman said the AR was vital as key Tribal Authority members had been less 
available than usual and said that one day he was alone when another Headman ar-
rived to contest Mankosi’s boundary so, while a child went to alert his secretary, he 
used the AR to record the exchange. The Tribal Authority said that others were im-
pressed by their advancement in using the AR at Chief’s meetings and five Headmen 
(governing around 50,000 people in total) had asked how they too could have an AR. 

The Headman asked us to delete temporary accounts made in training workshops at 
Ridge, as other Headmen had reproached him for having too many female friends. 
Most files (78%) contained only male voices and across the set of files 88% of voices 
were male. We were able to differentiate between voices in 33 files and found an 
average of 5.4 different male voices per recording. We discerned an average of 2.9 
different females in files containing female voices. There were two files that recorded 
only female voices amongst a set of five in which a municipality speaker, at the open-
ing of a pre-school, spoke about the use of children’s social grant. 

The Headman calls the tablet his “witness” and said he had not deleted any files 
but he rarely shared recordings using the AR. This might relate to other inhabitants’ 
comments, in workshops, that there would be “a fight” or “trouble” that entails nego-
tiating with the recorder, if a person contested sharing a recording of them. He rec-
orded topics that he said need to be “referenced” in the future. Some 16% of the files 
recorded discussions of protocol and inherited authorities or responsibilities and in-
cluded information about dreams, ancestors and the Royal family. Some of this dialo-
gue occurred in the 14% of recordings that contained disciplining speech acts by, and 
apologies to, the Tribal Authority. These and other files also related to various dis-
putes within Mankosi or with another community. Most disputes arose in Tribal Au-
thority cases (e.g. paying “damages” to the family of a pregnant woman; fights at 
soccer matches or within families; physical ostracism and verbal insults). A third of 
files recorded discussions about environmental resources - 17% explicitly about land, 
including permission to build; and, 14% about specific assets (e.g. sand). Some 14% 
of files contained dialogue about the Community Trust, which is expected to manage 
income from resources and a few files related to local facilities and jobs (e.g. inform-
ing workers on local government projects about wage delays). 

6.2 Observed Interactions  

In workshops illiterate and literate, older and younger, women and men readily learnt 
and taught each other to use the AR. The Headman eagerly learnt to use the AR (un-
like the media-sharer) and taught other Tribal Authority members who learnt less 
swiftly. Video showed people huddled around tablets, bent their bodies together to 
listen and held the tablet for each other (Figs. 2b, 2d, 3a). They pointed to the screen 
to assist others and some made rhythmic hand gestures to depict interactions (Fig. 3b). 
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People found a part of a recording easily. Of the Headman’s recordings, 22% were 
shorter than 10-mins; 26% of 10 to 20-mins; 44% of ½ to 1-hr; and, 7% exceeding 1-
hr, including one over 4-hrs. He used the time bar that displays when the audio plays 
to move through the file, but this functionality does not work for recordings of over  
1-hr. Inhabitants found a specific file visually less easily, even with few to search. 
Identifying a recording based on those with whom it was shared did not help the 
Headman who did not share via the AR. Instead, he looked at the date on the tape, but 
this was incorrect for 50% of files because the battery had drained. 

7 Implications for Design 

Use of, and interactions with, the AR shows that portable, asynchronous voice plat-
forms can support oral practices in rural Africa, such as in local governance. To do so, 
however, it is vital to improve audio quality so it performs better outdoors. Tablets do 
not yet suit low-electricity conditions but their size and direct-manipulation interfaces 
offer special affordances for recording and interacting with voice files. Practices in 
using the AR suggest that accounting for temporal and spatial qualities in co-present 
interactions might be as important to design as, say, the speed of interacting with 
information and disseminating it widely. These insights are novel to reports of design-
ing for oral users in technologically sparse settings. Thus, grounding design in local 
oral practices heightened our sensitivity to conceptual issues that neither cognitive 
models nor guidelines based on Ong’s theory [28] anticipate. We discuss these sensi-
tivities after we outline our current design response to use of the AR in Mankosi. 

7.1 Our Voices 

Encouraged by enthusiasm for the AR we recently introduced a new prototype for 
sharing recordings to Mankosi: Our Voices (OV). The Tribal Authority’s control of 
the AR, selectivity in recording and co-present sharing did not widen dissemination 
but, on the other hand, it improved aspects of information reliability amongst those 
who have few ways to use phone services. To improve access, and the AR’s fragile 
strategy of manual back-up to external SD cards, OV runs on three tablets at different 
sites and enables sharing files between tablets when they connect to a wireless mesh 
network that Jay recently set-up with new collaborators [35]. Community Association 
members who oversee a tablet in south Mankosi, 1-hr walk from the Headman, say 
they hope to demonstrate good practice in recording and sharing voice-files using OV. 

Although inhabitants appreciated the concept of creating Groups of users the Tribal 
Authority did not share recordings to Groups in the AR. Nor did they delete files. 
Further, inhabitants said that a person who records another owns the audio recorded 
and, if they share it, then all recipients own it. Thus, OV does not include Groups or 
permit deletion but enables re-sharing files and displays the provenance of sharing. 

Many co-present interactions and users’ remarks (e.g. the Headman’s comparison 
of the tablet when reset to a Cyrillic script to “riding an unfamiliar horse”) shifted our 
focus to bodily interactions. The AR’s deliberately slow interaction for sharing files  
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[34] resonated with the tempos of physically sharing the tablet in workshops and 
meetings and suggested that interactions with direct manipulation interfaces can tang-
ibly trace social relations. Thus, OV enables re-ordering users’ profiles displayed on 
each tablet by long pressing and dragging profile photos; for instance, to cluster pro-
files according to the frequency of using a specific tablet or social roles or relations.  

Enabling users to re-order accounts might reduce the time it takes them to find 
their accounts and other users amongst the wider user base of the distributed OV. 
Inhabitants do not judge the efficacy of information sharing in relation to Western 
time scales but electricity is a critical constraint to access, so we included other visual 
features to speed up search and retrieval. The OV displays the profile of those with 
whom a user shares most often in a drop-down box. Further, it highlights recordings 
that users have not yet played and sorts files in the order they were recorded, to avoid 
the problem of incorrect date-stamps when a tablet’s battery drains.  

As users sweep through their recordings OV displays a photo reminder of the event 
recorded by their audio file. Users can take the photo, using the tablet’s camera, and 
attach it to a file at the time or after the event recorded. This aims to assist visually 
searching for files, but it also offers a way to collect locally created voice and photo 
instructions to populate a voice-based help and feedback system. Voice-to-text 
processing for speech recognition demands high quality recordings and computational 
and electricity resources that are infeasible for tablets in Mankosi. Thus, instead, we 
are attempting to integrate links between bodies and sounds into search and retrieval. 
The Headman recognized the topic or setting almost the instant he played a file; thus, 
as users sweeps through recordings OV starts to play either that file or a user’s short 
vocal abstract about it. Users can record and attach their abstract at the time of record-
ing the main audio file or later, in a similar way as they can tag a file with a photo.  

Peer-to-peer synchronization requires temporal overlap when two tablets connect 
to the WiFi network. This cannot be based on clock-time, since users do not wear 
watches and the time on electrical devices may be wrong. Thus we are exploring envi-
ronmental patterns that can prompt switching on tablets to synchronize them, as our 
ethnography shows inhabitants tune their practices to local rhythms (e.g. sunrise, 
people or animal movements) [6].  

7.2 New Sensitivities in Designing for Oral Users 

Developing the AR revealed that advances in audio acutely lag visual technology and 
our experiences in deploying the media-sharer illustrate that design privileges visual 
media. This visual bias restricts opportunities to design for oral practices and access 
by oral users. It contributes to embedding a “language” into interfaces [24] that is 
further shaped by designers’ internalization of print. This design language introduces 
meanings that can have far reaching ethical consequences [24], even if designers dis-
agree with Ong’s evolutionary thesis on the role of writing in ‘civilization’ [28]. 
Some who apply Ong’s theory recognize that it is the “collective that embodies the 
shared experience that constitutes the pool of knowledge available to the community” 
[32]. However, there are no reports of grounding the design of social media in local 
practices of speaking or situating the design of asynchronous voice systems in  
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co-present interactions. This contributes to exclusion. For instance, researchers hoped 
the users they chose to participate in an IVF would transfer information to those ex-
cluded from the trial [29] but did not consider how designing the IVF for single-user 
interactions with phones amplifies existing exclusionary infrastructures.  

Our ethnography elsewhere in rural Eastern Cape alerts us to qualities of collective 
sense-making with recorded information. We (Nic) observed science teaching for 5-
hrs in high-school classrooms and every few minutes all the teachers said in English 
“are we moving together?” or “sihamba” or “sihamba sombani” in isiXhosa, which 
literally means walking together but also translates to “do you understand?”. They 
used these expressions most when reading textbooks: they read aloud a piece of text 
and then, often mid-sentence, paused or asked “and what?” whereupon learners read 
aloud the end of the sentence or the next. Patterns in linking voices, pauses, meanings 
and print remind us of Ingold’s (2007) account of early reading. People read manu-
scripts aloud and treated them as sets of signposts to guide them, Ingold writes, “with-
in the landscape of memory” because meanings occur as words are spoken [16].  

Nobody experiences reality as a static array of autonomously meaningful things 
[16] yet we usually start design by reifying events, agents and objects from the rela-
tions of practice that give them meaning. Consider, for instance, how modeling names 
as attributes of a person entity de-contextualises names (e.g. as an attribute “alias” 
[32]). Mankosi’s inhabitants use various names according to circumstances. For ex-
ample, they personalize Callbacks [4] with different names depending on why they 
sent a Callback; and, LRs used different identifiers for the same person in Station logs 
sometimes combined with other words, such as a prefix like “mama” or “sisi” or the 
name of one of their children [7]. Names emerge along spatial and temporal paths and 
recall relations with ancestors through clan, in families by birth order, marriage or 
parenthood and between peers in shared rites of passage. Importantly, people usually 
experience names as sounds. Conceptualising words as things that are separate from 
their vocal, bodily, affective and historical paths omits many relational aspects of 
sense-making. A heightened sensitivity to this relationality inclines us to embrace the 
fusion of meanings, sounds and the bodies that produce and experience them.  

Contrary to Ong [28], Ingold proposes that it was print, not writing, that reified 
words because it severed the inscription from the body movement [16]. Interactions 
with the AR suggest that shared tablets can support the fusion of meanings, the sonor-
ity of words and the bodies that speak and hear them to share information. Their di-
rect-manipulation interfaces offer affordances for extra-lingustic qualities of orality; 
such as those that arise when women in Mankosi sat closely together and gestured as 
they spoke and guided others to use the AR. The tablet’s portability meant audio files 
trace spatial patterns such as pauses and sounds recorded along topokinetic paths 
when a person carried the tablet from one to the next in meetings and indications of 
the relative orientations of recorders and speakers. We have reported associations 
between bodies, utterances, spatiality and social relations in sense-making elsewhere 
in rural Africa [8], and we found that certain meanings emerge in Mankosi when ges-
tures, social roles and the spatial arrangement of photos combined. 

Speech sounds and bodily movements are not easily split into discrete events, so  
we advocate embracing qualities of this continuity in design. For instance, the AR’s 



 Situating Asynchronous Voice in Rural Africa 51 

interaction style for sharing reconciles with the temporal textures of movement when 
people handed or carried the tablet to others or interacted together with it. This is a 
more nuanced approach to temporality than embedding Western experiences, concep-
tions and economies of time in design [6], such as to speed up searching because 
voice recordings listening to them is “tedious” [28]. Guidelines for oral users already 
suggest that rhythms in verbal utterances aid memory [37]. We propose that respond-
ing to other rhythms in information sharing can offer many more affordances in inte-
racting with asynchronous voice, so we end by speculating about this. 

In our design workshops for the original digital storytelling application a group of 
women fluidly took turns speaking when they recorded a story about unfolding events 
in a child’s morning routine [4]. Their familiarity with each other and their daily rou-
tines contributed to this fluidity. The tuning of daily practices to rhythms in the envi-
ronment may offer a way to prompt inhabitants to switch on and connect tablets to the 
network to synchronise them [6]. More profoundly, the women’s fluidity in speaking 
one-by-one and barely without a pause between each affected, and was affected by 
their interactions with the recording devices [4]. Drawing on diverse research from 
music to neuroscience, Gill (2012) argues that the rhythmic synchrony of bodies and 
voices is integral to sociality and enables “being together” [12]. We all have rhythms, 
in breath, in movement, in gait, that we tune with our speech. Our self-synchrony 
supports inter-personal coordination by enabling us to adapt our rhythms to others to 
time our syllables and pauses as we converse. Gill cites a study in which pairs of par-
ticipants, in isolated rooms who talked using microphones, finely tuned their body 
movements to their own and the other’s voice. Their rhythms aligned with the lan-
guage they spoke but concurrent movement also arose without speech [12]. Such 
synchrony emerges in diverse oral practices in rural Africa - women sing together in 
harmony, younger people adapt their gestures to elders and protocol, and men respond 
to each others’ body movements in meetings. This may inspire designing interactions, 
say to link gestures to vocal input/output, that support sharing information.  

8 Conclusion 

We designed an Audio Repository (AR) to enable users in rural African villages to 
record, listen and share voice recordings, for free. Inhabitants learnt to interact with 
the system easily and illiterate elders, who have few ways to use free or low-cost 
phone services, used it to record and review community meetings for ten months. We 
situated the concept and interaction design of the AR in local communication practic-
es and phone use and did not analyze users’ mental functions or apply principles de-
rived from theory about the internalization of writing. Use of, and interactions with, 
the AR informed the design of a new prototype. Our observations also suggest that the 
fusion of meaning and sound and tuning of speech and bodily movement can inform 
strategies for displaying, searching and sharing information. Current design guidelines 
do not promote such ideas as they focus on single-user interactions and separate mind 
and body. Thus, we hope to motivate others to enrich the potential of voice-based 
applications for oral users by situating design in local ways of saying.  
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Abstract. We conducted a five-week field trial on mobile crowdsourcing of 
hyperlocal news content to 1) understand the readers’ experiences and 2) ex-
plore factors affecting their participation. In the end of the study the participants 
were surveyed with an online questionnaire (17/104 respondents) and five  
participants were interviewed. Although respondents and interviewees were en-
thusiastic about the trial, the activity in the trial was low. Results indicate that 
participant characteristics (age, gender, participation motivations and hobbyist 
background in photography) and task characteristics in terms of the subjectively 
perceived task significance (possible impact on important issues in the envi-
ronment or on community), task relevance (related to the background and  
participation motivation), and task engagingness have an effect on the participa-
tion. In addition, participation was influenced by the estimated needed effort vs. 
the expected benefit (monetary benefit or having a possibility to influence), vi-
cinity to the assignment location, enjoyment of the activity, and the monetary 
reward. To plan and manage the crowdsourcing activity the news publishers 
need information about the characteristics of the participants, participation pat-
terns and motivations that could be provided by the crowdsourcing platform.  

Keywords: Crowdsourcing, user-generated content, hyperlocal, news, motiva-
tion, location, mobile, ubiquitous, reader, photo, Scoopshot.  

1 Introduction 

We have been witnessing a transformation of journalism as an industry and profession 
during the last ten years. It is evident that the old production models and professional 
cultures do not work in the age of digital, networked and socially shared media. A 
twofold process within the few last years has been taking place: User generated con-
tent (UGC) has been adapted more and more into news output and UGC creators have 
taken into account the editorial requirements of the newsrooms [1]. User-generated 
content (UGC) in this context refers to content that is created and contributed by non-
professional reader reporters and reflects a certain amount of creative effort (adapted 
from [2]). So far UGC has been most often used in "soft and good news" when pro-
fessional journalism is used in hard and bad news [3]. In case of eyewitness news on 



 A Field Trial on Mobile Crowdsourcing of News Content 55 

breaking topics, such as riots, disasters, and accidents, newsrooms have started to use 
social media as an important source of material [4-5].  

There are especially rich possibilities to utilize UGC and crowdsourcing in the 
field of hyperlocal news, which are most often distributed free of charge to the read-
ers in print or online. By hyperlocal news content we refer in this paper to content that 
pertains to a town, village, suburb, or other small, geographically defined community 
[6]. There are already numerous hyperlocal outlets for example in the UK which rely 
heavily on the readers’ content, such as stories, photos and videos [6]. Especially 
hyperlocal newspapers collaborate with readers in content creation, because their 
editorial staff is few in number and the readers are well-informed of the hyperlocal, 
interesting and timely issues. Furthermore, other readers’ material is considered 
trustworthy and authentic [1, 7-8]. 

One of the possibilities to get UGC for the hyperlocal news is mobile crowdsourc-
ing. By mobile crowdsourcing we refer to a form of crowdsourcing, in which the 
initiator sends a task or makes available a task for voluntary undertaking by using 
mobile phones as an enabler for receiving or accessing the assignments and for sub-
mitting the news content (adapted from [9-10]). So far there is little prior research 
done concerning mobile crowdsourcing processes facilitated by news organizations 
publishing hyperlocal news, although the use of mobile assignments in news briefings 
have been reported [11]. This study addresses this gap. We report findings from a five 
week long field trial on crowdsourcing hyperlocal news content with a weekly mobile 
assignment. Findings are based on an online questionnaire (17/104 respondents) and 
interviews of five participants after the trial.  

The goal of the research was to explore the characteristics of the participants and 
participation, as well as participants’ experiences and identify the factors affecting 
participation. The goal for the news publisher was to use the findings in the develop-
ment of their collaboration processes. In addition, the news publisher wanted to find 
out, whether young people could be activated to the collaboration by using a novel 
collaboration process and system. The main research questions were the following: 
How do participants experience the trial and the crowdsourcing solution? What fac-
tors affect the participation in the crowdsourcing activity? What implications are 
found for the development of the mobile crowdsourcing systems and processes? 

To our knowledge, this is one of the first studies that reports on using mobile as-
signments for crowdsourcing in a real-world field trial carried out by a hyperlocal 
news organization. We present and discuss the findings on experiences and factors 
affecting participation and participation preferences. Based on the findings we  
provide implications for designing crowdsourcing processes and systems. 

2 Related Work 

Attitudes towards user-generated content (UGC) have changed during the last few 
years both on newsroom and reader reporters’ side. Newsrooms and content creators 
have co-adapted their practices as newsrooms have created new processes for UGC 
and UGC creators have simultaneously learned the expectations of the newsroom [1]. 
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Varying combinations of intrinsic and extrinsic motivations [13-14] are reported 
for reader participation in the context of news [15-17, 10]. In case of news related 
UGC there are differences in motivations to contribute depending on the addressees 
of shared content, the goal of sharing as well as the intended outlet of the submitted 
UGC [12]. The strongest reported motivations for contributors of stories at a German 
hyperlocal site myheimat are individually perceived creativeness, the fascination of 
publishing and the enjoyment of presenting one’s own ideas to a larger public [12]. 
Respondents also report typical journalistic motivations, including balancing different 
perspectives and informing other people [12]. Similar motivations have been found 
for readers’ photo content in case of hyperlocal news. In case of hyperlocal news, in 
which the submitter of a news photo gets a monetary incentive for a photo published 
in printed news, the top reported motivations are fun, an opportunity to get a mone-
tary reward, sharing one’s photos with others, and informing the wider public about 
local issues [10, 17].  

Prior research reports on the following dimensions for users’ participation and pre-
ferences in mobile crowdsourcing:  

• context of use [10, 18, 20] - time, location, vicinity to task location, parallel other 
tasks or activity, social situation, technology/infrastructure 

• assignment properties [10, 18-19] – validity (including time criticality), incentives, 
estimated time or other effort (e.g. travel distance) for carrying out a task 

• assignment type [10, 18, 20] – photo, video, information acquisition, action (such 
as conducting an interview)  

• patterns of planning and carrying out assignments [18, 20] – a priori planning 
• mobile service(s) with features and functionalities [10, 18-19, 20]  – reception or 

search of assignments (push, pull, location-based), submission of UGC 
• use of location information [10, 18, 20] – geotagging, locating for assignments 
• privacy issues [10] 
• perceived risk, benefit and value of disclosing location information [10]  
• organization type [10] – local or national news publisher 
• incentives [10, 18] 

Based on earlier literature on location-based crowdsourcing, the most preferred as-
signment types are photo [10, 18, 20], information acquisition [18], and video tasks 
[10]. Time-critical tasks and tasks with no incentive are not interesting [18] and  
solution should be achievable in 10 minutes [18].  

Patterns of solving tasks are related to location and temporal dimensions. Tasks are 
preferred to be solved close to home [18], downtown [10] and in close vicinity of the 
current location [10, 18]. Tasks are searched for during breaks during the day at work 
or studies or while going home [18] and solved after work [18].  

In location-based crowdsourcing – where tasks are related to a certain location and 
either searchable by location or at the location – searching for tasks that can be carried 
out in close vicinity of the home was preferred [18]. Map or augmented reality based 
solutions are accepted for planning of the activity [20]. If user’s current location is 
used for sending assignments to the user, obfuscation of query for the user’s location 
is preferred or using anonymous but precise locating [10].  
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We used these previously mentioned dimensions of participation preferences and 
findings in creating the questionnaire items and interview themes for this study.  

3 Methods 

3.1 Setup of the Study 

The hyperlocal news publisher, Sanoma News, operating in Helsinki metropolitan 
area in Finland, trialed a crowdsourcing platform called Scoopshot. Scoopshot is of-
fered by a third party that acts as an intermediary (marketplace) [21]. It enables regis-
tered users, solvers (scoopshooters), to submit photos and videos from smartphones to 
be sold for media companies (seekers) at the price set by the solver. Scoopshooters 
may also carry out tasks created by media companies and get rewarded for their ac-
cepted submissions. The incentive for simple tasks is usually at maximum two euros. 
Prior to the trial, the news publisher received reader’s content sent as text messages 
(short comments), multimedia messages (photos), as well as via email and an online 
form (photos, stories and tip-offs). 

3.2 Participants 

104 participants were recruited with a website banner at the online news site 
(Omakaupunki.fi). The banner was visible to every third visitor of the website for two 
and a half days. In the end of the trial there were seventeen responses to the online 
questionnaire and five respondents were interviewed on a voluntary basis.  

3.3 Apparatus 

The participants used their own smartphones, either iPhone (9/17) or Android (8/17) 
during the trial. Those participants (3/17), who had not used Scoopshot prior to the 
trial, installed it to their smartphone when joining the trial. The rest joined the news 
publisher’s community. Participants used Scoopshot mobile client for accessing the 
assignments, shooting photos and submitting user-generated photo content. The user 
interface of the Scoopshot mobile service client is illustrated in Figure 1. 

At the time of the study the platform did not provide access to the information on 
the news publisher’s community members, such as demographic information, activity 
logs other than actual UGC submitted by members in past three days, prior accom-
plishments of members etc. Contacting a member was only possible for current sub-
mitted UGC if the creator had allowed the phone number to be attached to the con-
tent. For professional photojournalists, the online platform enabled uploading of port-
folios, creating automatically a profile based on accomplishments and their quality as 
well as being able to contact a specific person directly for undertaking a job. 
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Fig. 1. Scoopshot mobile service client on iPhone. On the left, the opening page. In the middle 
the list of assignments. On the right an opened assignment.  

3.4 Assignments 

The participants were sent mobile photo assignments weekly, in total five (5) assign-
ments (see Table 1) during March and April 2012. The editorial staff of the news 
publisher was responsible for planning of the assignments, sending them from the 
Scoopshot online portal, selecting the content to be purchased and publishing the 
content online and in the printed weekly news tabloid. 

Table 1. Characteristics of the assignments and the activity during the trial (N = 104) 

 

The most important properties for each photo assignment were a textual descrip-
tion of the photo assignment to be carried out, the validity of the assignment and the 
reward information. Scoopshot reward was paid for all bought photos. In addition, the 
participants were rewarded for photos published in print media. The recipient group in 
all the assignments was news publisher’s own Scoopshot community. As an example, 
the description of the assignment on dog parks (# 4) was the following: 

“Where is the best dog park of the metropolitan area? Describe in your message where the 
dog park is located. You can also describe why pets and their owners enjoy the park or what 
improvements are wished for.”  

   
# Assignment 

theme 
Validi-

ty 
Scoopshot 

reward 
Views Submit-

ters 
Phot

os 
Purch
ased 

Prin
ted 

Reward for print 

1 
Cleaning the 
environment 

1wk 1 € 87 9 15 5 4 50 € 

2 Tallinn shipping 12h 1 € 68 2 27 2 1 50 € 

3 Noise barriers 2 d 1 € 63 2 2 0 0 - 

4 Best dog park 2 d 1 € 64 2 2 2 1 2 movie tickets 
5 Street conditions  1 d 50 € 56 3 7 1 1 - 
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The degree of activity decreased during the trial (Table 1). The first news assign-
ment “Cleaning the environment”, was viewed by 87 participants. The last news as-
signment of the trial was viewed by 56 of the participants.  

Fourteen (14/104) participants sent photos to the news assignments. Most of them 
(10/104) submitted photos to only one assignment. The most popular assignment 
based on the number of submitters was the first assignment on “Cleaning the envi-
ronment” with nine submitters. “Tallinn shipping” received the highest number of 
photos, but there were only two submitters and one of them submitted 26 photos. 
Purchased photos, were published online and most of the purchased photos were used 
in localized printed versions of the “Vartti” tabloid. 

3.5 Procedure 

Participants received a weekly mobile assignment via the Scoopshot mobile client. 
Answering to the assignments was voluntary. In the end of the trial the participants 
received as a mobile assignment an invitation to participate to the online question-
naire. The questionnaire was open online for two and a half weeks. There were 17 
responses to the questionnaire and respondents were compensated with two movie 
tickets (value 18 euros). The themes covered perceptions of the trial and assignments, 
participation preferences and background information. Five respondents voluntereed 
to participate in a one hour interview. The five interviewees were compensated with 
two movie tickets. The semi-structured interviews were recorded and transcribed. In 
addition, log data of activity and generated content during the trial was collected. 

3.6 Analysis of the Data 

Questionnaire data was analyzed by descriptive statistics due to the small number of 
respondents. Interview data was analyzed by data-driven content analysis by identify-
ing emerging themes in interviewees’ perceptions and experiences.  

4 Results from the Online Questionnaire 

4.1 Respondents’ Background 

Demographics (N=17). Majority of the questionnaire respondents were male (16 
male, 1 female). The youngest participant was 15 and eldest 53 years old (M = 28, SD 
= 10.4, Md = 26). Eight respondents were aged between 15 and 25 indicating that this 
type of activity attracts younger age groups to participation as was hoped for by the 
publisher. We use a grouping to two age groups in the analysis, that is, 15-25 years 
and over 25 years. Results based on age group are presented when clear difference 
between the groups was found and it is relevant for the presentation of the results. 

Education. The most common highest level of education was vocational degree 
(7/17). For the rest of the respondents the highest level of education varied from  
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comprehensive school to a higher university degree. Six of the respondents were  
students, but otherwise the occupations varied.  

Activity in Photo and Video Shooting. Respondents were active photographers. 
Over half of them reported taking photos daily (10/17) and the rest of them (7/17) 
weekly. The frequency of video recording was lower. Only one of the respondents 
recorded videos daily, and the rest of them weekly (8/17) or monthly and less  
frequently (8/17).  

Prior Usage of Scoopshot. Scoopshot was the most often reported outlet for UGC 
that can be rewarded for. Most of the respondents (14/17) had used Scoopshot prior to 
the trial, primarily for carrying out other assignments than news assignments.  

Prior Sending of Photos to Media for Publication. Twelve (12/17) respondents 
reported sending reader’s photos prior to the trial. They were asked to report in more 
detail how often during the last half a year they had sent photos to 1) the hyperlocal 
news publisher, 2) other news media and 3) Scoopshot prior to the trial. For most 
participants the frequency to send reader’s photos to hyperlocal news or other media 
was low prior to the trial - either monthly, less than monthly or never. One of the 
respondents was an active weekly contributor to all three output channels. Another 
respondent was an active daily user of Scoopshot.  

4.2 Assessment of the Trial and Scoopshot 

Overall Assessment of the Trial. The respondents were asked to describe the trial by 
completing a sentence with 1-3 different endings. The question was as follows: “How 
did you find the trial? Please, complete the sentence with one to three endings. In my 
opinion the trial was…”. There were altogether 38 different sentence completions of 
which 32 were categorized as positive. Trial was assessed as interesting (9/38), novel 
(8/38) and pleasant (6/38). The negative comments were related to wishing for more 
tasks or a lower number of tasks than expected. Overall, twelve respondents (12/17) 
described the trial only positively, and the rest both positively and negatively. 

Suitability of Scoopshot. Scoopshot was assessed as suitable for receiving assign-
ments as well as for submitting photos. Sixteen respondents (16/17) rated suitability 
for receiving the assignments to be between 8 and 10 (11-point scale: 0 = not suitable, 
10 = extremely suitable). For sending photos the rating for suitability was somewhat 
lower as twelve respondents (12/17) rated the suitability to be 8 or higher.  

4.3 Answering to the Assignments 

Age as a Determinant. The older respondents were more active contributors than age 
group 15-25 years. Ten (10/17) respondents reported that they had submitted photos 
to the assignments. Eight of them were aged over 25 years. Six respondents of the 
seven who did not submit photos were aged between 15 and 25 years.  
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Reasons for Answering to the Assignments of the Trial. Those respondents who 
reported answering to the news assignments of the trial (10/17), were next asked a 
multiple choice question for their reasons to answer (Figure 2). Answering was moti-
vated by an interesting assignment, enjoyment of activity when searching for a suita-
ble subject to photograph and wanting to earn some money. Photography as a hobby, 
being close to a suitable location and easily finding a suitable topic to shoot the photo 
of were also mentioned. Other reasons mentioned in the open field were opportunity 
for influencing and gaining new experiences with technology.  

 

 

Fig. 2. Reasons for carrying out assignments (N = 10) 

Reasons for Not Answering to the Assignments of the Trial. Those who did not 
answer to any of the news assignments in the trial (7/17) were asked for the reasons 
not to answer (Figure 3). Most often reported reasons for not carrying out assignments 
were that a suitable subject to shoot a photo was not found or the respondent was far 
from the location of the assignment. In addition, reason mentioned as “other” was 
related to the location, specifically, the respondent did not live in the area where the 
assignments were supposed to be carried out. Interestingly, none of the respondents 
reported as a reason for not answering the following options that were offered to 
them: “The assignments did not interest me”, “I did not follow the offered tasks”, and 
“I believe, that I will not get a reward”.  

 

Fig. 3. Reasons for not carrying out assignments (N = 7) 
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4.4 Assessment of the Assignment Themes 

Respondents were asked with a multiple choice question to assess the assignment 
themes in the trial. The question was asked in a form of sentence completion as fol-
lows: “The themes of the assignments were voluntary cleaning, Tallinn shipping, 
noise barriers, the best dog park and street conditions. What do you think about the 
themes? In my opinion the themes were…”. We provided seven predefined attributes 
to be selected as the descriptive attributes and a possibility to choose “other” and to 
provide an open description for it (Figure 4). 

To identify the predefined attributes (qualities) for this question, we asked nine ex-
ternals (4 females, 5 males; age: 28 – 39 years) to describe with adjectives each of the 
five assignments of the trial. As an outcome 91 adjectives were collected. Adjectives 
with similar meaning were grouped and given a descriptive code. Seven most often 
reported attributes, with code counts varying from four to eight, were selected to be 
used in the questionnaire. This covered in total 44 of 91 original adjectives.  

 
Fig. 4. Assessment of the assignment themes based on the age groups (N = 17) 

Respondents assessed the themes as communal and useful, easy and important, but 
also boring and demotivating (see Figure 4). The young respondents (15-25 years), 
assessed the themes less positively than the older age group. Over half of the young 
respondents (5/8) assessed the themes as either boring or demotivating, whereas the 
older age group (over 25 years) assessed them communal and useful.  

4.5 Assessment of the Other Assignment Properties in the Trial 

Frequency of Assignments. Assignments in the trial were sent once a week. Respon-
dents were asked “In your opinion, were the assignments sent often enough?” 
(Yes/No/I cannot say). Majority of the respondents (13/17) found that assignments 
were not sent often enough. 

Suitable Length for Validity of the Assignments. The respondents were asked to 
rate the suitable length for validity of the sent Scoopshot assignments from four op-
tions: 1/2 day, 1 day, 2 days, and 1 week. A 5-point rating scale was used (too long, 
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quite long, suitable, quite short, too short). The suitable length for the validity of an 
assignment was two days (14/17). Over half of the respondents (10/17) considered one 
day to be short and one week to be long. Half a day was considered to be short by all.  

4.6 Dimensions on Participation Preferences 

The respondents were asked with multiple choice questions preferences for assign-
ment types, and on context related issues: in what situations, when and where they 
would prefer to carry out assignments [10, 22]. They were also asked to estimate from 
given choices the maximum distance willing to travel for and the time willing to 
spend on an assignment. 

Preferred Assignment Types. The respondents were asked what kind of assignments 
they would be interested in carrying out (see Figure 5). All respondents preferred 
photo assignments and over half of them also video assignments (11/17) and informa-
tion acquisition (10/17), such as finding out how much a kilo of new potatoes costs on 
a market place. There was no difference between the age groups in the preferences.  

 

Fig. 5. Preference for carrying out different types of assignments (N = 17) 

Preferred Situation (Task Context). Majority of respondents (15/17) were willing to 
carry out assignments on free time and over half of the respondents (11/17) when 
there is nothing else to do. Situations proposed by respondents in the open field were 
during hobbies and while waiting, i.e., when passing time. 

Preferred Time (Temporal Context). Over half of the respondents (11/17) were 
willing to carry out assignments at any time. The most often reported specific times 
when willing to carry out assignments were weekends (8/17) and evenings (6/17).  

Preferred Location and Vicinity (Spatial Context). All questionnaire respondents 
except one were willing to carry out assignments anywhere if they are in the vicinity 
of the assignment location (16/17) (Figure 6). Over half of the respondents (12/17) 
were willing to carry out tasks close to workplace, studies or near home. In addition, 
daily patterns of activities, such as commuting, generally during transitions between 
places and while shopping seem to be provide relevant times to carry out tasks.  
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Fig. 6. Activities and locations to carry out assignments (N = 17) 

Amount of Time Willing to Spend on an Assignment. Over half of the respondents 
(12/17) estimated willingness to spend even over a half an hour for carrying out an 
assignment, including the time for travel and submission (choices: 1-5 min, 10-30 
min, less than an hour, more than an hour, other). However, this result may reflect 
more the maximum amount of time and be dependent on other factors, such as the 
interestingness of the assignment or the incentive. 

Maximum Distance Willing to Travel for an Assignment. Choices given for esti-
mating the maximum distance to travel were 1/2/5/10/15/over 15 kilometers. Over 
half of the respondents (9/17) were willing to travel at most five kilometers, whereas 
the rest reported willingness to travel even more than five kilometers.  

4.7 Positive Attitudes Contradict the Disappointment at the Trial 

In the end of the questionnaire the respondents were given a possibility to openly give 
feedback on the trial. Eleven respondents answered the question (11/17) giving twen-
ty separate inputs. Four of the inputs were positive, ten negative and six neutral ideas 
and wishes. One of the respondents wished for continuation of the crowdsourcing 
activity, echoing the primarily positive assessments of the trial in the sentence com-
pletions reported earlier in subsection 4.3: 

”This felt like sensible activity. More of this!”  

Eight of the ten negative inputs were given by respondents who did not carry out as-
signments or who were aged between 15 and 25 years. Two of the negative inputs 
were related to the rewards, being either too small compared to the amount of work or 
to the required distance to travel. Some respondents also expressed to be disappointed 
with the trial, as they had high expectations in the beginning, but due to the assign-
ment themes their enthusiasm faded. There were wishes for broader topics and that 
some topics would be more challenging than the others. Topics concerning the youth 
were wished for, reflecting the low participation activity by the young participants: 

“More tasks concerning the young!! We are the future, hey? :P” 
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5 Results from the Interviews 

5.1 Interviewees’ Background 

Demographics. The five volunteer interviewees were male and their age was between 
26 and 53 (Md = 34) (Table 2).  

Photographing. All interviewees had photography as a hobby. The primary motiva-
tions were intrinsic: they enjoy it because it is fun, creative and they constantly want 
to improve their skills. Three interviewees shot photos daily and two weekly (see 
Table 2). One interviewee found video shooting even more appealing than photo-
graphing and shared his videos in Youtube. Another one shared photos under Creative 
Commons license and his photos had been used for web publications, and magazines.  

Prior Participation to News Making. One interviewee was an experienced contribu-
tor to news. He had started participation to news making almost 40 years ago by pho-
tographing and writing stories to the hyperlocal newspaper of his home town. The 
other interviewees had less participation experience to news making (see Table 2).  

Table 2. Interviewees' background and characteristics 

 

Photographing was a pleasing way to participate in news making for all interview-
ees (see Table 2). Two of them also sent video material. One interviewee submitted a 
lot of spontaneous photos and chose the outlet media based on the photo’s topicality. 
Two interviewees can be characterized primarily as intentional and actively seeking 
photojournalists, whereas three are primarily randomly acting photojournalists [15- 
16]. All interviewees were interested in carrying out assignments, although one of 
them preferred spontaneous photographing to tasks. He felt that by choosing the top-
ics himself, he has more possibilities to influence.  

5.2 Perceptions and Development Ideas on Scoopshot 

Experiences with Scoopshot Prior to the Trial. Four interviewees liked the photo 
and assessment tasks of local companies that were initiated by a company providing 
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directory services. One interviewee had carried out about one thousand tasks in one 
month. Another interviewee was not interested in simple tasks and hoped for themes 
with more challenge. Three interviewees had sold news photos via Scoopshot.  

Suitability of Scoopshot. Scoopshot was found convenient, easy and effortless espe-
cially for assignment-based participation supporting the questionnaire findings. 
Moreover, it was found cost-effective as submitting is free of additional charge with a 
cellular data subscription or via a wireless network.  

Ideas for Future Development. Some ideas for developing a mobile crowdsourcing 
platform arose in the interviews:  

• Community like features: A possibility to see photos that other solvers have sub-
mitted to the assignments. 

• Incentives: A possibility to submit news photos with no expected reward. 
• Support for planning and carrying out tasks: Tasks available on a map view.  
• Limiting the number of solvers: Assignments could be available to first five solvers 

close to the assignment location and if they are not able to submit sufficient con-
tent, the assignment would be opened to other solvers in the area. 

• Support for using solvers with good reputation: An editor should be able to allo-
cate an assignment to a reader reporter that is already known of one’s good work. 
This calls for an implemented mechanism for reputation building. 

Attitudes towards the Use of Location Information. Scoopshot uses the user’s 
location information when accessing the tasks and it geotags the photos. Four of the 
five interviewees were positive towards the use of location information in news  
reporting reflecting the findings of earlier studies in this context [10, 20]. Four inter-
viewees (4/5) found locating useful in general and they also used automatic geotag-
ging of their photos. One interviewee described how geotagging provides added value 
for the viewers of the UGC by enabling location-based search for UGC and he there-
fore added the location information if it was missing. On the other hand, one inter-
viewee explained how with some photos giving the exact location could be harmful, 
when photographing protected animals, for example. Instead of automatic geotagging, 
he added in these cases an approximate location to protect the source.  

5.3 Participation in the Trial 

Motivations to Participate in the Trial. The most common motivation to take part 
in the trial was interest in Scoopshot and assignments (4/5). One of the interviewees 
described, how he feels about receiving assignments and his participation: 

 “… always when I notice or the phone notifies when there is a new assignment, I check it. I 
find it fun. It makes one feel a bit important, or like own contribution really is somehow useful 
then. To me it gives pleasure. .. It is like playful, that you wait for an assignment to carry out 
and it feels really good.” Male, 34 

Carrying out assignments was described by the interviewees as fun, playful, and giv-
ing challenges and an opportunity to learn and experience something out of the  
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ordinary. Interviewees also mentioned it to be a change to their own photographing 
and a pleasant additional activity. Interviewees also seemed to interweave the tasks to 
their everyday activities, such as when cycling to or from work, when walking a dog 
or when in transition between places during the work day as has been reported earlier 
for mobile gaming [23]. 

Feeling of Succeeding. A published photo or being able to influence with a photo 
gave a feeling of succeeding. Three of the interviewees felt that they had succeeded if 
their photos were published (3/5). One interviewee described how he had succeeded, 
if he himself was satisfied with the photo, whether the photo got published or not. For 
the interviewee with longest experience it was important to influence with his materi-
al and get something fixed, to repair a fault or to cause a change. He described: 

“And I don’t know, whether it creates contentment, that your own photo is in some newspaper, 
even that, you are used to it. But when you notice, as when I participated to the trial with as-
signment on potholes due to frost damage, when it [photo] was published in the newspaper, it 
was fixed within a week. It is, that it has influence.“ Male, 53 

In addition, the expressed interest by others towards their photo was a sign of suc-
ceeding. This interest could be the use of the photo for news, as a tip-off or idea for a 
news story, or someone wanting to use the photo for their other purposes. Further-
more, comments to their photo on the news site were a sign of success, showing that 
the photo raised interest. 

Money as a Motivational Factor. Money and getting an incentive was not the most 
important motive to participate for the interviewees. However, the little extra income 
was a nice bonus and acknowledgement for the effort. None of the interviewees men-
tioned about the reward being too small, rather the other way around. One interviewee 
was willing to upload news photos to Scoopshot with no expected reward and another 
would carry out assignments even without any reward if the assignment was interest-
ing enough. Altogether three interviewees expressed that they considered the possibil-
ity to influence and cause overall benefit with their photos more important than the 
reward. One of them commented the Cleaning the environment assignment as fol-
lows: “I think I got 50 euros from it. I was more satisfied, that it was cleaned up.” Male, 53. 
The active background in photography and interviewee’s participation motivations 
may influence the views on money and its role as an incentive. 

Overall Assessment of the Trial. Interviewees found the trial interesting and fun and 
they were willing to continue participation. It was mentioned that having a clear as-
signment makes one think and approach it as a challenge to solve and that even com-
petitive aspects came into play.  

The most negative issues mentioned by participants were short the validity of as-
signments, the worn out and much used assignment topics and the impacts of reader 
participation. As negative impacts of reader participation two interviewees were wor-
ried about professional photographers’ salary level being reduced or detracting from 
their jobs. One interviewee feared for the future impact on his work at the rescue ser-
vices. He explained that if all reader reporters want to snap a photo of a fire, it will 
distract the rescue workers’ operation on the scene of an accident 
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Comparing Interview and Questionnaire Results. The most notable difference  
in interview and questionnaire responses is the distance willing to travel for an  
assignment (Table 3). In the questionnaire all interviewees were ready to travel five 
kilometers or more for an assignment, but in the interviews three of them preferred 
assignments on their way or needing to travel only a short distance. This could be the 
case also for other questionnaire respondents and similarly, the time willing to spend 
for carrying out tasks might be overestimated in the questionnaire results. 

Table 3. Comparison of questionnaire responses and interviewees 

 

6 Discussion 

The field trial showed the importance of understanding the participant characteristics, 
perceived task characteristics, and participation preferences as factors influencing 
participation. Understanding these factors supports the planning and managing of 
mobile crowdsourcing activities within the context of hyperlocal news publishing, 
including the design of assignments and forms of participation. The crowdsourcing 
platform should support this understanding by providing information on the partici-
pant characteristics and participation patterns, as well as accumulate the collected 
knowledge and make it available for the newsroom. We next discuss the findings 
based on the trial and provide implications for designing crowdsourcing systems and 
processes, including assignment characteristics. 

Perceptions on the Trial and Its Implementation. The questionnaire respondents 
were enthusiastic about the crowdsourcing activity and the trial with Scoopshot as the 
crowdsourcing platform. In the sentence completions the trial was described as inter-
esting, novel and pleasant. Scoopshot was also assessed to be suitable for the mobile 
assignment based collaboration. However, the actual activity in the trial was low.  
The following reasons for this can be found in our findings.  

First, the themes of the assignments were perceived positively as communal and 
useful primarily by the respondents from the older age group (over 25 years), whereas 
the younger age group (15-25 years) assessed the themes primarily as demotivating or 
boring. Interviewees described the themes as worn out and much used. The relevance 
of the themes to the participant groups as well as the engaging implementation of the 

Topic Questionnaire  
respondents 

Interviews Interviewees in  
questionnaire 

Were the assignments 
delivered often enough? 

No (13/17) No (5/5) No (4/5) 

Assessment of assign-
ment topics (most imp.) 

Communal (7/17),  
useful (7/17) 

N/A Useful (4/5),  
communal (3/5) 

Willingness to travel for 
an assignment 

5 km or more (14/17) On the way or short 
distance (3/5) 

5 km or more (5/5) 

Suitable assignment 
validity 

2 days (14/17) Min 1, max 7 days 
(5/5) 

1-2 days (3/5) 
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participation needs to be paid attention to when planning the activity and assignment 
themes. In addition, the characteristics of the participant groups may vary depending 
on the channel chosen for reader participation and this should be taken into account in 
the planning of the activity and assignments. 

Second, those respondents who answered to the assignments (10/17) reported as 
top reasons for carrying out the assignments the interestingness of the assignments 
(7/10), enjoyment of searching for a suitable subject to photograph (5/10), and want-
ing to earn some money (5/10). The top reasons reported for not carrying out assign-
ments (7/17) were not finding a suitable subject (5/7) and not being in the vicinity of 
the assignment or suitable location (4/7). In addition to the task relevance and enga-
gingness of the assignments our results emphasize the enjoyment of the activity, mon-
etary incentives and vicinity to a suitable location as important factors similarly to 
previous studies in mobile crowdsourcing [10, 17-18].  

Third, the frequency of the assignments, which was in the trial one assignment per 
week, was found too low. Assignments were wished more frequently, with a preferred 
validity of two days, and several assignments were wished to be available at the same 
time to be able to pick from a set of assignments. This would allow more readers to 
participate and on the other hand enable choosing those of most interest. 

Participation Preferences. Based on earlier research [10, 17-18].  we studied the 
following factors that influence participation preferences: 1) assignment types, 2) 
situations (task context), 3) time (temporal context), 4) location (spatial, i.e., physical 
context), and 5) effort needed in terms of a) time spent and b) distance travelled. 
Similar to previous studies photo assignments were the most preferred assignment 
type followed by video and information acquisition tasks [10, 18]. Respondents pre-
ferred carrying out assignments on free time and when nothing else to do, as reported 
previously [10, 18]. Furthermore, participants seem to interweave the assignments 
with their daily patterns of activities, such as when commuting or in transition to or 
from work, studies and home, when walking a dog or cycling, and while shopping. 
Similar findings have been reported previously for ubiquitous gaming [23] and in 
mobile crowdcourcing [18]. Augmented reality based solutions have been suggested 
for implementing support for readers when searching for tasks and planning own 
activity in hyperlocal news making [20]. Mobile client could provide support for mak-
ing a plan and a route to follow, by being able to choose assignments to a task list and 
create a route or a map for oneself of the preferred assignments. 

Although in this study the respondents were willing to carry out assignments at any 
time, the more specific reported times by the respondents, that is, weekends and even-
ings are similar to results reported in previous studies [18, 10]. Questionnaire respon-
dents were willing to carry out assignments if they were close the assignment location 
by, but specifically when close to workplace, studies or home. This indicates clearly 
the need for a possibility to search for assignments near the places relevant for the 
user as reported by Alt et al. [18].  

We also studied the amount of effort willing to invest in the crowdsourcing activi-
ty, specifically in terms of 1) the time spent on an assignment including travel and 
submission, and 2) the distance travelled for the assignment. Questionnaire respon-
dents reported willingness to invest relatively high effort in carrying out the tasks 
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compared to earlier findings [10,18]. The results in our study on the willingness to put 
effort in carrying out the assignments therefore may be affected by other factors, such 
as the interestingness of the topic, the incentive and be valid only for a maximum 
effort willing to invest which may be affected by other factors as well. This seems to 
be the case based on the interview results, in which the vicinity to assignment location 
was emphasized. In addition, in the open comments of the questionnaire results the 
balance between the reward and the needed effort was brought up. 

Motivations to Participate. The interviews of five participants with photography as a 
hobby revealed several motivations to participate in news making and crowdsourcing 
of news. These included the enjoyment of the activity and the variation it brings to 
their hobby, the opportunity to learn and experience something out of the ordinary, 
and the challenge and competition in solving the given assignment. Furthermore, the 
feeling of personal importance and value of one’s contribution to the news making as 
well as the desire to influence something of interest to oneself were raised in the in-
terviews. These motivations reflect the earlier findings on motivations to participate 
in news making [12, 16-17]. The participation of the interviewees seems to be moti-
vated primarily by intrinsic motivations, although the monetary reward was described 
as a little extra income that was a nice bonus for the effort invested.  

For most of the interviewees the printed photo was an important feedback for suc-
cess, giving satisfaction of one’s accomplishment, as well as the comments on one’s 
photo were a sign of success and a source of satisfaction. On the other hand, one of 
the interviewees emphasized how he was satisfied, when the photo had influenced the 
repairing of some issue rather than gaining a personal monetary benefit for the photo. 
This brings up the wider significance of own activity as an emerging theme. However, 
interview results are representative only for the special group of hobbyist photograph-
ers, who volunteered to be interviewed, rather than for a wider participating crowd.  

The results from the questionnaire and interviews seem to indicate that the partici-
pant groups have different profiles in relation to the motivations and preferences to 
participate when mobile assignments are used. Some participants seem to take the 
tasks more seriously, almost as professional photojournalists, being critical about the 
quality of their work and wanting to improve their skills. Others seem to be motivated 
if the tasks touch issues that are important for them as citizens or residents of a certain 
area. The third group could be those that take part in order to earn some money or 
have fun, for example. Further studies in this area are therefore needed to support the 
planning of the crowdsourcing activities and collaborative news making. 

Other Issues to Address in the Design of Crowdsourcing Systems and Processes. 
First, the newsroom needs to gain an understanding on different participant groups 
and their participation patterns and activity. This should be supported by the crowd-
sourcing platform or by other means. This calls for being able to collect, analyze and 
use collected information of the participants and submitted content to create know-
ledge on the participation. If an external crowdsourcing platform by a third party 
company is used, this company could provide the information as a service to the cus-
tomer company. Second, the news publisher should provide multiple channels for 
participation to ensure participation independent of the socioeconomic background or 
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technology savviness. To ensure equality and enable the readers to voice their views 
independent of their socioeconomic and demographic background, multiple channels 
of participation give possibilities for more diverse groups to participate and bring out 
issues important to them. Further issues that were suggested by participants to the 
developing the mobile crowdsourcing platform: a) community like features to support 
viewing of other users’ content, b) a possibility to submit without any expected re-
ward set as a price of the photo, c) limiting the number of solvers in the vicinity of the 
assignment location and d) creating a reputation system for the solvers that can be 
used by the newsroom staff to choose  solvers with a good reputation to ensure the 
quality of the submissions. 

Limitations and Future Research. Although the trial was limited in terms of the 
number of participants, its length and the number of sent assignments, the findings 
provide insights that can be taken into account when developing mobile crowdsourc-
ing processes and enabling systems for it. There are several different paths to continue 
the research: participant characteristics, including socio-demographics and participa-
tion motivations in collaborative processes in news making, the use of incentives in 
this setting, developing the technological support, systems and processes for collabor-
ative news making, ideating new enablers and participation forms for fun and playful 
experiences for participants, as well as further studies, experiments and trials in real-
world on the factors affecting participation to enable successful use and management 
of crowdsourcing and to enable equal opportunities for readers to voice their views. 

7 Conclusions 

Findings indicate, that mobile crowdsourcing is a feasible option to be used in hyper-
local news making, that could 1) attract new participant groups to collaboration, 2) 
support a fun and playful way of participation, 3) give a possibility to influence, and 
4) give an opportunity for little extra income. Results indicate that task characteristics 
in terms of the subjectively perceived significance (e.g. possible impact on important 
issues in the environment or on community), relevance (related to participant charac-
teristics and participation motivation) and engagingness (fun and motivating) have an 
effect on the participation. Furthermore, participant characteristics, specifically age, 
gender, participation motivations and photography as a hobby seem to affect the par-
ticipation. In addition, participation was influenced by the estimated needed effort vs. 
the expected benefit (monetary benefit or having a possibility to influence) the vicin-
ity to the assignment location, enjoyment of the activity, and the monetary reward. 
Hobbyist background in photography seems to be connected to the interviewees’ in-
trinsic participation motivations. As carrying out the tasks seems to interweave into 
daily activities, mobile user’s activity should be supported by enabling the planning of 
the own participation activity by the crowdsourcing platform.  

Crowdsourcing of photo content for news can be seen as a form of crowdsourcing 
of creativity [24]. Combined with a potential monetary reward the particular form of 
crowdsourcing studied in this trial combines the intrinsic and extrinsic participation 
motivations with varying emphasis depending on the participant characteristics.  
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Our findings show, that it is important for the news publishers that the crowdsourcing 
processes and systems not only support the assignment related activity but also sup-
port understanding the motivations, participant characteristics as well as the underly-
ing determinants and patterns of participation. 
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Abstract. Smartphone users visit application marketplaces (or app stores) to 
search and install applications. However, these app stores are not free from pri-
vacy-invasive apps, which collect personal information without sufficient dis-
closure or people’s consent. To nudge people away from privacy-invasive apps, 
we created a visual representation of the mobile app’s privacy rating. Inspired 
by “Framing Effects,” we designed semantically equivalent visuals that are 
framed in either a positive or negative way. We investigated the effect of the 
visual privacy rating, framing, and user rating on people’s perception of an app 
(e.g., trustworthiness) through two experiments. In Study 1, participants were 
able to understand the intended meaning of the visual privacy ratings. In Study 
2, we found a strong main effect for visual privacy rating on participants’ per-
ception of an app, and framing effects in a low privacy rating app. We discuss 
implications for designing visual privacy ratings, including the use of positive 
visual framing to nudge people away from privacy-invasive apps.  

Keywords: Visual framing, privacy, privacy metrics, rating; nudge, framing  
effect, valence, positive framing, negative framing, Mechanical Turk.  

1 Introduction 

Application marketplaces (a.k.a. app stores) have become the mainstream channels to 
distribute applications onto smartphones. Over 700,000 apps have been published 
both in the Apple App Store and in Google Play as of Dec. 2012 [1,4]. However, this 
abundance of choice comes with consequences; app stores are not free from privacy-
invasive apps that collect personal information without sufficient disclosure or user 
consent. An investigation of 100 popular apps (for iPhone and Android) shows that 
many of these apps collect personal information such as location and the phone identi-
fication numbers, and some apps share these data with third parties without proper 
user consent [28]. For example, Path, a popular social media app, was recently found 
to transmit the user’s contacts stored on the phone without explicit permission [32]. 

When shopping for an app in the app store, people have an opportunity to compare 
different apps that provide similar functionality. For example, searching for “weather” 
returns more than 1,000 results in Google Play. Clicking an app of interest, people can 
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view detailed information, such as description, screen shots, user ratings, and reviews 
of the app. In this detailed view, some app stores provide privacy-related information 
regarding which types of data the app may access; however, prior research has shown 
that people do not read the permission warnings, and even if they do, they do not 
understand what the information means, as the terms are vague and confusing [12,16]. 
Nonetheless, a recent survey reports that 30% of survey respondents had uninstalled 
apps found to collect personal information that they did not want to share [6]. 

The goal of this work was to explore novel ways to nudge people away from priva-
cy-invasive apps when they search for and compare apps to install. Specifically, we 
created visual representations of an app’s level of privacy protection and investigated 
how the visual representations influence people’s perception of an app. Similar to a 
movie critics’ rating [23], we created visuals for a privacy critics’ rating of an app, 
conveying how privacy-preserving or privacy-invasive the app is (Figure 1).  

 

Fig. 1. Visual Framing. Positively-framed visuals of a rating of 3 (left column) is semantically 
equivalent to negatively-framed visuals of a rating of 2 (right column). 

To create influential, persuasive visuals for privacy ratings, we leveraged the well-
known “Framing Effects” [30]. The key idea is that people’s decisions, in part,  
depend on the way problems are stated (e.g., positively or negatively). A classic ex-
ample is how a doctor describes the odds of a grueling operation: many would prefer 
to choose an operation of which an outcome is “90 out of 100 are alive after five 
years” than “10 out of 100 are dead after five years” [21]. Even if these two phrases 
contain the same information, people—even experts (i.e., doctors)—are systematical-
ly subject to framing effects. In addition, framing effects occur without people know-
ing that they are being affected by it. People are susceptible to the framing as long as 
they understand the valence of an option—whether something is good or  
bad—without necessarily understanding what makes the option appealing.  

Our goal was therefore not to make people understand the details of how an app’s 
privacy rating is calculated or to help them make an informed decision. Rather, in this 
work, we investigated whether we can leverage framing effects to nudge people away 
from privacy invasive apps using visual representations. We used visual elements 
such as colors and symbols to make the valence information even more salient than 
text-only valence descriptions. To study the effect of the visual framing of a privacy 
rating, we first created semantically equivalent visuals for a privacy rating that high-
light either the positivity or negativity of the rating, respectively. Then, we measured 
the effect of the positively- and negatively-framed visuals for privacy ratings on how 
people perceive smartphone apps with/without a user rating. Privacy rating is just one 
aspect among many other attributes of an app whereas the user rating reflects how 
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general audience holistically thinks about the app based on their individual expe-
riences. Furthermore, people self-reported [8,11,12] that they consider privacy-related 
information far less important than user ratings in making app choices. Therefore, we 
considered the effect of the privacy rating in conjunction with the user rating. 

Our contributions are threefold. First, we detail visual attributes (e.g., color) and 
semantics (e.g., valence, sign) that contribute to visual framing. Second, we investi-
gate if framing effects transfer to visual representations of a privacy rating and shift 
people’s perceptions of apps. Third, based on the lessons learned from two experi-
ments, we discuss design implications for visualizing privacy ratings of smartphone 
apps in such a way to nudge people to avoid privacy-invasive apps. 

2 Related Work 

2.1 Mobile App Privacy and Permissions 

Recent studies reveal the limitations of existing approaches to presenting privacy-
related information on mobile phones. Looking into Android’s permission interface, 
two studies show that people pay little attention to permission requests when instal-
ling an app and have a poor understanding of what each permission means [12, 16]. 
Semi-structured interviews of 20 Android users discover that participants do not un-
derstand Android permissions, which were described as “confusing, misleading, jar-
gon-filled, and poorly grouped” [16]. An online survey of 308 Android users reports 
that only 17.5% of respondents reported looking at permissions during their last app 
installation [12]. Moreover, only 3% of respondents could provide correct answers for 
permission comprehension questions [12]. On the contrary, the same study reports 
that 71% of respondents looked at some type of user reviews before installing an app. 
Similarly, Chin and colleagues reveal that participants often rely on user ratings when 
deciding an app to install [8].  

Realizing these limitations, researchers have made an effort to design simple and 
easy-to-understand visual representations of privacy-related information. For exam-
ple, Kelley and colleagues show that presenting online privacy policies using standar-
dized tables improves people’ comprehension of the privacy policies [15]. Cranor and 
colleagues use a symbol (called Privacy Bird) to indicate whether a website’s privacy 
policy matches a user’s preference [9]. A follow-up study designs “privacy icons” and 
demonstrates that when the privacy icons were presented, participants were willing to 
pay a premium to purchase items from the websites that better protect users’ privacy 
[29]. Similar to these studies, we created simple visual representations for privacy 
information. However, our work is different from the previous work as our goal was 
not to improve people’s comprehension of the exact details of privacy policies, but 
rather to create visual representations that can affect how people perceive an app and 
as a result can nudge them away from privacy-invasive apps.  
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One study by Lin and colleagues [20] addresses the limitations of Android’s per-
mission interface using crowdsourcing. The authors propose a privacy summary that 
highlights the use of permissions that did not match other people’s expectations. To 
capture people’s expectations, the authors conducted online surveys, recruiting res-
pondents from Amazon Mechanical Turk. Such measured expectations can be useful 
for creating an app’s privacy rating, which our work could leverage. In comparison, 
our work examines framing effects in visual representations for privacy information 
with the aim to identify what makes certain visuals more influential and persuasive 
than others and leverage those properties to influence user perceptions.  

2.2 Theoretical Framework: Framing Effects 

A few recent studies apply behavioral economics theories in designing persuasive 
technologies. Lee and colleagues [17] apply three persuasion techniques drawn from 
behavioral economics—the default option strategy, planning strategy, and asymmetric 
choice strategy—in designing choices for healthy eating. Inspired by their work, we 
explore a novel approach to employ framing effects to nudge people away from priva-
cy-invasive apps. Humans have been thought to make rational choices, of which the 
core principles include invariance [31]. Invariance requires that two versions of a 
choice that are recognized to be equivalent should yield the same preference regard-
less of the manner in which they are described. However, Tversky & Kahneman [30] 
reveal that presenting the same option can alter people’s decisions when varying the 
framing of acts, contingencies, or outcomes.  

Since Tversky & Kahneman first discussed framing effects explaining how valence 
influences people’s willingness to take risks, framings have been studied using text 
descriptions in many domains including privacy domain [13]. To better understand 
when and why different types of framing will have an effect, Levin and colleagues 
develop a typology of framings, and distinguish between three different kinds of 
framings—risky choice, attribute, and goal framing [19]. Our work is particularly 
inspired by the attribute framing, which manipulates the valence of a single attribute 
within a given context. For example, an attribute of ground beef can be labeled as 
either “75% lean” or “25% fat,” and a study shows that people favor the former even 
though the two labels convey the same information [18]. Framing effects occur be-
cause people tend to be somewhat mindless when consuming information in daily life 
[27]. Therefore, when applied properly, framing can be used as a powerful nudge to 
influence people to make a better decision [27].  

2.3 Nudging for Privacy Decision 

Acquisti & Grossklags discuss the relevance of framing to privacy research [2]. In [3], 
Acquisti coins the term, “nudging privacy,” and discusses how existing research in 
behavioral economics and psychology can help better understand privacy decision 
making. Furthermore, Balebako and colleagues broadly discuss how their ongoing 
work in location sharing can leverage nudging interventions to help people make 
better privacy decisions [5].  
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In HCI research, the term “nudging” has been used in the broad sense outside of 
behavioral economics as a means to influence people’s behaviors, such as shopping 
[14] or exercise habits [25]. When designing a system whose goal is to nudge people 
toward a certain direction, the system might undermine the decision making power of 
individuals. Thaler & Sunstein [27] state that a nudge should be “easy and cheap to 
avoid.” Thus, banning privacy-invasive apps entirely from app stores is not a nudge. 
We also note that the use of “framing” as a design approach for nudging might im-
pose ethical concerns as discussed in [7]. We share the same vision with the prior 
research mentioned above in that leveraging framing can be a promising approach to 
nudge people toward better privacy decisions. However, these techniques should be 
applied with care so as not to limit people’s freedom to choose.  

3 Research Questions and Experimental Setups 

We explore the following research questions (RQ) through two experiments:  

RQ1. Can we create complementary visual framings that convey seman-
tically equivalent privacy rating information?  

RQ2. Do complementary privacy ratings have similar influence on how 
people perceive an app? If not, is a negative visual framing more effec-
tive in nudging people away from privacy-invasive apps?  

RQ3. Do people’s perceptions of an app change if a privacy rating is  
accompanied by a user rating?  

 
For each study, we created an online experimental setup and recruited participants 

using Amazon Mechanical Turk (MTurk). We made sure no one could participate 
more than once by setting a cookie in participants’ browser and by removing answers 
from duplicate MTurk IDs. The studies were available only to U.S. and Canada resi-
dents with at least a 95% approval rate (through a screening option that MTurk pro-
vides). We compensated MTurk participants $0.50 USD per survey for Study 1, and 
$1 USD per survey for Study 2. 

4 Study 1: Creating Complementary Visuals 

As a first step toward identifying visuals that have higher nudging power, we investi-
gated whether it is viable to create complementary visual framings that convey se-
mantically equivalent privacy rating information. We designed two sets of icons: 
positively-framed (PF) icons using a green plus sign (+) and negatively-framed (NF) 
icons using a red minus sign (-) (Figure 1-a). Because most of the ratings (e.g., Ama-
zon star rating) use PF icons (i.e., the more stars, the better), we speculated that 
people were already familiar with the PF icons but not with the NF icons. We meas-
ured the level of comprehension of the PF and NF icons after short training. Similar to 
prior framing studies, we conducted a between-subjects experiment with two groups: 
PF icon group and NF icon group.  
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4.1 Survey Content 

We created online surveys for PF and NF conditions. The surveys consisted of a pri-
vacy rating description page and two sets of eight icon comparison questions (the first 
set was for training). On the first page, we introduced a hypothetical privacy metric 
called “Privacy Critics’ Rating.” To help participants understand valence of the  
metric, we provided the following explanation:  

Imagine you are deciding whether to install an app on your smartphone. Privacy 
experts ran a series of tests to assess the app’s level of privacy. These tests meas-
ured how likely the app is to capture your personal information and to share/sell 
your information to advertisers or other partners. 

We manipulated the description and a screenshot of a fake game app, “Tic Tac 
Toe,” in the following manner:  

PF condition: We explained that the privacy rating scale represents the proportion 
of tests that the app passed. Therefore, if an app has more green-colored (PF) icons in 
the rating, it is more privacy-preserving. The screenshot included a privacy rating of 4 
(out of 5).  

NF condition: We explained that the privacy rating scale represents the proportion 
of tests that the app failed. Therefore, if an app has more red-colored (NF) icons in 
the rating, it is more privacy-invasive. The screenshot included a privacy rating of 1 
(out of 5).  

According to our description, a privacy rating of 4 (out of 5) in the PF condition is 
equivalent to a privacy rating of 1 (out of 5) in the NF condition. After the descrip-
tion, we asked participants to answer two sets of eight icon comparison questions as 
accurately and quickly as possible. We showed two different privacy ratings and 
asked which of the two privacy ratings is more privacy-invasive or privacy-preserving 
(Figure 2). These two questions appeared in a random order. We placed one question 
per page; participants had to click a “next” button in order to proceed to the next 
question, which allowed us to measure a task completion time for each question.  

 

Fig. 2. An example of the icon comparison questions and the complementary visuals for the PF 
(a) and NF (b) conditions 
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4.2 Measures 

The dependent measures were accuracy (i.e., the number of correct responses) and 
task completion time (i.e., average response time per question). The first set of eight 
questions was a training set, thereby using only the second set of eight questions for 
the analysis. We also collected qualitative feedback in free-form text. 

4.3 Participants 

We recruited 129 participants and randomly assigned them to either the PF condition 
(N = 67) or NF condition (N = 62). We limited the study participants to mouse users 
because different input methods could influence task completion time significantly. 
Additionally, we filtered MTurkers who did not pay careful attention to the study 
instructions as indicated by the description reading time; we removed 47 participants 
who spent less than 20 seconds on the description page (it took the authors more than 
20 seconds simply to read the description). 

4.4 Results of Study 1 

The independent samples t-test showed that in terms of accuracy, there was not 
enough evidence to suggest that PF icon group (N = 43, M = 7.81, SD = .59) differs 
from NF icon group (N = 39, M = 7.59, SD = 1.29), t(80) = 1.03, p = .31. To compare 
the task completion time (in second), we first removed outliers defined by the mean 
minus two standard deviations (M – 2SD) (i.e., the number of correct responses < 
5.7). Then we excluded incorrect responses in calculating the task completion time. 
The independent samples t-test showed that in terms of task completion time, there 
was not enough evidence to suggest that PF icon group (N = 39, M = 3.29, SD = .92) 
differs from NF icon group (N = 36, M = 3.50, SD = 1.12), t(73) = -.89, p = .37. 

4.5 Discussion of Study 1 

After reading the description and solving eight icon comparison questions, the majori-
ty of participants in both groups were able to comprehend privacy ratings in a similar 
manner. The PF and NF icons resulted in the comparable level of comprehension and 
speed by survey participants. Thus, we chose to use this set of PF and NF icons  
(Figure 1-a) as stimuli for our subsequent framing study.  

We note, however, that even if there was no significant difference in the perfor-
mance, 7 out of 36 (= 19%) participants in the NF icon group mentioned in their writ-
ten comments that the NF icons were confusing. We suspect that this is due to a 
strong preconception of “the more, the better,” which is what the prevalent PF rating 
scale conveys. At the same time, other participants commented that the red minus sign 
we used to convey the negativity was particularly helpful to mark privacy-invasive 
apps. In Study 2, we explored whether the complementary visuals have similar  
influence on how people perceive an app. 
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5 Study 2: Positive vs. Negative Framings 

Given that people can comprehend the positive and negative visual framings in a 
similar manner with some training, we investigated whether there is any effect of 
framing on how people perceive apps. In prior framing studies using text descriptions, 
researchers report that negatively-framed information tends to influence more than the 
positively-framed information of the same magnitude [24,26]. In Study 2, we tested 
which visual framing—positive or negative—was more effective in nudging people 
away from privacy-invasive apps using the icons we designed in Study 1. We also 
explored how people’s perception of an app changes if a privacy rating of the app 
accompanies a user’s overall rating (user rating). This resulted in a 2 (framing: PF 
icon; NF icon) x 3 (privacy rating: high; medium; low) x 2 (user rating: with a user 
rating of 3; without a user rating) mixed design with repeated measures; framing and 
user rating were between-subjects factors and privacy rating was a within-subjects 
factor, thereby forming four conditions: PF with & without a user rating of 3, and NF 
with & without a user rating of 3.  

5.1 Survey Content 

We created online surveys for the four conditions. The surveys consisted of three 
sections: (1) evaluating four apps (one dummy app followed by three apps of varying 
degrees of privacy ratings), (2) eight Privacy Critics’ Rating icon comparison ques-
tions, and (3) demographic questions. At the beginning of the surveys, we introduced 
a hypothetical privacy metric called “Privacy Critics’ Rating” using the same blurb 
from Study 1. Then, we showed a fake weather app with the following description 
and a screenshot.  

Imagine that you need a weather app, so you are searching the marketplace on 
your phone. While looking around many weather apps, you come across the fol-
lowing app page:  

The screenshot contained a visual privacy rating, icon, and app description (Figure 3). 
We manipulated the screenshot of the weather app in the following manner: 

Privacy Rating: For each participant, we showed a series of four screenshots of a 
weather app: one dummy set (user rating: 3.5; privacy rating: 2) and three levels of 
privacy ratings (high; medium; low) in a random order (Figure 4). The dummy set 
was included at the beginning to account for a longer reading time and familiarity 
with the screenshot and the question types.  

Positive Framing (PF) vs. Negative Framing (NF): We created a PF and NF condi-
tion by manipulating the description of the Privacy Critics’ Rating and its icon design 
as in Study 1 (Figure 4). 

With a User Rating of 3 (w/ UR) vs. Without a User Rating (w/o UR): We chose a 
user rating of three as a representative case for the w/ UR condition because most of 
the popular free apps in the marketplace have an equal or higher user rating than 
three. Three green-colored stars (out of five) appeared right above the privacy rating 
in the w/ UR conditions (Figures 3-b/d). No user rating was provided in the w/o UR 
conditions (Figures 3-a/c).  
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Fig. 3. Screenshots of the detailed view. Each screenshot represents the following: (a)—PF & 
w/o UR, (b)—PF & w/ UR, (c)—NF & w/o UR, and (d)—NF & w/ UR. Below the privacy 
rating, we provided descriptions of an app. 

 

Fig. 4. This illustrates how we manipulated the privacy rating (3 levels) and framing (2 levels) 

5.2 Measures 

After showing each app, we measured people’s perception toward each app by asking 
the following four questions: (1) trustworthiness of the app (TRUST), (2) likeability 
of the app (LIKE), (3) willingness to install the app (INST), and (4) willingness to 
recommend the app to a friend (RCMD). We measured TRUST because we suspected 
that people would associate an app’s privacy rating with its trustworthiness. LIKE is a 
conventional measure in prior framing studies where a product’s attribute is framed 
differently [19]. We measured INST and RCMD to gauge people’s willingness to 
adopt an app. TRUST and LIKE were measured on a 7-point Likert scale, where 1 = 
not at all trustworthy / I strongly dislike this app, and 7 = very trustworthy / I strongly 
like this app. INST and RCMD were measured using Yes/No dichotomous questions. 
In addition, we suspected that participants’ interest level toward the weather app 
could be a factor related to other dependent measures. So we measured self-reported 
interest level (INTEREST) toward the weather app on a 7-point Likert scale, where  
1 = not at all interested, and 7 = very interested, at the very beginning of the survey as 
we showed the screenshot without the privacy and user rating information.  
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Within each condition, the privacy rating was the only factor that we varied. It was 
necessary for participants to understand how the privacy rating worked so that they 
could answer the evaluation questions based on correct understanding of the stimuli. 
Therefore, we measured accuracy and task completion time for the eight privacy rat-
ing icon comparison questions as in Study 1. However, this time, we placed these 
questions after the app evaluation questions to use them for filtering purpose rather 
than training purpose. We made this decision based on our pilot study and previous 
research indicating that framing effects are susceptible to rational thinking (e.g., ask-
ing people to provide a rationale for their choice eliminates or reduces the framing 
effects [22]). 

5.3 Participants 

We recruited 332 participants from Amazon Mechanical Turk and randomly assigned 
them to one of the four conditions: PF & w/o UR (N = 75); PF & w/ UR (N = 95); NF 
& w/o UR (N = 79); and NF & w/ UR (N = 83). We removed 18 duplicate participants 
(i.e., who participated in Study 1 or pilot studies). Using the same criteria from Study 
1, we removed 79 participants who spent little time reading the descriptions. Among 
the remaining 235 participants, 55% of the participants (N = 129) were male, and 89% 
of the participants (N = 210) claimed that they own a smartphone. 

5.4 Results of Study 2 

After removing 21 participants from the analysis whose number of correct responses 
to the eight filtering questions was less than M – 2SD (i.e., the number of correct res-
ponses < 5.3), we observed that participants’ initial interest level toward the weather 
app was highly related to how much they trust the weather app, F(1, 209) = 9.02, p = 
.003, and how much they like the weather app, F(1, 209) = 23.20, p < .001. Therefore, 
TRUST and LIKE were analyzed using a mixed-design analysis of covariance 
(ANCOVA) controlling for the INTEREST as the covariate (Table 1). INST and 
RCMD were analyzed using a Pearson chi-square test (Table 2).  

Table 1. This table shows strong main effects of privacy rating on TRUST and LIKE, and the 
framing effect (significant interaction effect between privacy rating and framing) on TRUST  

 TRUST (F-value) LIKE (F-value) 

Privacy Rating 55.55** 30.42** 

Framing 2.33 .91 

User Rating 1.83 3.41ǂ 
Privacy Rating X Framing 7.48* .83 

Privacy Rating X User Rating 3.19ǂ 12.02** 

     **p<.001, *p<.05, ǂp<.10 
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“TRUST” Question. After controlling for the effect of INTEREST, we found a sig-
nificant main effect of privacy rating on TRUST, F(1.38, 289.13) = 55.55, p < .001. 
Planned contrasts revealed that a high privacy rating app (M = 5.15) was regarded as 
more trustworthy than a medium privacy rating app (M = 3.03), F(1, 209) = 50.39, p 
< .001. Also, a medium privacy rating app was regarded as more trustworthy than a 
low privacy rating app (M = 1.75), F(1, 209) = 29.60, p < .001.  

We found a significant interaction effect between privacy rating and framing, 
F(1.38, 289.13) = 7.48, p = .003 (Figure 5). To break down this interaction, planned 
contrasts were performed comparing each level of privacy rating to one another 
across PF and NF conditions. We found a significant interaction between a high pri-
vacy rating app and a low privacy rating app across PF and NF conditions, F(1, 209) 
= 9.09, p = .003, and between a medium privacy rating app and a low privacy rating 
app across PF and NF conditions, F(1, 209) = 8.89, p = .003. Also, there was a margi-
nally significant interaction between a high privacy rating app and a medium privacy 
rating app across PF and NF conditions, F(1, 209) = 3.50, p = .06. As Figure 5 indi-
cates, the difference between PF (M = 1.44) and NF (M = 2.05) was significant for a 
low privacy rating app, t(211) = 2.42, p = .02. No significant differences were found 
between PF (M = 5.27) and NF (M = 5.02) conditions in a high privacy rating app, 
t(211) = .34, p = .12, or between PF (M = 2.97) and NF (M = 3.10) conditions in a 
medium privacy rating app, t(211) = 1.58, p = .74.  

We found a marginally significant interaction between privacy rating and presence 
of user rating, F(1.38, 289.13) = 3.19, p = .06. This indicates that user rating might 
have different effects on app’s trustworthiness at different levels of privacy rating. To 
break down this interaction, planned contrasts were performed comparing each level 
of privacy rating to one another across w/ and w/o UR. We found a significant inte-
raction when comparing a high privacy rating app to a medium privacy rating app 
across w/ and w/o UR, F(1, 209) = 4.43, p = .04. Also, we found a marginally signifi-
cant interaction when comparing a high privacy rating app to a low privacy rating app 
across w/ and w/o UR, F(1, 209) = 3.44, p = .07. As Figure 6 indicates, when a user 
rating of 3 is shown, there is a decline in TRUST for a high privacy rating app while 
there is an increase in TRUST for a low and medium privacy rating app.  

 

Fig. 5. This shows a significant interaction between privacy rating and framing on TRUST. 
Participants interpreted the NF icons more positively than the PF icons of the equivalent rating. 
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Fig. 6. This shows a marginally significant interaction (p = .06) between privacy rating and 
user rating on TRUST 

“LIKE” Question. After controlling for the effect of INTEREST, we found a signifi-
cant main effect for privacy rating on LIKE, F(1.46, 305.42) = 30.42, p < .001. This 
effect tells us that how much participants liked the weather app was different for high, 
medium, and low privacy rating apps. Planned contrasts revealed that participants 
liked the high privacy rating app (M = 5.01) significantly more than the medium pri-
vacy rating app (M = 3.45), F(1, 209) = 12.41, p = .001. Also, participants liked the 
medium privacy rating app significantly more than the low privacy rating app  
(M = 2.17), F(1, 209) = 48.01, p < .001.  

We found a marginally significant main effect for user rating, F(1, 209) = 3.41,  
p = .07. Participants liked the app w/ UR of 3 (M = 3.66) more than the app w/o UR  
(M = 3.42).  

We found a significant interaction between privacy rating and user rating, F(1.46, 
305.42) = 12.02, p < .001 (Figure 7). This indicates that user rating had different ef-
fects on LIKE depending on different levels of privacy rating. To break down this 
interaction, planned contrasts were performed comparing each level of privacy rating 
to one another across w/ UR and w/o UR. We found a significant interaction when 
comparing a high privacy rating app to a medium privacy rating app across w/ UR 
and w/o UR, F(1, 209) = 15.45, p < .001. Also, we found a significant interaction 
when comparing a high privacy rating app to a low privacy rating app across w/ UR 
and w/o UR, F(1, 209) = 14.02, p < .001. The interaction graph (Figure 7) tells us that 
when a user rating of 3 is shown, there is a slight decline in LIKE for a high privacy 
rating app while there is an increase in LIKE for a low and medium privacy rating 
app. The remaining contrasts revealed no significant interaction when comparing a 
medium privacy rating app to a low privacy rating app in the w/o UR and w/ UR con-
ditions, F(1, 209) = 2.59, p = .11. 

“INSTALL” Question. We found a marginally significant association between fram-
ing and participants’ choice of installing a low privacy rating app, χ2 (1, N = 214)  
= 3.42, p = .06 (Table 2). The odds ratio implies that the odds of participants  
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Fig. 7. This shows a significant interaction between privacy rating and user rating on LIKE.  
A user rating of 3 had a different effect on the high privacy rating app in comparison to  
medium/low privacy rating apps. 

installing a low privacy rating app were 3.36 times higher if the rating were negative-
ly framed than positively framed.   

We found a significant association between framing and participants’ choice of in-
stalling a medium privacy rating app, χ2 (1, N = 214) = 5.17, p = .02 (Table 2). The 
odds ratio implies that the odds of participants installing a medium privacy rating app 
were 2.21 times higher if the rating were negatively framed than positively framed.  

We found a marginally significant association between a user rating and partici-
pants’ choice to install a high privacy rating app, χ2 (1, N = 214) = 3.20, p = .07  
(Table 2). The odds ratio implies that the odds of participants installing a high privacy 
rating app were 1.80 times higher if there were no user rating than the app  
accompanying a user rating of 3. 

Table 2. More people answered that they would install / recommend a negatively-framed low 
privacy rating app than the same app that is positively-framed. The number of people who 
answered that they would install / recommend a high privacy rating app decreased when a user 
rating of 3 was shown than when no user rating was shown. 

Privacy Rating Answer 
INSTALL Question RECOMMEND Question 

Positive  
Framing 

Negative 
Framing 

p-valuea Positive  
Framing 

Negative 
Framing 

p-valuea 

Low Privacy  
Rating App 

Yes 3 (2.8%) 9 (8.6%) 
.06

ǂ
 

2 (1.8%) 10 (9.5%) 
.02* No 106 (97.2%) 96 (91.4%) 107 (98.2%) 95 (90.5%) 

Medium Privacy 
Rating App 

Yes 13 (11.9%) 25 (23.8%)
.02* 

10 (9.2%) 17 (16.2%) 
  .12 

No 96 (88.1%) 80 (76.2%) 99 (90.8%) 88 (83.8%) 

  
No User 
Rating 

User Rating 
= 3 p-valuea No User Rating

User Rating  
= 3 p-valuea 

High Privacy 
Rating App 

Yes 88 (82.2%) 77 (72.0%)
.07

ǂ
 

83 (77.6%) 69 (64.5%) 
.04* No 19 (17.8%) 13 (28.0%) 24 (22.4%) 38 (35.5%) 

a. A p-value is calculated from a Pearson’s Chi-square test. *p<.05, 
ǂ

p<.10. 
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“RECOMMEND” Question. We found a significant association between framing 
and participants’ choice of recommending an app with low privacy rating, χ2 (1, N = 
214) = 5.97, p = .02 (Table 2). The odds ratio implies that the odds of participants 
recommending a medium privacy rating app to a friend were 5.53 times higher if the 
ratings were negatively framed than positively framed.   

We also found a significant association between user rating and participants’ choice 
of recommending an app with high privacy rating, χ2 (1, N = 214) = 4.45,  
p = .04. The odds ratio implies that the odds of participants recommending a high priva-
cy rating app were 1.90 times higher if there were no user rating than a user rating of 3.  

5.5 Discussion of Study 2 

Study 2 results show a strong effect of privacy rating on all dependent measures. This 
indicates that when a privacy rating of a given app is disclosed visually, people are 
influenced by the privacy rating. The influence of the privacy rating appears to de-
cline (although still significant) when we showed a user rating of 3 (Figures 6/7). This 
suggests that people are susceptible to both privacy rating and user rating.  

The effect of framing was subtle. First, we observed framing effects on TRUST in 
a low privacy rating app. Participants expressed a lower level of trustworthiness of an 
app when its privacy rating was positively framed than negatively framed. For me-
dium and high privacy rating apps, framing effect did not occur. A similar trend was 
observed for INST and RCMD—a low privacy rating app was a common denomina-
tor for the framing effects to be observed, and when observed, it was always the nega-
tively framed icons that people interpreted more positively. However, there was no 
framing effect on LIKE; after controlling for people’s app interest level, privacy rat-
ing and user rating dominantly influenced LIKE. As we suspected, it appears that 
participants associated the privacy ratings with TRUST more than LIKE. 

Prior framing studies using text descriptions consistently show that positive fram-
ing leads to more favorable evaluations than negative framing [e.g., 18,21]. Research-
ers demonstrate that describing an option in a negative light (e.g., “mortality rate”) 
focuses attention on the unfavorable possibilities associated with this option, render-
ing it less acceptable to the decision-maker [19]. Therefore, we initially suspected that 
emphasizing negativity (e.g., privacy-invasiveness) would nudge people away from 
privacy invasive apps with a low privacy rating. However, our study results suggest 
this is not the case.  

On the contrary, PF icons were more effective in making a low privacy rating app 
look more unfavorable. We suspect that people have strong connotations of “the 
more, the better” in the rating context. Because a negatively framed privacy invasive 
app has more signs in the rating than the equivalent PF icons (i.e., four minus signs 
vs. one plus sign), it is plausible that the higher number of ratings, regardless of its 
meaning, could have contributed to how people perceive the PF/NF icons.  

Our results also suggest that there was no framing effect in the high and medium 
privacy rating apps. Therefore, the use of PF icons for depicting privacy ratings is a 
better choice for nudging people away from privacy invasive apps while not affecting 
high and medium privacy rating apps. 
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6 Discussion and Future Work 

Our results suggest that visual representations of privacy information of apps can 
influence installation decisions by smartphone users. When disclosed visually on the 
detailed view of an app, the majority of participants commented that they found the 
privacy rating very helpful in deciding whether to install an app. In this section, we 
discuss design recommendations for a visual privacy rating as we answer our research 
questions. We also discuss limitations of this work and areas for future research.  

6.1 Design Recommendations 

To design complementary visuals that represent the same privacy rating in a positive 
or negative way (RQ1), we suggest leveraging visual attributes (e.g., colors) and se-
mantics (e.g., valence, signs, symbols) that are prevalent throughout the culture for 
conveying valence. In text, people make favorable and unfavorable associations with 
positively and negatively phrased attribute labels (e.g., “fat” is associated with “bad” 
and “lean” with “good”). Similarly in visuals, we can take advantage of people’s  
preconceptions built on their life experiences.  

In designing PF and NF privacy ratings, we tried out various symbolic figures in 
red and green and chose the most promising one based on pilot tests measuring task 
completion time and error rate. For example, plus and minus signs, or thumbs-up and 
thumbs-down are well-known symbols in the US (Figures 1-a/b). When colors (red 
for negative and green for positive) are added on top of these, the valence becomes 
more pronounced. However, we ruled out thumbs-up and thumbs-down icons because 
they are already being used to convey different meanings elsewhere (e.g., “thumbs-
up” is associated with “like” in Facebook). We also ruled out neutral figures  
(e.g., rectangles in Figure 1-c)—providing extra information (e.g., a legend) shall be  
necessary to frame neutral figures.  

Study 2 results show that the complementary visuals do not have the same influ-
ence on how people perceive an app in certain conditions (RQ2). If the goal is to 
nudge people away from privacy-invasive apps, we suggest using a positive visual 
framing for privacy rating. However, this might not be the case outside the realm of 
“rating scale” design; when “the more, the better” connotation no longer exists, posi-
tive visual framing might lead to more favorable evaluations and vice versa, similar to 
prior framing effects shown in texts. Therefore, future research is warranted to study 
the influence of positive and negative visual framings in other contexts. 

The results of Study 2 also show that people’s perception of an app changes if a 
privacy rating is accompanied by a user rating but that a privacy rating still has a 
strong main effect (RQ3). This is promising in that people do understand and consider 
the level of privacy protection when it is presented to them visually. Prior research 
shows that textual privacy-related information is easily discarded [12,16]. This again 
suggests the need for visual privacy ratings. This work, however, does not address 
whether the main effect of visual privacy rating is due to the privacy information 
shown in a rating scale, due to the visuals, or due to the combination of both.  
Therefore, future research is needed to tease out these factors.  
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6.2 Limitation and Future Work 

In running online experiments with participants recruited from the MTurk site, we 
made a conservative assumption of filtering mindless Turkers defined by those who 
spent less than 20 seconds on the description page where we explained the privacy 
rating and what it represents. Because we introduced a privacy rating with which most 
people are unfamiliar, eliminating answers from an arbitrary guess was necessary. 
This is analogous to avoiding recruits who do not understand what “fat” and “lean” 
mean in the ground beef framing study [18]. By the same token, we eliminated out-
liers whose number of correct responses to the icon comparison questions was less 
than M – 2SD. However, this does not guarantee that those who spent longer than 20 
seconds on the description page correctly interpreted the privacy rating, which is 
beyond our control when running an experimental study online. 

In this work, it was not our main interest to investigate the relative influence of 
privacy-related information in comparison to user ratings (although we touched upon 
the interaction between a privacy rating and user rating in Study 2). However, our 
study results suggest that understanding this topic would inform how much emphasis 
should be placed visually on the privacy ratings in comparison to user ratings. To 
answer this question, we would need to understand how people’s perceptions of an 
app change depending on different designs and the relative weight of a visual privacy 
rating in return.  

We would also like to further investigate how visual framings can be applied out-
side the privacy domain as a method for nudging. Health information feedback of 
consumer health devices, for example, is designed with a specific goal in mind—
promoting health-enhancing behaviors. One promising direction is to design visual 
framings that represent the outcome of a healthy or unhealthy behavior stressing ei-
ther the positive or negative consequences as we provide health information feedback. 
Framing research in texts has addressed when framing effects are reduced or elimi-
nated [10,22], which helps HCI researchers select application areas for employing the 
visual framing. 

7 Conclusion 

We created visuals for a mobile app’s privacy rating by leveraging the well-known 
“Framing Effects.” In Study 1, we showed that it is viable to create semantically 
equivalent privacy ratings framed in either a positive or negative light. In Study 2, we 
showed a strong main effect for visual privacy rating on people’s perception of an 
app. Our study results suggest that when an app’s privacy property is provided in the 
form of a visual privacy rating, people are able to understand and are heavily influ-
enced by it. We also examined how the visual framings shift people’s perception of an 
app, and observed the occurrence of framing effects in a low privacy rating app. In 
designing a visual privacy rating to nudge people away from privacy-invasive apps, 
we recommend using positive visual framing, and leveraging visual attributes and 
semantics that are prevalent throughout the culture for conveying valence. Investigat-
ing the relative influence of a visual privacy rating in comparison to a user rating 
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warrants future research efforts. In closing, this work provides empirical guidance for 
creating influential, persuasive visual framing that can nudge people away from  
privacy invasive apps.  
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Abstract. This paper investigates the effects of encumbrance (holding different 
types of objects while using mobile devices) to understand the interaction diffi-
culties that it causes. An experiment was conducted where participants per-
formed a target acquisition task on a touchscreen mobile phone while carrying 
different types of bags and boxes. Mobility was also evaluated since people car-
ry items from one place to another. Motion capture hardware was used to track 
hand and arm postures to examine how holding the different types of objects 
caused excessive movement and instability therefore resulting in performance 
to decline.  The results showed encumbrance and mobility caused target accu-
racy to decrease although input while holding the box under the non-dominant 
arm was more accurate and exerted quicker targeting times than holding no ob-
jects.  Encumbrance affected the dominant hand more than the non-dominant 
hand as targeting error significantly increased and caused greater hand instabili-
ty.  The issues caused by encumbrance suggest the topic requires more  
attention from researchers and users would benefit greatly if better interaction 
techniques and applications are developed to counteract the problems. 

Keywords: Encumbrance, Mobility, Mobile interactions, Target acquisition.  

1 Introduction 

Mobile devices such as smartphones play a vital role in our everyday activities as they 
allow users to perform common tasks such as talking to friends, emailing documents 
to colleagues and searching for nearby services while on the move.   

As a result, mobile devices are being used in a wide range of different contexts and 
it is important to examine if users experience interaction and usability difficulties 
when faced with potentially demanding multitasking situations.  One context that has 
not been explored in great depth is studying users when they are encumbered: holding 
typical objects as such handbags, umbrellas, shopping bags and boxes while engaging 
with their devices simultaneously.  People frequently carry these objects while walk-
ing from one place to another and as a result, users often need to use their phones at 
the same time to send messages, look at maps or refer to other services.  Therefore, 
encumbrance and mobility is closely linked with each other.  Using a mobile phone 
in these kinds of situations while physically hampered is challenging as it can be 
awkward to see the screen and make input. It would be valuable to understand how 
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encumbrance affects interactions with touchscreen mobile devices so that better input 
techniques and error detection could be developed to negate the issues and problems it 
causes.  Also, carrying different types of objects may have a different impact on the 
user thus it is beneficial to be able to categorize the different types of encumbrances 
by the way they affect the user’s performance when interacting with mobile devices. 

Since users are likely to carry objects between places, it is also imperative to ex-
amine how walking and encumbrance together affect input performance on touch-
screen mobile devices.  The physical motion required to walk naturally causes the 
user’s arm to move and swing in phase with each foot step. However, this natural 
stance is disrupted when attention from the mobile device is required as the user at-
tempts at steadying their constantly moving arm and hand to input.  The effects of 
encumbrance is likely to cause interaction to become even more physically demand-
ing and put significant pressure on the user’s mental ability to multitask as they walk 
and navigate the surrounding area while avoiding nearby obstacles.  The issues 
caused by walking alone on mobile interactions have previously been investigated in 
great detail as researchers have developed various solutions to assist the user to input 
more accurately [3] and [4].  However, it is unclear what further issues the introduc-
tion of encumbrance causes on interaction when the user is walking.  Therefore, it is 
important to understand if performance is further worsened by encumbrance and to 
detect new usability problems that previously have been overlooked.  It would also 
be interesting to see if encumbrance and mobility causes distinctive interaction issues 
therefore better applications could be developed to assist the user to maintain a good 
control of their devices in realistic multitasking situations.  

To examine the effects of encumbrance and mobility on mobile interactions, we 
defined a set of common objects that users frequently carry to be assessed in our ex-
periment.  There is a large number of possible objects that people hold in their daily 
activities and the issue is further complicated the object’s characteristics such as its 
size, shape, heaviness and quantity.  Also, a particular object could be held in various 
different ways which normally depend on personal preference and the context the 
person is currently in.  As a result, it is important to focus on the typical strategies 
that users perform while encumbered in order to simultaneously use their mobile de-
vice.  An observational study was carried out to find the most common types of ob-
jects and the way they were being carried in a range of public settings.  Based on the 
results collected from the study, the encumbrance experiment examined two types of 
objects: holding a bag in hand and carrying a box underarm.  A target acquisition 
task was used on a touchscreen mobile phone to evaluate the effects of the two types 
of encumbrances and mobility.  The participants performed target selections on a 
touchscreen mobile phone and holding the different types of objects at the same time 
while either standing still or walking to simulate realistic encumbrance scenarios.  To 
investigate how holding the different types of bags and boxes cause targeting difficul-
ties, motion capture cameras were used to track hand and arm movements during 
interaction.  The assumption was that carrying different objects while walking will 
cause more physical movements and instability to the user’s hand and arm  
which makes it more challenging for the user to maintain a steady position to input 
accurately on the touchscreen device.  
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2 Background 

This section of the paper will review the related literature with the first part discussing 
research that has examined encumbrance and the second part reviewing studies on 
mobile interactions while walking.  

2.1 The Effects of Encumbrance 

There has been little research that specifically examined the interaction problems 
caused by encumbrance due to holding common objects.   

Ng et al. [10] studied the topic of encumbrance by examining wrist rotation ges-
tures as a novel hands-free and eyes-free interaction technique to reduce the issues 
caused by holding a bag and box when interacting with a mobile phone.  A small bag 
and a rectangular box were evaluated to replicate some of the effects of carrying 
cumbersome objects.  The main motivation behind the study was to illustrate that 
holding common objects does have an impact on mobile interactions and different 
types of objects have a different impact on the user’s performance.  The findings 
from their Fitts’ Law targeting experiment suggested holding the bag caused users to 
become less accurate while the performance of carrying the box underarm was similar 
to unencumbered.  The swinging motion caused when holding the bag made it diffi-
cult to steady the arm for input while the users were able to stabilize their forearm 
when gripping the box in place which helped them to perform wrist gestures more 
easily.  Target movement times between the two types of encumbrances were not 
significant.  The study also showed that sensor components such as gyroscopes that 
are found in most modern mobile devices could be used to detect precise wrist orien-
tation and movements and therefore support the user when they are physically  
hindered.    

Oulasvirta and Bergstrom-Lehtovirta [13] studied the relationship between holding 
a group of smaller-sized objects and input accuracy on different computing devices.  
Twelve different multitasking situations were examined which covered a range of 
hand grips and arm postures while holding a variety of everyday items such as a writ-
ing pen and a beverage cup.  Participant performed the various types of encum-
brances while selecting targets on a laptop computer via mouse and trackpad input 
and text entry by different forms of keyboards on a mobile phone. The results showed 
that holding objects such as a pen while performing the target selection task on the 
laptop by using the trackpad caused performance to decline more than mouse input. 
One-handed text entry on the mobile device while holding an object (such as a pair of 
scissors) caused a decrease in performance when compared to two-handed input espe-
cially with single-handed stylus targeting since it normally requires both hands to 
input.  Interestingly, text entry via a virtual keyboard exerted better results than the 
physical equivalent as more finger pressing pressure is required. The study examined 
a set of interesting manual tasks and included activities that require a pushing action 
rather than the common holding in hand grip. One final point that the study makes is 
the notion of safety as there are situations where it may not be possible to prevent 
hindrance when using mobile devices (for example, holding small children). Better 
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context detection systems and more effective input techniques are required to help 
users during interaction when confronted with these challenging situations.  Wolf 
[17] assessed how people performed manual tasks by examining hand grips and posi-
tions in order to explore the areas that are free to perform secondary interaction  
activities. 

Mainwaring et al. [8] conducted an ethnographic study across three major cities to 
examine the personal connection between the items that people carried and how these 
items were used in their daily context with surrounding people and interfaces.  Items 
were classified into various categories such as those which distracted the user from 
the environment (music players, phones and books), personal belongings (wallets, 
keys, make-up) and professional tools (laptop, PDAs).  The findings from the study 
suggested different items have its own unique personal value and as a result different 
objects may have a varied impact on interaction with mobile devices.  The issue of a 
particular object’s personal value to the user creates an unusual viewpoint on encum-
brance.  For example, dropping a wallet could be more disastrous and frustrating to 
the user than a mobile phone while on the move.  It would be worthwhile to investi-
gate if this is the case and if objects can also be grouped by personal value rather than 
the standard categories of the object’s size, shape or how it obstructs the user. 

Tamminen et al. [16] observed how outdoor environments constantly compete for 
the user’s attention and discovered repeated instances where the user’s hands were 
busy performing activities ranging from holding a newspaper while travelling be-
tween locations to clutching a cigarette packet while searching for money placed in 
the person’s pockets.  Performing several activities at the same time is likely to cause 
the user difficulty in dividing its visual attention to complete each individual task 
successfully as discussed by [12].  There needs to be more efficient interaction me-
thods and alternative techniques to assist the user when they are physically impaired 
and visually distracted.  People carry personal belongings and objects from one place 
to another therefore it is also important to examine the impact mobility has on mobile 
interactions and its relationship with encumbrance.   

2.2 The Effects of Mobility 

The interaction difficulties caused by walking while using mobile devices have been 
well documented.   

Bergstrom-Lehtovirta et al. [2] examined the relationship between target selections 
on a touchscreen mobile phone and the user’s preferred walking speed (PWS) on a 
treadmill.  The results showed that when users walked approximately between 40 - 
80% of their PWS, performance began to level as users were able to stabilize the do-
minant hand more successfully to input more accurately on the touchscreen mobile 
phone.  Mizobuchi et al. [9] recorded an average walking speed of 1.77 km/h when 
examining the relationship between mobility and button size. This finding is much 
lower than the walking speed of an average adult human being [5].  It is important to 
see if holding different types of objects cause the user to reduce their walking speed 
even further and if the slowdown in pace meant that users were able to keep a reason-
able level of input accuracy and performance.     
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Kane et al. [4] attempted to compensate some of the problems caused by mobility 
by developing Walking User Interfaces (WUI) which dynamically change the charac-
teristics of interface widgets to support the user to input more effectively while walk-
ing.  The results showed a trade-off between button size and the amount of effort and 
time required to scroll the screen to make the appropriate selection.  This was also 
discussed by Schildbach and Rukzio [15].  The performance of their WUI prototype 
was comparable to an equivalent static interface although it was not as effective as a 
fixed layout with larger sized buttons.  Goel et al.[3] and Nicolau and Jorge[11] have 
also studied the issues of walking and developed better text entry systems to help 
typing on touchscreen mobile devices.  It would be useful to examine if these appli-
cations and similar interfaces are still as effective and could solve some of the interac-
tion problems caused by encumbrance. 

Brewster [1] showed that button pressing on a PDA was more accurate and subjec-
tively easier when the user was sitting down compared to walking outdoors.  A drop 
in performance of approximately 30% was recorded and one possible cause could 
have been due to the increased mental attention required to walk and navigate the 
environment while engaging with the mobile device at the same time.  The effects of 
encumbrance may result in error rate to increase further between standing and walk-
ing.  The other aspect that is worth considering is evaluating walking-based experi-
ments in laboratory settings and outdoor environments.  Our experiment was con-
ducted inside a quiet room due to the restrictions of the motion capture hardware.  
Consequently, this may have had an undesired effect on targeting performance when 
carrying the different types of objects since the indoor environment is much calmer 
than a real world setting therefore making the context less challenging for the user.  
However, Lin et al. [7] suggested using an artificial route with obstacles to increase 
the user’s cognitive workload to a level similar to walking in outdoor settings.   

Moving away from HCI literature to examine how walking affects the user’s men-
tal performance, Lajoie et al. [6] discussed attentional demands for static and dynamic 
tasks.  The dual-task procedure was used where subjects reacted to auditory stimuli 
in three different mobility positions (sitting, standing and walking).  The results 
showed walking required more cognitive attention than standing and sitting down due 
to the additional motion of balance needed to walk.  Pellecchia [14] examined the 
relationship between mental demands and muscle motor movements and indicated 
that by increasing the difficulty of the cognitive task resulted in greater body move-
ments in terms of postural sway. This suggests there is a close relation between the 
person’s cognitive abilities and human motor performance.  If walking alone can 
cause increased mental stresses on the user, it is important to examine if encumbrance 
creates similar cognitive difficulties therefore affecting the user’s ability to engage 
with mobile devices effectively when interaction is required.   

The limited research on encumbrance suggests the topic is at its early stages and a 
better understanding into the usability problems it causes can be beneficial to mobile 
device users. Although many studies have examined the issues of walking during 
interaction and solutions have been developed to enhance the user experience, the 
effects of mobility combined with encumbrance may result in much greater problems 
therefore it is crucial to examine if such issues do occur.  The next section of the 
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paper will discuss the methodology of our experiment which was conducted to inves-
tigate the impact of carrying different types of objects on targeting performance on a 
touchscreen mobile phone.        

3 Methodology 

The section will be split into three parts to describe the procedure taken for the en-
cumbrance experiment.  

The first part will discuss the initial observational study conducted to classify the 
most common objects that users were seen to carry and to choose two types of those 
objects to be evaluated in the experiment.  The second part will describe the use of a 
motion capture system to detect hand postures and body movements and how users 
interacted with the mobile phone when encumbered and walking.  The third part will 
describe the target acquisition task and the design of the experiment.  

3.1 Common Types of Encumbrance Objects 

The main purpose of the observational study was to examine the objects that users 
were seen to carry regularly while using a mobile device and to group those objects 
into suitable categories.  

Since there is a vast amount of possible objects that could encumber the user, it is 
essential to identify and concentrate on the most common types of objects that are 
likely to be held during interaction.  In order to define a set of encumbrance objects 
to be assessed in the experiment, three different types of public locations were ob-
served (main street, transport station and supermarket) to examine the wide variety of 
objects that people held and carried.  The experimenter would observe the general 
public during peak times for two hours at each type of location (for example, early 
commuting hours between 8am to 10am at a railway station and lunch period between 
12pm and 2pm in a supermarket) since there will be a great influx of people and the 
probability of seeing a range of different objects is increased.  Two different sites for 
each type of location were observed which resulted in six set of data.  Each object 
seen being held or carried was noted down in terms of the following characteristics: 
type, shape (rectangular or round?), size (length, width & thickness), quantity, input 
hand (non-dominant, dominant or both), hand action and grip required, and arm 
posture.   

Once the observational study was completed, the data collected was firstly grouped 
by object type and then sorted by how often it was noted down during the study.  The 
results showed that different types of bags were the most frequently held objects as it 
account for 49% of all the items recorded. Boxes were the second most common ob-
ject with 35% while the remaining 16% of objects documented ranged from beverage 
cups, umbrellas, specialized equipment to children, prams and pet on leashes. The 
objects recorded were also separately categorized based on the arm movement and 
hand actions required by the user.  There were four main categories: 1. swinging – 
objects such as bags and holding a child’s hand were placed into this group as it 
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caused the arm to swing somewhat unpredictably; 2. bulky - boxes were grouped into 
this class as people were seen to hold different types of boxes normally underarm 
which required an awkward but assuring grip from the arm to prevent the object from 
falling to the ground; 3. push and pull - objects such as prams and trolleys were put 
into the push class while people were seen pulling wheeled luggage; and 4. complex – 
objects in this category included keys, wallets and hot beverages which require more 
careful and intricate finger action and grip.  

Based on our observations of people in the public environment, different types of 
bags and boxes were chosen as the encumbrance objects to be evaluated in the expe-
riment.  Since there was a great variety of bags and boxes noted during the observa-
tion, the decision was made to evaluate two different types of each object based on its 
size and shape.  Therefore, the experiment assessed two bags (small and medium 
sized) and two boxes (thin and thick broadness).  The small bag represented a hand-
bag while the medium bag simulated people carrying a shopping bag.  The dimen-
sions (width x height x depth) of the small and medium bags were  35 x 25 x 17 cm 
and 45 x 55 x 25 cm respectively.  The thin and thick boxes measured 37 x 30 x 15 
cm and 39 x 30 x 29 cm respectively.  The bags were held in hand while the boxes 
were carried underarm as people were seen to adopt these strategies during the obser-
vational study.  All bags and boxes weighed 3kg each to keep the object’s heaviness 
consistent.  The weight of 3kg was chosen to simulate the effects of carrying realistic 
objects that would make interaction physically difficult yet limit the amount of physi-
cal straining on the participants.  The objects and the method that they were held 
during the experiment are shown in Figure 1. 

 

 

Fig. 1. The four objects evaluated in the experiment.  From left to right: small bag, medium 
bag, thin box and broader box.  The images show how each object was held in the non-
dominant hand or arm. 

3.2 Tracking Hand and Arm Motions 

To understand how holding the different objects encumbered the user and to analyze 
the level of hand and arm instability, a Vicon motion capture camera system was used 
(http://www.vicon.com).  Twelve infrared cameras sampling at 120Hz recorded body 
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movements (to a thousandth of a millimetre) in three-dimensions by tracking reflec-
tive markers which were firmly attached to each participant at specific body locations 
to track their movements while performing the experimental task in the capturing 
volume.  The reflective markers were placed on the front and back of the upper torso 
and the hand and arm areas.  A total of 15 markers were attached to each participant 
and Figure 2 illustrates their location.   

The marker on the neck was used to calculate the total distance walked and the av-
erage walking speed for each participant.  The right and left shoulder and left thumb 
markers (all participants were right handed therefore the mobile device was held in 
the left, non-dominant hand) were used to determine the relative position between the 
device and the user to calculate the amount of hand movement along each dimension.  
One marker was attached to the right index finger (intermediate phalanx section) to 
track the motion of the input finger.  It would have been more appropriate to place 
the marker on the tip of the index finger but due to the size of the markers it would 
have obscured part of the touchscreen and made targeting more difficult.  The re-
maining markers were used to define sections of the body.  Participants were asked 
to avoid wearing loose clothing and long hair was tied up in a head cap provided to 
avoid excessive marker movement and prevent the markers from being occluded. 
 

 

Fig. 2. The location of the reflective markers (red dots) placed on each participant 

3.3 Experimental Task 

The experimental task was to select a series of crosshair targets one at a time on a 
touchscreen mobile phone.  The participants had to select the current target crosshair 
(colored green) as quickly and as accurately as possible.  The screen also showed the 
location of the next target (colored red) so that the participants always knew where to 
input next until they reached the last target.  There were one hundred targets aligned 
in a 10 x 10 grid across the screen which were randomly ordered for each condition.  
Each target border measured (width x height) 40 by 60 pixels with the central  
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crosshair measuring 10 pixels in each direction (1 pixel = 0.1mm).  A gap was 
created between the last row of the targets and bottom of the touchscreen to prevent 
the participants accidentally tapping the soft keys.  The task ran on a Google Nexus 
One Android 3.1 smartphone as shown in Figure 3. 

 

Fig. 3. The image on the left side illustrates the layout of the targets while the experimental task 
is shown in the right side image 

3.4 Experimental Design 

A within-subjects design was used for the experiment and each participant completed 
the target acquisition task while unencumbered (holding nothing) and carrying each of 
the four objects in either the dominant or non-dominant side. 

As a result, there were nine encumbrance levels and each level was evaluated ei-
ther standing still or walking which gave 18 conditions in total.  The participants 
stood at the centre of the capturing volume for the standing conditions and navigated 
a pre-defined rectangular route (the outer and inner borders were 2.8 x 3 meters and 1 
x 1.4 meters respectively) for the walking conditions as shown in Figure 4.  The di-
mensions of the route were limited to the position of the cameras.  Participants were 
instructed to keep within the path and walked in a clockwise direction.  Each partici-
pant’s preferred walking speed (PWS) was calculated before the experiment began.  
The participants were asked to navigate the route for two minutes at a pace that they 
normally would if they were walking on a quiet street.  

The conditions were randomly ordered for each participant to reduce learning ef-
fects.  18 participants (4 males, 14 females) aged between 19 - 38 years and all right 
handed were recruited from the university to take part in the experiment. The Inde-
pendent Variables were encumbrance and mobility.  The Dependent Variables were 
targeting accuracy, targeting speed and the level of movement in the non-dominant 
hand holding the device.  The hypotheses were: 
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H1. Targeting accuracy significantly decreases when the user is encumbered and 
walking compared to unencumbered and standing still. 

 
H2. Targeting speed is significantly slower when the user is encumbered and walk-

ing compared to unencumbered and standing still 
 
H3. Targeting is less accurate when the dominant hand or arm is encumbered com-

pared to the non-dominant hand or arm carrying the objects. 

 

 

Fig. 4. The left image shows the actual capturing area.  The right image illustrates the dimen-
sions of the pre-defined path.  Participants stood at the centre for the standing conditions. 

4 Results 

To eliminate unintentional target selections, the recorded target positions that were 
greater than 70 pixels horizontally and 110 pixels vertically from the centre of the 
target crosshair were removed from the final data analysis.   

The reason for choosing the specific limit was to permit one target size margin of 
error.  Target accuracy was measured as the distance (in pixels) from the centre of 
the target crosshair to the position recorded on the touchscreen.  Speed of input (in 
seconds) was the time taken to select the current target. 

4.1 Target Accuracy and Target Speed 

A two-factor repeated-measures ANOVA with type of encumbrance and mobility as 
factors was calculated to examine both target accuracy and target speed. 

The x-axis and y-axis were analysed independently for accuracy to assess if there 
was more error in a particular direction.  For target accuracy on the x-axis, there was 
a significant main effect for stance, F(1,17) = 69.358, p < 0.05 and for encumbrance, 
F(8,136) = 7.131, p < 0.05.  The interaction was also significant F(8,136) = 2.658,  



102 A. Ng, S.A. Brewster, and J. Williamson 

 

p < 0.05.  A pairwise comparison for encumbrance with Bonferroni corrections 
showed that unencumbered was more accurate than holding the bags in either hands 
and carrying the thin and thick boxes under the dominant arm.   However, carrying 
either the thin or thick box under the non-dominant arm was not significantly less 
accurate than holding no objects.  Also, carrying the thin box under the non-
dominant arm was more accurate than holding the wider box under the dominant arm.  
Table 1 illustrates the pairwise comparisons that were significant for encumbrance on  
targeting accuracy along the x-axis. 

Table 1. The table shows the pairwise comparisons for encumbrance that were significantly 
different for accuracy on the x-axis. *Adjustment for multiple comparisons: Bonferroni. 

 
 

Similarly for input accuracy along y-axis of the screen, there was a significant 
main effect for mobility, F(1,17) = 25.901, p < 0.05 and for encumbrance, F(8,136) = 
4.022, p < 0.05.  The interaction between the two factors was also significant 
F(8,136) = 2.334, p < 0.05. The participants were more accurate while standing than 
walking.  A pairwise comparison with Bonferroni adjustment showed that unencum-
bered was only significantly more accurate in the vertical direction than holding the 
medium bag in the dominant hand (mean difference = -3.927, std. error = 0.933 and p 
=0.021).  All other encumbrance comparisons were not significantly different (p > 
0.05).  Figures 5a and 5b illustrate the mean target accuracy for the x-axis and y-axis 
of the touchscreen respectively.  Based on the results for accuracy, hypothesis H1 is 
rejected since holding the boxes in the non-dominant hand was not significantly less 
accurate than unencumbered.  Also, carrying the medium bag in the dominant hand 
was the only hindrance that caused accuracy to be significantly worse than holding no 
objects in the y-axis. Standing was significantly more accurate than walking. 

The results for targeting speed from conducting an ANOVA indicated a significant 
main effect for encumbrance; F(8,136) = 13.239, p < 0.05 and mobility; F(1,17) = 
12.230, p < 0.05.  The interaction was also significant F(8,136) = 3.257, p < 0.05.  
Unexpectedly, holding the medium bag and both boxes in the non-dominant side 
caused selection times to be significantly lower than unencumbered.  Hypothesis H2 
is rejected based on this finding.  Also, targets took significantly less time to select 
when carrying each of the four objects in the non-dominant hand or arm than the  
dominant side.  Figure 6 illustrates the mean targeting times for each condition.   

 

Comparison Mean Diff. Std. Err. Sig.* 
Unencumbered Small bag (non) -2.718 0.690 0.038 
Unencumbered Small bag (dom) -3.490 0.874 0.034 
Unencumbered Medium bag (non) -3.366 0.461 0.000 
Unencumbered Medium bag (dom) -5.248 0.973 0.002 
Unencumbered Thin box (dom) -4.463 1.048 0.019 
Unencumbered Thick box (dom) -4.952 0.928 0.002 
Thin box (non) Thick box (dom) -4.063 0.966 0.021 
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4.3 Analysing Hand Movements 

The motion capture data was processed to examine the movements of the non-
dominant hand which held the mobile phone to see if carrying the different types of 
objects chosen for our experiment caused the user difficulty to steady their hands for 
input.   

The markers placed on the non-dominant hand (left thumb and left index finger) 
and both shoulders were used to calculate the relative position between the device and 
the participant to determine the change in movement on each axis.  The x-axis, y-axis 
and z-axis of motion represents left – right, forward – backward and upwards – 
downwards movements respectively.  These notations will be used when discussing 
hand movements to avoid confusion with describing target accuracy.   

Encumbrance was grouped by the hand or arm carrying the object (i.e. dominant 
vs. non-dominant) rather than the actual object itself when analyzing hand move-
ments.  This was a more appropriate method to understand how holding different 
objects impacts handedness and to identify where the problem is occurring.   A two-
way ANOVA with mobility and handedness (non-dominant vs. dominant) as factors 
was calculated to examine its effect on input accuracy.  The results showed there was 
a significant main effect for mobility; F(1,71) = 133.369, p < 0.05 and for handed-
ness; F(1,71) = 19.309, p < 0.05.  The interaction was also significant F(1,71) = 
12.753, p < 0.05.  Pairwise comparisons with Bonferroni adjustment showed the 
participants were less accurate when the dominant hand was encumbered compared to 
the non-dominant hand.  The mean target accuracies for the dominant and  
non-dominant sides while standing and walking are shown in Table 3. 

Table 3. The mean target accuracy (pixels) when the non-dominant and dominant hand/arm 
was encumbered 

 Target Accuracy (pixels) 
Non-dominant. – Standing 17.402 SD = 5.965 
Dominant – Standing 18.723 SD = 7.784 
Non-dominant. – Walking 21.846 SD = 5.201 
Dominant – Walking 25.221 SD = 7.370 

 
The amount of movement of the non-dominant hand holding the mobile phone was 

assessed in each direction separately to see if encumbrance caused more movement 
and instability on a particular axis.  The mean hand movement (mm) was calculated 
by processing the amount of motion between three tenths of a second prior to a target 
being selected and the instance the tap onscreen was recorded.   

A two-factor repeated-measures ANOVA with mobility and handedness as factors 
was conducted in each direction to assess if there was a significant difference in mean 
movement on the hand or arm carrying the bag and the box.  For left and right direc-
tion of movement, there was a significant main effect for mobility; F(1,27) = 791.591, 
p < 0.05 and encumbered hand; F(1,27) = 240.090, p < 0.05.  The interaction was 
significant F(1,27) = 51.422, p < 0.05.  For forward and backward movement, 
ANOVA showed a significant main effect for mobility; F(1,27) = 855.252, p < 0.05 
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and encumbered hand; F(1,27) = 188.013, p < 0.05.  The interaction was significant 
F(1,27) = 24.424, p < 0.05.  The results for upward and downward movement indi-
cated a significant main effect for stance; F(1,27) = 1255.995, p < 0.05 and encum-
bered hand; F(1,27) = 61.908, p < 0.05.  The interaction was significant F(1,27) = 
459.970, p < 0.05.  Table 4 shows the mean movement in each direction of the non-
dominant hand while encumbered and either standing still and walking the route.    

Table 4. The mean movement of the left hand holding the mobile phone in each direction while 
encumbered. (S) and (W) represent standing and walking respectively. 

 
 
When the participants were standing still, carrying the objects in the dominant 

hand caused the other hand (holding the device) to move significantly more in each of 
the three directions when compared to the non-dominant hand being encumbered.  
The difference in mean hand movement between the non-dominant and dominant side 
being encumbered was very similar while walking.  However, walking caused a sig-
nificant increase of movement in both the non-dominant and dominant sides when 
compared to standing still.  The results support hypothesis H3 as holding the bags 
and boxes in the dominant side resulted in significantly more movement in the hand 
holding the device and caused input to become less accurate when compared to the 
non-dominant side being hindered. 

5 Discussion 

The results from the experiment have shown that holding different types of bags in 
hand or carrying boxes underarm caused a negative impact on targeting performance 
on a touchscreen mobile phone.   

The participant’s input performance has illustrated that holding the objects chosen 
for our experiment caused targeting to become less accurate particularly when the 
object is being held in the dominant hand which was also targeting at the touchscreen 
to input at the same time.  Interestingly, there was no significant effect for accuracy 
between unencumbered and carrying the two differently sized boxes under the  

Encumbered 
Hand/Arm 

Movement Direction Mean Movement 
(mm) 

Std. Dev. 

Non-Dominant (S) 
Dominant (S) 
Non-Dominant (W) 
Dominant (W) 
Non-Dominant (S) 
Dominant (S) 
Non-Dominant (W) 
Dominant (W) 
Non-Dominant (S) 
Dominant (S) 
Non-Dominant (W) 
Dominant  (W) 

Left/Right 1.411 0.262 
Left/Right 4.781 1.11 
Left/Right 5.338 0.922 
Left/Right 6.648 0.611 
Forward / Backward 0.697 0.232 
Forward / Backward 2.505 0.414 
Forward / Backward 4.044 0.667 
Forward / Backward 4.862 0.760 
Upward/Downward 0.991 0.273 
Upward/Downward 3.286 0.499 
Upward/Downward 5.939 0.550 
Upward/Downward 6.365 0.664 
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non-dominant arm.  Furthermore, performing the experimental task while unencum-
bered took significantly longer to input than holding the medium bag and both types 
of boxes.  [10] reported the performance of wrist gestures while carrying a box under 
the dominant arm was similar to unencumbered since users were actually able to use 
the box to assist their input.  In terms of assessing the effects of mobility, walking 
while encumbered in general caused input to become less accurate and required more 
time to select the targets onscreen.  The non-dominant hand which held the mobile 
phone was tracked to examine the level of movement caused by carrying the different 
types of objects.  There was significantly more movement and instability when the 
dominant hand or arm was hampered compared to the non-dominant side.  The dif-
ference in the amount of movement between encumbering the dominant and non-
dominant sides was very similar when walking compared to standing still which may 
suggest walking alone could have an overwhelming effect on interaction.     

Observing how the participants held the bags and boxes provided a valuable insight 
of some of the physical difficulties that users may experience when interacting with 
mobile devices while encumbered.  The expectation was that carrying the thinner box 
underarm would be physically less challenging than the wider box.  However, watch-
ing the participants suggested that the thinner box caused more problems to hold in 
place to avoid it being dropped to the ground especially when walking the route.  
Comments from the participants revealed the thinner box kept slipping down from 
their arms and it was difficult to find a comfortable gripping position while perform-
ing target selections, especially when carrying the box under the dominant arm.  
Surprisingly, the broader box did not cause as much physical issues as the thin box 
once a secure carrying posture was found.  But, a few participants did find it uncom-
fortable to carry the wider box over a long period of time due to the length of their 
arms which may have caused selecting the targets more difficult and performance to 
decline.   

The majority of participants had little trouble holding the two types of bags during 
interaction as the physical issues were more due to fatigue and tiredness.  A number 
of participants commented that it was physically unpleasant to carry the bags due to 
the handles causing discomfort to their hands which may have caused targeting per-
formance to decline.  Holding the medium bag required a more restrictive upright 
arm position to prevent the bag from touching the floor.  The participants mentioned 
that it was more demanding to hold both type of bags in the dominant hand and input 
at the same time compared to carrying the objects in the non-dominant hand.  Fur-
thermore, when standing still, it was evident that the dominant hand started to move 
downwards as the arm began to tire which would have made viewing the touchscreen 
more awkward and caused input to become more challenging.  Remarks from the 
participants suggested that holding both types of bags in the dominant hand while 
walking the route required considerably more effort to control and maintain the fo-
rearm in a steady posture to target at the screen as the bag unpredictably swings from 
side to side.  Also, it was fascinating to examine the different strategies adopted by 
the participants to carrying the different types of bags and boxes.  Although we in-
structed the participants to carry the boxes underarm and the bags in hand, each par-
ticipant’s method of carrying the objects was slightly different and unique to the  
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individual.  This was more apparent when holding the box underarm as the partici-
pants with shorter arm lengths found it more challenging to grip the box and had to 
adjust their arm position at regular intervals to make input easier.  

A simple recommendation that may improve input performance of two handed in-
teraction while encumbered is to avoid carrying objects in the dominant hand or arm.  
However, in realistic situations, it may not be possible to switch holding the objects to 
the non-dominant hand only as the user could be occupied by carrying multiple ob-
jects.  We need to design and develop effective techniques and applications to help 
users input more accurately when encumbering the dominant hand is unavoidable.  
One possibility is to increase target size to give the user a bigger margin of error.  
However, this would require careful interface design as it limits onscreen space for 
other widgets as discussed by [4].  We also propose that future studies should revisit 
previous research which have developed enhanced methods to assist users to input 
more efficiently while on the move.  For example, Goel et al. [3]’s WalkType appli-
cation has shown to improve text entry while the user is walking.   A repeated study 
that examined both encumbrance and mobility would indicate if the application is still 
as effective and could be used to reduce some of the issues caused by encumbrance.  
A final suggestion on future studies is to assess the impact of carrying a wider range 
of objects and include different hand gripping positions such as those that require a 
pushing action to extend our knowledge into the effects of encumbrance on mobile 
interactions. 

6 Conclusions 

The main purpose of the study was to examine the impact of encumbrance and make 
researchers aware of the usability issues and difficulties when users are physically 
hampered during interaction with mobile devices. 

An observational study was conducted to investigate the typical objects that people 
frequently held and carried in their everyday activities.  Based on the results, we 
evaluated different types of bags and boxes to simulate realistic cumbersome and 
physically challenging situations that users are likely to encounter.  The results from 
our main experiment showed that encumbrance caused targeting accuracy on a touch-
screen phone to decline compared to holding no objects. However, targeting while 
carrying the thinner box under the non-dominant arm was significantly quicker and 
more accurate than unencumbered or holding the box in the dominant side. Moreover, 
targeting was less accurate when the dominant hand or arm was physically hampered 
during interaction and tracking the motion of the left hand (which held the mobile 
phone) showed there was significantly more hand movements compared to the non-
dominant side carrying the objects. This suggests that we should focus on assisting 
the user to input more accurately especially when the dominant hand and arm is  
encumbered.  

Encumbrance also affected the user’s preferred walking speed and although input 
was significantly less precise when the user was walking compared to standing, the 
performance difference was not as great as expected.  Further investigation is required 
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to see if there is a tradeoff between walking speed and encumbrance and assess input 
performance when the user has to maintain their PWS while encumbered.  We hope the 
study presented in this paper has motivated researchers to develop better interaction 
techniques to aid users to input more effectively on touchscreen mobile devices.   
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Abstract. Model transformations are the linking element between the different 
levels of abstraction in the model-based user interface development. They map 
source elements onto target elements and define rules for the execution of these 
mappings. Approaches for the reuse of transformation rules use formal trans-
formation models, which only specify the mappings and abstract from the im-
plementation. Current solutions are usually only able to describe unambiguous 
(1-on-1) mappings. In general, however, there are ambiguous (1-on-n) map-
pings from which the unambiguous mappings are only chosen during the design 
process. The knowledge which source element can be mapped onto which tar-
get elements is to date not being formalized. This paper therefore presents a 
proposal for an ambiguous mapping and transformation model and describes its 
usage in an iterative development process. 

Keywords: Model-based User Interface Design, Model Transformations, Map-
ping Model, Transformation Model, Iterative Development.  

1 Introduction 

Developing user interfaces is a cost- and time-consuming task, especially if multiple 
platforms in terms of hard- and software have to be supported. Model-driven devel-
opment processes for user interfaces (UIs) try to handle this problem by allowing a 
designer to specify the functionality of a user interface by means of models. These 
models abstract from implementation details and can ideally be used to generate ex-
ecutable user interfaces for different target platforms. In general, the models used in 
such model-driven development processes are defined on different layers of abstrac-
tion. The generally accepted Cameleon Reference Framework (CRF) constitutes four 
layers of abstraction [1, 2]: The Task & Concepts (T&C) level allows defining the 
tasks that the user shall execute with the user interface. An Abstract User Interface 
(AUI) model describes the UI in a modality-independent way. In contrast, a Concrete 
User Interface (CUI) model is already bound to a specific modality but still indepen-
dent of an underlying computing platform. A Final User Interface (FUI) is an execut-
able UI dependent on a specific (class of) computing platform(s). 
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Model transformations either convert more abstract user interface models into in-
creasingly concrete models (cf. the vertical transformations in Fig. 1) or they transfer 
models of a certain level of abstraction to another context of use (cf. the horizontal 
transformations in Fig. 1). In any case, transformations constitute the connection be-
tween the different layers. Therefore, their quality and reusability is a key factor for 
the efficiency of the entire model-based approach. 

 

Fig. 1. Simplified version of the Cameleon Reference Framework [1] as introduced in [2] 

Model transformation rules incorporate two basic tasks (comp. [3]): (1) the  
description of mappings from source elements onto target elements and (2) the de-
scription of the execution of these mappings including the generation of the target 
model(s). While standard (hard coded) model transformations usually do not separate 
the mappings from their execution but combine them in the transformation code, there 
are already some approaches that favor the definition of formal mapping respectively 
transformation models. These models describe which model element or meta-model 
element of the source language can or shall be mapped onto which element of the 
target language. Thereby, they are independent of the technology that is used after-
wards for the implementation of the transformation execution. Consequently, as 
shown in Fig. 2, they separate the functionality of the transformation (the description 
of mappings) from the implementation details (the execution of these mappings). The 
advantage of mapping models is that the correlations between elements of the source 
and the target (meta-)model can be configured instead of having to be programmed. 
In this case, the creation of a model transformation only requires knowledge about the 
application domain and not about implementation language details. 

Existing mapping model specifications essentially only allow unambiguous 
(1-on-1) mappings that map one source element onto exactly one target element. For 
example, a mapping model from AUI onto CUI elements would describe that – in 
case of a graphical user interface – every modeled AUI-level ”selection element” has 
to be mapped to e.g. the drop-down list element at CUI-level. 
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Fig. 2. Separation between description and execution of mappings by means of a mapping 
model 

However, Puerta and Eisenstein show that not unambiguous (1-on-1) but ambi-
guous (1-on-n) mappings are frequent for the model-driven development of user inter-
faces [4]. That means, that the ”selection element” instruction at AUI-level in general 
could be visualized by means of a drop-down list as well as by a set of radio buttons 
or a vocal selection. Consequently, mapping models for user interface design require 
multiple instead of unique target model elements. During the design process these 
ambiguities have to be resolved to allow the transformation of the model. Which of 
the (ambiguous) mappings is used depends, among others, on the target platform, the 
developer's preferences and on company guidelines. It is important to note that the 
resolving of the ambiguities has to be performed for each element of the source model 
as, in general, not every instance of a source meta-model element shall be mapped to 
an instance of the same element of the target meta-model. For example, depending on 
the number of the possible choices of a “selection element”, either a drop-down list or 
radio buttons could be reasonable. 

The model-based user interface development has to support iterative development 
processes to be widely accepted by UI designers because user interfaces are usually 
not developed in a single linear development process but rather in multiple develop-
ment cycles. Therefore, the proposed mapping model should not only be able to speci-
fy ambiguous mappings but also save the information about the chosen mappings for 
each element. This allows for an easy reuse of transformations and the chosen  
mappings for every iteration step of the development process. 

Hence, this paper presents a meta-model that (a) supports the definition of ambi-
guous mappings for the transformation of UI models and (b) stores the chosen  
mappings of the executed transformation. 
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2 Related Work 

In regular transformations, both the mapping of a source element onto a target ele-
ment as well as the generation of the target model are hard coded for one specific pair 
of UI description languages in an implementation technology such as ATL [5], QVT 
[6] or XSLT [7]. The occurring possible (ambiguous) mappings are usually either not 
defined so that only one of the possible target elements is used or only programmed 
directly into the transformation in an informal way [8].  

Bézivin et al. show in a fundamental work that, in contrast to the hard coded trans-
formations, it is also possible to formally specify the mappings in so called Transforma-
tion Models [9]. Therefore, the mappings of the meta-model elements are described by 
formally assigning source and target elements to each other. This approach is used by 
the UI description language UsiXML, which specifies a transformation model that 
allows the description of a model transformation based on graph grammar [10]. The 
MARIA1 description language family [11] also allows the definition of unambiguous 
mappings with the help of the graphical editor MARIAE [12]. However, in both cases 
the unambiguous mappings apply to every element of the same type, i.e. every in-
stance of the same meta-model element. This means that e.g. every “selection  
element” can only be mapped to a drop-down list for the entire user interface. An 
alternative mapping to a radio button or a vocal selection is only possible in another 
transformation for a different context or by manually changing the target model.  
Consequently, there is no reusable information about the ambiguous mappings.  

First approaches for ambiguous mapping models are made by Hager et al. [8] and 
by Aquino et al. [13]. Hager addresses this problem by implicitly describing all possi-
ble ambiguous mappings for one pair of description languages, namely DISL2 [14] at 
the AUI level and Movisa [15] at the CUI level, in (hard coded) transformation rules. 
The UI designer can choose an unambiguous mapping in an interactive process. With 
this approach, a UI designer can map a DISL element type (AUI level) onto various 
Movisa element types (CUI level) even in a single user interface. The choices made 
are then stored in a Persistent Transformation Mapping Model (Petmap) and are 
available for further iteration steps. However, the ambiguous mappings for this pair of 
UI description languages are also not formalized as they are implicitly included in 
(hard-coded into) the transformation rules.  

In [13], Aquino et al. propose Transformation Templates that extend the UsiXML 
Transformation Model defined in [10]. They allow defining (possibly ambiguous) 
mappings by the specification of a selector that is applied to the target meta-model. 
Furthermore, weighting factors can be specified that reference the UsiXML context 
model and that are used if multiple target elements for one source element are possi-
ble. However, both [8] and [13] specify their transformation models imperatively: 
They include implementation details of the transformation. Because of the imperative 
description of the mappings in this approach it is possible to use variables, conditions 
and loop constructs. For example, the specification of the selectors requires deep 

                                                           
1 Modelbased lAnguage foR Interactive Applications.  
2 Dialog and Interface Specification Language.  
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knowledge of the syntax and semantics of the transformation templates and thus is not 
applicable by UI designers but only by transformation language experts. 

In contrast to imperative modeling, declarative modeling of transformations simply 
states which elements shall be mapped onto each other but not how these mappings 
are implemented by the transformations: It describes the “what” and not the “how”. 
The advantage of a declarative modeling is the simple and clear notation suitable also 
for a UI designer without detailed knowledge of implementation technologies.  
The disadvantage of this approach is the limited language scope that e.g. does not 
allow expressing dependencies between different mappings.  

Nevertheless, the creation of imperative transformation models requires advanced 
knowledge about the syntax and semantics of the implementation technology and 
therefore a transformation expert. Consequently, the approach presented in the  
following makes use of a declarative mapping model.  

3 Conception of a Meta-model for the Description  
of Ambiguous Mappings 

This section introduces the concepts used to realize the requirements for ambiguous 
mappings for transformations of UI models and for storing chosen concrete mappings 
derived in Section 1. The realization of these concepts as the Persistent Ambiguous 
Mapping and Transformation Model (PAMTraM) will also be described. The 
workflow of this solution including all involved models and meta-models as well as 
the role of the PAMTraM is shown in Fig. 3. 

 

Fig. 3. Proposed workflow and involvement of the PAMTraM 
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During step 1, all ambiguous mappings from elements of the source meta-model 
onto elements of the target meta-model have to be defined. These mappings are stored 
in the PAMTraM. This step has only to be performed once for every language pair. 

Afterwards, step 2 of the workflow consists of choosing the concrete mapping for 
every element of the source model. Therefore, the ambiguous mappings defined in 
step 1 are read from the PAMTraM and evaluated by a selector. This selector can e.g. 
be a UI designer or additional constraints (e.g. platform constraints) that allow an 
automatic evaluation.  

Finally, step 3 constitutes the actual execution of the transformation. The execution 
uses the unambiguous mappings defined in step 2 to create the target model from the 
source model. Furthermore, the performed transformation including the selected un-
ambiguous mappings is stored in the PAMTraM so that it can be reused for the next 
iteration cycles. In addition, the information about chosen mappings can e.g. be eva-
luated if statistical selection mechanisms are to be applied during step 2.  

Steps 2 and 3 can be repeated to allow an iterative development process. The fol-
lowing sections describe the realization of the two parts of the PAMTraM by means 
of its meta-model. 

3.1 Definition of Ambiguous Mappings 

The mapping rules are defined on the meta-model level [3] because the allowed map-
pings of elements are mainly based on the UI description languages. They specify 
mappings from a source to one or more target meta-model elements. The mapping 
model must therefore allow the definition of those mappings and thus reference the 
source and the target meta-model. To ensure a comfortable creation of the mapping 
models, a declarative description will be implemented, such as e.g. already used in 
MARIAE’s transformation editor for the definition of the unambiguous mappings. 
This approach allows the definition of mappings at a high level of abstraction. This 
way, a domain expert can create the mapping model and a transformation expert is not 
required.  

The declarative description of the mappings, compared to an imperative approach, 
requires additional effort for the implementation of the mapping model into an ex-
ecutable transformation rule. But this additional effort is put into perspective, since 
such an implementation is only required once per UI description language pair. 
Another positive effect of the declarative description is the capability to easily define 
ambiguous mappings that assign one source element to multiple target elements.  
Fig. 4(a) shows the structure of a declarative, ambiguous mapping (Mapping). It 
enables the assignment of a source meta-model element to all eligible target meta-
model elements.  

As it is not reasonable to define multiple Mapping elements (each in turn defining 
multiple target meta-model elements) for one source meta-model element, additional 
constraints or validation steps should ensure that only one mapping is defined for 
every element of the source meta-model.  
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Fig. 4. Resulting implementation of the PAMTraM for the storage of ambiguous mappings (a) 
and performed transformations (b) 

It is important to note that the element MetamodelElement can be any element of 
any meta-model – it is not limited to classes (if a UML-like structure is used for the 
meta-models) but can also be a class attribute. This is necessary because – depending 
on the meta-models used – it cannot be ensured that merely classes are mapped onto 
each other. This is best explained by a simple example: In DISL (see Section 2), the 
different widgets that can be used to realize a user interface are not represented by 
different classes of the meta-model but by different enumeration literals of the enume-
ration GenericWidgetType. Consequently, DISL uses a simple meta-model class Wid-
get with an attribute genericWidget of the type GenericWidgetType. Fig. 5 shows the 
relevant excerpt of the DISL meta-model. 

 

Fig. 5. Excerpt of the DISL meta-model: realization of widget types 

Consequently, when using DISL as source or target meta-model, the mappings do 
not have to be specified for the class Widget but for the different enumeration literals 
like textfield or command. 
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3.2 Storage of Concrete Mappings 

Modeling ambiguous mappings allows the explicit definition of all possible mappings 
of source to target element types. Before a concrete transformation (as an instance of 
the ambiguous mappings) can be executed, the ambiguities need to be resolved. This 
resolution depends on numerous factors such as the specific context of a user interface 
or industry- or company-specific guidelines. Furthermore, the ambiguities usually 
have to be resolved for every element individually, because it cannot be assumed that 
a source element type should always be mapped to the same target element type 
(cf. [16]). This process may be time-consuming – especially if a user is involved in 
the resolving of ambiguities – and has to be repeated for every iteration cycle even if 
only minor changes have been applied to the UI model. Consequently, the design 
decisions, which are made during a transformation, should be saved, so that they can 
be reused for iterative improvements of the user interface: In that case, an unambi-
guous mapping has only to be determined for the model elements that have been add-
ed or modified during the last iteration cycle whereas the stored concrete mappings of 
a previous transformation can be reused for the unaltered elements.  

For this purpose, the meta-model element Transformation (see Fig. 4(b)) represents 
a concrete transformation that was executed for a specific user interface in a specific 
context, which can be saved in the PAMTraM. Gruhn et al. define a transformation as 
an instance of a mapping on the model level [3]. Therefore the unambiguous map-
pings that are determined for each model element during the transformation are saved 
as TransformationMappings (see Fig. 4(b)). Analogous to the Mappings, a declarative 
structure is used again. In comparison to the Mappings, TransformationMappings, 
however, map concrete (model) elements onto each other. Otherwise they have simi-
lar characteristics like the involved element types. Hence, an inheritance relationship 
between TransformationMapping and Mapping was used. 

It should be noted that not necessarily only a single target element must be se-
lected: Especially in multimodal user interfaces, it is often useful to map an AUI ele-
ment to multiple CUI target elements, so as to combine a graphical output of an alarm 
with an auditory output of the same alarm. This relationship is represented by the 
TransformationMapping that allows the mapping onto multiple target model  
elements. 

Those two (basically independent) requirements – modeling of ambiguous map-
pings and saving of performed transformations – were jointly implemented in a  
meta-model, since they are both specific for each pair of meta-models. In addition, 
when re-transforming a user interface, both, the basic mappings as well as the specific 
performed transformations, are needed. A common storage of all performed transfor-
mations in one model also allows for a good starting point for further developments 
on the reduction of the ambiguities like the statistical analysis of the determined  
mappings. 

The resulting meta-model PAMTraM (cf. Fig. 4) is applicable for any combination 
of target and source meta-models, because there are no restrictions or statements 
made about their structure and only general concepts were implemented. Beyond that, 
it allows the use of different methods to resolve the ambiguities as it only stores the 
resulting mappings. 
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3.3 Tool Support for the Application of the PAMTraM 

In order to make the workflow (depicted in Fig. 3) – and therewith the concepts intro-
duced in Sections 3.1 and 3.2 – applicable, tools supporting the UI designer in per-
forming the three steps of the workflow should be created. Therefore, we have  
implemented the PAMTraM by using the Eclipse Modeling Framework (EMF) [17]. 

During the first step of the workflow, the UI designer has to be supported in the de-
finition of the ambiguous mappings. Although the EMF automatically creates simple, 
generic editors (e.g. a tree editor), the usability of these editors is not very high as 
they are not tailored towards the needs of the user. Instead, the design of a specialized 
concrete syntax3 supporting the modeler to think in his domain is necessary [18]. 

In general, concrete syntaxes can be divided into textual and graphical representa-
tions, both with different advantages and disadvantages. For example, whereas a tex-
tual concrete syntax may enable a faster specification of models, a graphical concrete 
syntax may help in visualizing relationships. As multiple concrete syntaxes can be 
used simultaneously, the advantages of both types can be combined. As a first proto-
type, we have implemented a textual concrete syntax for the PAMTraM by means of 
the tool EMFText [19]. In order to assist the modeler, a content assistant and code 
completion are integrated. 

Regarding the second step of the workflow, the necessary tool support can be di-
vided into two parts: the implementation of the selection mechanism and the reuse of 
previous transformations in case of an iterative development. 

As our approach does not dictate the used mechanism for the selection of concrete 
mappings during the second step of the workflow, the required tool support cannot be 
generalized. For example, if the UI designer shall choose the concrete mappings, a 
tool supporting this user interaction has to be implemented. This could e.g. be a dialo-
gue that presents the different possibilities to the user and asks him to select one or 
more of the alternatives. If, however, statistical algorithms or platform constraints 
shall be applied, these mechanisms have to be implemented. 

In case of an iterative development, a previous version of the user interface may al-
ready have been transformed once or repeatedly. In this case, the chosen (unambi-
guous) mappings for those parts of the source model that have not been altered during 
the iteration should usually be reused to keep the resulting parts of the target model 
that are not involved in the iterative changes consistent. Consequently, the selection 
mechanism should only be applied to those parts of the source model that have been 
changed during the iteration step. The described behavior has been implemented by 
means of a tool that reads previous transformations from the PAMTraM. Afterwards, 
the user is asked if one of the previous transformations (and with those the results of 
the used selection mechanism) shall be reused or if the selection mechanism shall be 
applied for every model element. 

The tool support necessary for the third step of the workflow consists of the trans-
formation executing the selected concrete mappings (and thereby generating the target 
model) and storing them in the PAMTraM for further iteration cycles (cf. Sec-
tion 3.2). However, as this transformation is dependent on the used source and target 
meta-model, its implementation cannot be generalized either. 

                                                           
3 The term concrete syntax denotes the concepts used for the representation of models. 
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An exemplary implementation of the tools supporting the workflow is presented in 
the following case study. 

4 Case Study 

This section demonstrates the application of the presented approach based on the 
development of a user interface for the process plant shown in Fig. 6. The process 
plant consists of three tanks that are connected via pipes. For this case study, the UI 
shall enable the user to select one of the three tanks resulting in the illustration of the 
fill level of the selected tank. Two possible final user interfaces are presented in  
Fig. 7: The UI on the left makes use of a set of radio buttons to select the tank and of 
an animated image to display its fill level. In contrast, the UI on the right uses a  
drop-down list for the selection of a tank and a textual representation of its fill level. 

The starting point of the case study is an AUI model expressed in DISL. By appli-
cation of the PAMTraM, a concrete model of the UI, based on MARIA, shall be  
generated. Therefore, the XML schemata of both languages have been converted to 
EMF-based meta-models for easier processing in the EMF environment used for the 
implementation of the tools described in Section 3.3. The (model-to-text) transforma-
tion generating the final UI has only been implemented prototypically to demonstrate 
possible representations of the resulting UI. 

 

Fig. 6. Depiction of the process plant used in the case study 

DISL is a dialogue descriptions language, which is situated on the AUI level of the 
Cameleon Reference Framework [14]. DISL offers ten Widgets, represented by Enu-
merationLiterals (cf. Fig. 5), for the description of user interfaces. In the DISL model 
(AUI model) of the case study, the structure of the realized process visualization is 
described. For this purpose, a widget to display the currently shown tank and its level 
(textfield), a selection element for the three tanks (choicegroup) and a widget to  
confirm that choice (command) are modeled. 
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Fig. 7. Two versions of the final UI based on different results of the selection of unambiguous 
mappings (cf. Fig. 3) 

MARIA is a description language for graphical, vocal and multimodal user inter-
faces, which covers the top three abstraction levels of the CRF [11]. For this case 
study, only the CUI level is used, in which MARIA, among others, defines the Multi-
modalDesktopCUI that is used hereinafter. Table 1 defines possible mappings of the 
Widgets that are used in the case study onto elements (Classes) of the Multimodal-
DesktopCUI of MARIA. These constitute the basis for the formulation of the  
Mappings of the PAMTraM. 

Table 1. Excerpt of the possible mappings from DISL elements onto elements of the MARIA 
MultimodalDesktopCUI 

  DISL – AUI 

  textfield command choicegroup 
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audio x   

button  x  

check_box   x 

choice_element x   

drop_down_list   x 

image x   

link  x  

list_box x  x 

radio_button   x 

text x   

text_area x   

text_field x   

video x   

vocal_activator  x  

vocal_output x   

vocal_selection   x 

 



 Conception of Ambiguous Mapping and Transformation Models 121 

 

Table 1 shows (in excerpts) the occurrence of ambiguities, for example for the pos-
sibilities to define an output variable (textfield). For further steps, these (ambiguous) 
mappings were stored in an instance of the PAMTraM that was presented in  
Section 3.  

Fig. 8 displays the resulting code for the definition of the mappings that has been 
created with the textual model editor (comp. Section 3.3). By means of the editor 
capabilities (e.g. the content assistant), a UI designer can define the mapping model 
without deep knowledge about the underlying meta-model of the PAMTraM. 

 

Fig. 8. Definition of the mappings with the textual editor 

An interactive transformation was used in this case study to solve the occurring 
ambiguities. For each AUI element, it presents all possible target elements to the user 
in a graphical interface. The user can then choose the mapping to be used in the trans-
formation by selecting one or more target elements. This transformation was imple-
mented with help of the Epsilon transformation framework [20] and EMF. 

Fig. 9 shows the prompt for user interaction during the initial transformation of the 
textfield-Widget that displays the fill level. The possible target elements correspond to 
those that were specified in Table 1 and defined in the ambiguous mapping model.  
It should be noted that the alternative(s) that was/were chosen by the user are stored 
as TransformationMappings as described in Section 3.2.  

Fig. 10 shows the corresponding part of an instance of the PAMTraM (cf. Fig. 
4(b)): The upper half displays a stored transformation consisting of several transfor-
mation mappings for the various UI elements. In the bottom half, one of the stored 
transformation mappings is presented in more detail showing that the source model 
element “fill_level” as instance of the meta-model element “textfield” has been 
mapped to an instance of the target meta-model element “image”.  

When re-transforming the UI model, e.g. in case of an iterative development, the 
user can select one of the stored, previously performed transformations. In this way, 
the corresponding unambiguous mappings are reused and a user interaction is only 
necessary for the transformation of elements that were added or changed during the 
last iteration step (comp. Sections 3.2 and 3.3). 
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Fig. 9. User interaction for selecting the desired mapping 

 

Fig. 10. Automatic storing of the selected mappings as TransformationMappings in the PAM-
TraM 

As a designer can make different choices when selecting the mappings, different 
UIs can be the result of the transformation. Two possible user interfaces for the 
process plant that were created using the PAMTraM approach have already been 
shown in Fig. 7. They are the result of a model-to-text transformation applied to the 
CUI model resulting from the previous steps. In the UI on the left, an image was cho-
sen to represent the fill level of the tank, while textual output was chosen on the right. 
Furthermore, a group of radio buttons respectively a drop-down list was chosen to 
select the tank, whose fill level should be shown. These decisions could e.g. be made 
based on platform restrictions as the second UI is more compact and thus fits better 
onto smaller screens. 
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5 Conclusions 

The proposed Persistent Ambiguous Mapping and Transformation Model meets the 
requirements that were developed in Section 1. It implements (a) the definition of 
ambiguous mappings and (b) the storing of executed transformations in one combined 
meta-model. By making use of a declarative structure, domain experts without any 
special knowledge about the execution of a transformation should be enabled to de-
fine ambiguous mappings. Indeed, this has yet to be proven by an empirical evalua-
tion In order to hide the structure of the underlying meta-model from the domain  
expert, a textual editor has been created that supports the user in the definition of 
mappings. However, a graphical editor, like the one MARIAE offers, could be useful 
to handle the often very large models and to support the user's actions. Furthermore, it 
has to be elaborated if mappings between groups of elements (instead of single  
elements) need to be supported and how this support could be realized. 

The structure of the defined meta-model allows the integration of different me-
thods to resolve ambiguities: In the case study, we have demonstrated an interactive 
transformation. Furthermore, the utilization of the context of use or an integration of 
statistical algorithms (e.g. the evaluation of previous user choices based on stored 
transformations) is possible. 

PAMTraM supports the iterative development of user interfaces by storing the 
chosen, unambiguous mappings. By reusing these stored mappings, the selection me-
chanism (e.g. a user interaction) only has to be applied to elements that have changed 
since the last iteration cycle. 

Moreover, as PAMTraM uses universal structures, it is not limited to transforma-
tions between AUI and CUI (as demonstrated in the case study) but can be applied to 
all model(-to-model) transformations within the CRF. This extends to a transforma-
tion that makes only use of unambiguous mappings. Thus, a continuous methodology 
including a continuous tool support can be applied. However, as PAMTraM makes 
use of models respectively meta-models of the source and the target language, it can-
not be applied to languages that are not represented by a formal meta-model but  
e.g. by a description in natural language.  

The transformation execution that evaluates the ambiguous mappings defined in 
the PAMTraM and stores the chosen, unambiguous mappings has to be implemented 
for every language pair. However, the achieved separation between the domain know-
ledge stored in the PAMTraM and the actual transformation reduces the necessary 
effort for this implementation: The transformation can be implemented by an expert 
with in-depth knowledge of the creation of transformations who does not need to be a 
domain expert. Furthermore, the once implemented transformation can be used for 
every user interface that is described using the same UI description language pair. 

Future work will cover the integration of the context of use into the decision 
process to reduce ambiguities. Therefore, possibilities to define conditions have to be 
created. Besides that, the user has to be able to attach these conditions to ambiguous 
mappings. By combining this with a subsequent user interaction, it can be ensured 
that the user may only choose between alternatives that are reasonable (for a certain 
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context of use and a certain user interface). Compared to the exclusive user interac-
tion realized in Section 4 the user is relieved of useless target elements. 

Finally, an extensive empirical study has to be conducted in order to prove and 
classify the advantage of our approach. Therefore, the specification of transformations 
for various pairs of UI description languages as well as the development of specific 
user interfaces by means of the specified transformation has to be evaluated and  
compared to existing approaches concerning its effectiveness and usability.  
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Abstract. To help designers face the complexity of mixed interaction and iden-
tifying original and adapted solutions, we developed and evaluated an original 
approach to interaction design. This approach, called Model Assisted Creativity 
Sessions (MACS), aims to combine the best elements of both a model of mixed 
interaction, and a collaborative and creative session. The objective is twofold: 
to support the exploration of the design space, and to establish a common lan-
guage between participants. To assess the viability of this approach, we relied 
on a protocol analysis of the verbal recordings of two existing design situations. 
Results show that the model impacts the generation of ideas and that partici-
pants use the model concepts to share their thoughts during the session. 

Keywords: Design, Method, Mixed Interaction, Model, Creativity. 

1 Introduction 

In the last ten years, we have seen an incredible amount of new interactive systems 
combining physical and digital entities. The emergence of augmented reality in games 
such as EyePet1, the development of Kinect based interaction techniques such as  
Omnitouch [15], the commercialization of Sifteos’ cubes2, etc. constitute relevant 
instances of the huge potential offered by the combination of physical and digital 
worlds. These interaction forms are now commonly known under several terms such 
as mixed interaction, augmented reality, tangible user interfaces or even pervasive 
systems. To refer to all these advanced forms of interaction, we will use in this paper 
the general term of Mixed Interactive Systems (MIS). 

With regards to traditional interactive systems (i.e. WIMP) designing MIS implies 
many additional considerations. For instance, physicality and topological properties 
of the involved artifacts, mediums enabling the communication between physical and 
digital worlds, spatial and semantic relationships between physical and digital arti-
facts or the quasi-infinite possibilities in terms of input/output technologies are di-
mensions that designers do not need to consider when designing traditional interfaces.  

                                                           
1 EyePetTM, http://www.eyepet.com/ 
2 Sifteo, https://www.sifteo.com/ 
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Due to these new forms of inputs, these systems are growing in complexity, and 
the amount of possibilities in terms of interaction techniques is exploding. Indeed, 
during the development of a MIS, designers are required to manage not only the gen-
eral complexity of HCI, but also all these specific considerations. The design space is 
therefore broader, richer and harder to explore. This implies many conceptual and 
methodological problems [26] and resulting designs often stay focused on archetypi-
cal solutions. 

Based on this assessment, we wondered which support would help designers to 
better face, explore and take advantage of this complex design space. How do we help 
designers to look past these trivial and mostly technology driven design solutions? 
Providing such a support would also contribute to the diversification of MIS by help-
ing designers identify original and adapted solutions.  

Our contribution in this paper consists in revisiting the ideation step in the design 
process of MIS. Interaction design being intrinsically interdisciplinary, we focus in 
this paper on the collaborative and explorative part of the design process. In the fol-
lowing sections, we first provide the necessary background related to explorative 
design. We then elaborate on existing design approaches and resources in the domain 
of HCI and mixed interaction. We then introduce and illustrate a design method called 
MACS, which stands for Model Assisted Creativity Session. We continue by showing 
the viability of this approach through the analysis of the use of MACS in two real 
design situations. We finally conclude on the benefits of this approach and the pers-
pectives it offers in terms of design and research.  

2 Toward a New Form of Creative Design 

First, as already pointed out by Visser [30], the design activity can be considered as a 
construction of representations. Through this paradigm, design has to be viewed as an 
iterative task involving the externalization of ideas, the creation of representative 
artifacts, and the reinterpretation of the produced representations. Through this 
process designers infer properties of the design that were not perceptible before. It 
ultimately leads to new insights that contribute to the discovery of a satisficing solu-
tion [27]. This process, widely described by Schön [25] as reflection-in-action, consti-
tutes the basics of any design activity. 

Furthermore, it is now commonly accepted that the design process can also be un-
derstood as the exploration of a space whose limits are blurry and ill-defined [27]. As 
defined by Gero [12], this exploration takes place in a space where variables (i.e. 
properties of the designed artifact) are adjusted. This space can be subdivided into 
three different sub-spaces [12]:  

• The routine design space defined as a space of potential designs, in which all the 
variables and their applicable ranges of values are directly extracted from existing 
solutions. 

• The innovative design space defined as a space of potential designs in which all the 
instantiated variables are known but which values are new or unfamiliar. 

• The creative design space defined as a space that uses new variables. This general-
ly leads to a paradigm switch.  
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Accessing the Innovative and Creative space requires the knowledge of existing 
variables (see Fig. 1). For example, when designing a MIS, considering the spatial 
and semantic relationships between physical and digital artifacts, necessarily leads to 
more intelligible designs. 

 

Fig. 1. Access to the Innovative space through the manipulation of variables 

In the field of HCI, a set of widely accepted representations is used as a support to 
the instantiation of variables related to interaction. Scenarios, sketches, storyboards, 
mock-ups, etc. have proven to be efficient and flexible representations. In addition, 
these informal representations have the huge advantage of being understandable by 
most of the stakeholders in the design process such as end-users. Therefore these 
representations play the role of boundary objects that allows “people from different 
areas of expertise to bridge their separate knowledge domains, to create a shared 
understanding, and improve decision making” [7]. 

However, their contribution to the exploration of the design space is limited to the 
manipulation of the variables that the designer is already familiar with. As a result, 
the expressive and generative power of these representations highly depends on the 
knowledge and level of skillfulness of the designer [31] itself: the access to the Inno-
vative and Creative spaces are then highly influenced by the designer’s experience. 
The solution to this limitation could rely on the use of a specific language. Indeed, as 
stated by Löwgren and Stolterman [22], in interaction design “a language is neces-
sary in making ideas and thoughts more precise and well-crafted”. 

While many design methods focus on the use of traditional artifacts, we chose to 
explore how abstract concepts, theories and models can assist the design activity. Our 
research can therefore be seen as an instance of modern design theories such as C-K 
design theory [16] (i.e. in which the design activity is understood as an interplay  
between existing Concepts and domain Knowledge) or even as the stream recently 
highlighted by Stolterman and Wiberg in [28] and so-called Concept-Driven Interac-
tion Design. These attempts result in a set of new methods, in which design takes 
inspiration and restriction from existing paradigms, theories and languages. To our 
knowledge, only a few HCI methodologies have tried to implement this approach. We 
synthesize a set of existing methods adopting this approach in the next sections. 
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3 Concept-Driven Interaction Design in Practice 

In the field of HCI, the literature mentions a set of design methods that can be consi-
dered as Concept-Driven approaches. They mostly differ in the level of abstraction of 
involved representations.  

First, some of them are focused on the use of concrete representations. One of the 
first methods implementing this paradigm is the PICTIVE method [24]. Proposed by 
Muller in 1991, it consists in asking end-users to create the interface of their dreams 
through the manipulation of a paper-based and predefined set of buttons, windows, 
lists, icons, etc. The proposed set of widgets is limited to the existing ones (e.g. but-
tons, lists, text fields, etc.), which therefore constrains the exploration in the innova-
tive design space. However, PICTIVE remains dedicated to the design of WIMP in-
terfaces. More recently, Koleva proposed a similar approach [21] but in order to ex-
plore the possibilities in terms of augmented reality for museum visits. In this expe-
rience, curators and engineers collaboratively manipulate a diagram representing 
component-based software assembly. The manipulated software components are in-
stantiated on the fly from an existing list of available components. This list therefore 
represents a set of existing possibilities in terms of augmented reality solutions, but 
the creation of links between the different components remains the responsibility of 
the curators and engineers. However, approaches like PICTIVE or Koleva’s, are 
mainly technologically driven, and the exploration consequently takes place in a 
space that is too concrete and narrowed. 

To overcome such limitations, a set of approaches suggests a concept-based explo-
ration at a higher level of abstraction. For example, the Rich Picture Method [23] 
suggests that a facilitator and several participants collaborate to draw a picture depict-
ing stakeholders, relationships and their concerns. The Rich Picture notation provides 
all the concepts (i.e. the variables of the design space) that need to be expressed and 
link them in a diagrammatic form. Here the design space is not explored through a set 
concrete interface elements, but at a higher conceptual level representing the concepts 
of the application domain. Finally, in the domain of Tangible User Interfaces (TUIs), 
Hornecker proposed an original method called the Card Brainstorming Game [17]. 
This game mainly consists of a brainstorming session in which participants are stimu-
lated by provocative cards. Each card is related to a dimension expressed in the Tang-
ible Interaction Framework [18], a conceptual paradigm of TUIs. As observed by the 
author, “it thus ensures that all the central tenets have been taken into account” at the 
end of the session. However, this last approach remains poorly generic and does not 
provide any systematic strategy to explore the design space.  

From our point of view, these Concept-Driven Interaction Design instances con-
verge on two aspects: 1) the manipulation of a defined and limited number of con-
cepts and 2) the collaborative elaboration of a dedicated representation. This sort of 
abstract based exploration constitutes a very promising approach to interaction design 
and needs to be further investigated, evaluated and used in real design situations.  
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4 Formalism and Creative Design: A Promising Combination 

The challenge of our research is to gain a better understanding of the benefits of ex-
ploring the design space through the use of a model of MIS. During the last five 
years, we tested and refined an original concept-driven method dedicated to the de-
sign of MIS. The approach we developed is called Model Assisted Creativity Session 
(MACS). The goal of a MACS is to identify and describe a set of alternative solutions 
to a design problem. Such creative sessions usually involve between 5 and 7 partici-
pants including a facilitator. The core principle of MACS is to collaboratively take 
advantage of the concepts expressed and characterized in an existing model of mixed 
interaction. The participants thus generate ideas and encode them on the fly in the 
model’s notation. For now, this method has been successfully used [6] with two dif-
ferent interaction models: ASUR [11] and MIM [9]. However, the literature men-
tioned a lot of other models that are candidates for use in a MACS: each one is de-
scribing different aspects of MIS and adopting a different paradigm, using different 
concepts and represented through various notations [18, 26, 29].  

Beyond its role of providing a support to the description of generated solutions, the 
model is also intended to play a major role in the creative and collaborative process: 

1. Support the exploration of the design space through the manipulation of a limited 
number of concepts: it enables participants to primarily focus on relevant aspects 
of the system to design. Limiting the participants to the exploration and recombina-
tion of these relevant aspects, thus stimulates the creativity of the participants by 
arousing unexpected combinations. Indeed, it is now common knowledge that a 
design activity always takes place in a constrained cognitive space [4] and that 
creativity highly benefits from these constraints [8]. 

2. Support the co-construction of an external representation: the model allows us to 
represent the generated solutions and creates a common language between discip-
lines. It thus contributes to the elaboration of a shared understanding of the prob-
lem. This phenomenon, known as cognitive synchronization, has proven to be one 
of the main criteria to the success of collaborative design activities [10].  

These two objectives will constitute the basis of our further analysis and evaluation 
that we present in the next sections. 

4.1 The MACS Method Definition 

To reach the objectives that we defined in the previous section, the MACS method is 
composed of a set of steps and principles that the group should follow. More details 
about the core principle of this method are provided in [6] and examples of its use in 
different context have been illustrated in [5, 14]. However, to ease the understanding 
of this paper, we briefly describe the five main steps of the approach below: 

Step 1. The facilitator introduces the model and its notation to all the participants. 
This introduction should not take longer than 15 minutes. The presentation of the 
concepts that will be manipulated and their associated representations contributes to 
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the cognitive synchronization between participants of different disciplines and enables 
the use of the model. The facilitator needs therefore to be an expert of the model. At 
the end of this step, we recommend to provide the participants with a concept remind-
er such as a legend of the model.  

Step 2. The facilitator introduces the design situation and the problem to solve. As 
for step 1, this step should take no longer than 15 minutes. Any design artifact that 
describes a part of the design problem can be used at this point (e.g. mock-ups, vid-
eos, sketches, requirements list, etc.). 

Step 3. This is the main step of the method in which participants will explore the 
design space. In practice, participants generate ideas to answer the interaction design 
problem and encode them on-the-fly into the model notation. The ideas take the form 
of model-concepts and/or links between them. The model notation also enables the 
group to keep track of the generated ideas and to iterate around the produced solu-
tions. The facilitator must manage the group dynamics and can also help participants 
with the model’s syntax. 

Step 4. This step is conducted by the facilitator after the session and aims at ex-
tracting the best solutions from the idea generation. To do so, the facilitator characte-
rizes the produced models with regards to the initial requirements composing the 
design problem. The facilitator therefore has to select solutions that best fit the re-
quirements. He can also alternatively combine (part of) different solutions, each of 
them partially covering the requirements, in order to obtain complete solutions satis-
fying the requirements. At the end of this step, the best solutions are candidate to 
prototyping and reintroduced into the design process. 

Step 5. As for step 4, the facilitator also conducts this step after the session. It is 
aimed at identifying the characteristics of the generated solution that need further 
refinement. This can happen if some of the model dimensions have not been dis-
cussed in step 3 or if the model does not express certain characteristics. In the first 
case it may lead to a new MACS using the same model or a different one more appro-
priate for the identified problem. In the second case it will require the use of another 
model or dedicated representation. In both cases, these issues open the design to fur-
ther iterations. 

This set of five steps constitutes the basis to conduct a session. To complete the de-
finition of the method, the following section illustrates how the manipulation of the 
model performed during step 3 can contribute to the exploration of the design space. 

4.2 How Can a Model Help to Generate Interactive Solutions? 

In this section, we show how to generate systematically alternatives by using an inte-
raction model. To illustrate this method, we chose a famous TUI: the Reactable [20]. 
This system allows users to compose electronic music by manipulating little bricks on 
an interactive tabletop. Each brick represents either a sample of music or sound ef-
fects that can be applied to it.  
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To demonstrate the power this approach, we will rely on a model of MIS called 
ASUR [11], which stands for Adapter, System, User and Real objects. ASUR defines 
a mixed interactive situation as a set of entities linked by information flows. More 
details about the ASUR model are available in [11]. 

2Original Modeled Solution The digital entity Music has been materialized

The physical entity Surface have been removedThe physical entities Music & puckSample have been grouped 34

1

 
 

Fig. 2. 1) ASUR model of the task “adding a sample” with the Reactable; 2) Model 1 after 
materializing the digital entity Music, 3) Model 2 after removing the physical entity Sur-
face, 4) Model 3 after grouping of Music and puckSample physical artifact 

For example, Fig. 2 nº1 (top-left corner model) shows the ASUR description of the 
Reactable system. This model describes the task “Adding a sample on the table”. It 
shows a User handling a physical entity called puckSample whose form and posi-
tion are recognized by an adapter IRCamera, which is physically associated with a 
physical entity Surface. The adapter IRCamera notifies a digital concept called 
Sample, which acts on the main digital concept Music. Both Music and Sample 
digital concepts are returned to the User through the adapters Projector and 
Speakers, which respectively enable the visual feedbacks on the surface and the 
diffusion of the sound.  

To generate alternative designs to the Reactable, we propose to modify consecu-
tively three times the original model (Fig. 2 Model nº1) describing the existing React-
able system.  

To begin, we propose to materialize the digital entity Music shown on model nº1 
in Fig. 2. This results in creating a physical object, whose specific characteristics will 
change in function of the variation of the sound. The model nº2 of Fig. 2 shows the 
changes it impacts on the model. This solution leads to a new system in which the 
user sees/touches/feels physical variations in the music. 

On this new basis, we suggest to modify this second model by removing an entity. 
To highly impact the system, we removed one of the most prominent objects in the 
interaction: the Surface. This leads to the model nº3 shown on Fig. 2. Here, the 
user can no longer put the puck on the surface and has to manipulate it directly. As a 



 Model Assisted Creativity Sessions for the Design of Mixed Interactive Systems 133 

result, several possibilities are now opened. For example, this puck could take the 
form of a cube whose position and orientation in the space act on the Music. 

Finally, we can go even further by performing a third modification and grouping 
several entities together. Based on model nº3, we can group the physical puckSam-
ple and the materialized Music, the two objects we have created previously. It re-
sults in a fourth solution (see model nº4 on Fig. 2) in which the user manipulates an 
object whose characteristics vary in function of the sound. For example, it could take 
form of a malleable object whose form varies with the frequency of the Music and 
which user can move, shake, and orient to act on the system. This is obviously an 
imaginary solution, but tomorrow’s materials could easily drive us to such interactive 
systems. 

To conclude, we have shown that by applying basic modifications on the original 
modeled solution, it is possible to explore the design space and discover unexpected 
solutions. The techniques we used to modify the model (i.e. materialization, removing 
and grouping) are applicable infinitely, in any order and could be completed by sym-
metrical techniques (i.e. dematerialization, adding, splitting).  

This list of technique is definitely non-exhaustive, but provides a good overview of 
how simple manipulations of a model can help in the finding of alternatives. Further 
work needs to be conducted to identify a larger set of generative techniques and to 
study their completeness.  

In addition, these techniques should not be seen as an automatic way to generate 
new solutions. Indeed, each time an entity is impacted by the use of a technique, we 
replaced it by a new entity with an undefined semantic (cf. each “?” on the entities of 
models 2, 3, 4 on Fig. 2). This means that the use of such manipulation is intended to 
force designers to reinterpret the situation and to reconsider the initial problem. Such 
manipulations do not generate ready-to-use solutions. These techniques therefore 
need to be combined with traditional creative techniques such as divergent or analog-
ous thinking. When used in combination with the ASUR model, the MACS method 
supports the combination of creativity and modeling, thus taking advantage of both. 

5 Analysis 

We showed that the use of a model during collaborative and creative session could 
constitute a promising and alternative way of designing MIS. As underlined in the 
introduction, the aim of such an approach is twofold.  

First, the model is supposed to assist the exploration of MIS design space through 
the manipulation of a limited number of concepts. While traditional representations 
such as scenarios, sketches or mock-ups are known to impact collaborative and crea-
tive thinking, this remains uncertain with representations such as an interaction mod-
els. Therefore, we came up with the following hypothesis: 

Hypothesis 1: In a MACS, the model impacts the idea generation, i.e. the explora-
tion of the design space. To assess if the model has an impact on the generation of 
idea, we first need to verify if the model is used by the participants to support the 
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creative process. To do so, our following analysis will quantify the links between the 
generation of ideas during the session and the use of model concepts during a session. 

Secondly, the model is aimed at providing a language to the group that collaboratively 
manipulates the concepts. Computer science engineers, designers, researchers and 
end-users will use the words and the representations associated to the introduced con-
cepts to express their ideas during the sessions. Therefore, the model should establish 
a common ground between participants from different backgrounds and disciplines. 
Consequently, we hypothesized about this aspect as follows:  

Hypothesis 2: In a MACS, the model acts as a language of reference, i.e. support 
the collaboration during the session. To assess this second hypothesis, we need to 
verify if the model’s concepts are actually used to express and discuss ideas during 
the sessions. To do so, our following analysis will focus on the use of model concepts 
during the session. 

To verify these hypotheses, we performed a verbal protocol analysis of two case 
studies that we detail hereafter. 

5.1 Case Studies 

Over the last five years we used the MACS method eight times with different case 
studies, application domains, design teams and type of problems. Among these sever-
al applications, we selected two occurrences hereafter referred to as MACSa and 
MACSb to be candidates for a detailed analysis. These two instances were concerned 
with a project focusing on the development of MIS dedicated to cultural centers and 
involved highly motivated interdisciplinary partners (computer scientists, ergonom-
ists, curators, dancers, etc.). These authentic design situations raised design questions 
related to existing and concrete problems. Participants of these two instances of 
MACS were thus intrinsically motivated by a clear and unique objective, which con-
stitutes a major aspect in the creative process [2]. Prior to these two sessions, partici-
pants (except the facilitator) had no knowledge about the ASUR model. 

MACSa: An Interactive Exhibit Dedicated to the Understanding of Cladistics. In 
this session, participants were asked to identify input interactive techniques to mani-
pulate a 3D tree representing a classification of species. The application, called Cla-
diBubble, aims at explaining why some well-known groups of species, such as fishes 
or reptiles, are no longer valid in terms of cladistics. Cladistics is a scientific method 
that classifies species regarding to their phylogenetic criteria and is the main focus of 
the Museum of Toulouse’s exhibits. With CladiBubble, Visitors are invited to mani-
pulate a 3D cladogram in order to bring species spatially close to each other. They 
then bring them into a bubble to create a group. Finally, the application validates the 
group in terms of cladistics and provides cues to constitute a group that is correct. 

At the beginning of the MACS, during step 2, we used a video prototype to dem-
onstrate the application. The design problem was to find mixed interaction techniques 
to allow the manipulation of the cladogram and grouping of species with the bubble. 
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The design space was therefore opened to many input interaction techniques and ways 
of rendering the application in the museum. The session included five participants: a 
facilitator, a technical engineer, a HCI specialist, an ergonomist and a MIS specialist. 
The models were edited on a computer assisted graphical editor and projected on a 
wall that was visible by all the participants (see Fig. 3). 

 

Fig. 3. The MACSa session. A participant is 
showing an element on the model, which is 
projected on the wall. 

 

Fig. 4. The MACSb session. Participants are 
collaboratively editing a model with the paper 
based support. 

MACSb: An Augmented Ballet to Perceive Dancer Emotions. This session was 
related to the design of an augmented ballet. The main objective of this project was to 
emphasize the dancers’ emotions and to express it to the audience. To do so, a danc-
er’s sequences of moves were sensed through a motion capture suit. Each sequence of 
movement was then linked to a predefined emotion or set of emotions. The challenge 
of this MACS was to identify alternative ways of making the dancer's emotions per-
ceptible to the audience. As a result, the design space was mainly open to output inte-
raction techniques and representations of emotions.  

The session included seven participants: a facilitator, an emotion specialist, a MIS 
specialist, a 3D specialist, a usability expert, a dancer and a final user (i.e. a person 
used to watching ballet dancing). Here, the models were edited with a tangible and 
collaborative editor (see Fig. 4) composed of large sheets of paper, pre-printed and 
colored post-it notes representing ASUR entities, and colored pens. 

5.2 Protocol Analysis 

To verify our two hypotheses and assess the viability of the MACS methods, we re-
lied on the protocol analysis technique [13], a largely accepted methodology in the 
field of design research. This technique consists of coding a set of recordings of a 
defined task by following a specific scheme. In our case, we collected audio/video 
recordings of the two sessions and analyze them by using a specific scheme dedicated 
to the analysis of collaborative design sessions. 

Coding Scheme. The coding scheme we used, is based on an existing method named 
COMET [10] which has been designed to analyze activities of designers during meet-
ings. Here, we relied on the part of the method that is specifically dedicated to the 
analysis of dialogues. To do so, COMET sequentially relies on 1) the textual  
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transcription of the dialogues occurring in a design session, 2) the segmentation of 
each turn-taking into one or several segments conform to the COMET predicate for-
mat (MOD(ACT/ARG)) and 3) the coding of each segment. 

Table 1. Our coding scheme. Gray lines represent the original solution code in the COMET 
[10] scheme. We divided it into 5 different codes in order to differentiate the different types of 
solutions that are relative to the model’s concepts, or out of the model scope. 

CLASS CODE DEFINITION 

MOD 
AS Assertion 
RE Request 

ACT 

GE Generate: Idea generation 
EV Evaluation: Judgment, criticizing 
IT Interpretation: Rephrasing, reformulation 
IF Information: Completing, adding, specifying 

ARG 

MS Model Metaphor: General idea, a whole model 
ME Model Entity: Physical/digital/Adapter/User artifact 
MA Model Attribute: Characteristic of an entity 
MC Model Channel: Communication between entities 
OT Other Solution: Idea out of the model scope 
PD Problem Data: Part of the design problem 
DO Domain Objects: Concept of the application domain 
DP Domain Procedures: Constraint of the application domain 
GO Goals: main objective of the application 
TA Tasks: atomic task in the use of the application 

This scheme is divided into three classes (see Table 1). The first class, called Mod-
ulation, is relative to the type of intervention (MOD=assertion | request). 
The second class, called Action, is relative to the type of action (ACT=idea gen-
eration | evaluation | information | interpretation). The 
third class, called Argument, is relative to the subject that is currently referenced 
(ARG=solution | problem data | domain object | domain pro-
cedure | goal | task). As a result, each segment of the protocol will be 
coded as being a Modulation, an Action and an Argument. 

To further adapt the use of COMET to our context, we added a level of precision to 
the solution code in the argument class (see gray lines on Table 1). Initially in 
COMET, the solution code should be attributed to segments in which a participant 
elicits a solution answering the design problem. With our adaptation, solutions can be 
1) relative to the model’s concepts, or 2) out of the model scope. In order to analyze 
and understand the use of the model’s concepts during the session, four possible val-
ues, representative of the concepts expressed in the model used, have been considered 
for the solution codes: metaphor, entity, attribute and channel. Table 1 above summa-
rizes all the codes composing our final coding scheme. 
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Corpus Features & Protocol Elaboration Method. First, as shown on Table 2, both 
sessions combined, our analysis has been conducted on more than 2700 segments, 
which represent more than 26000 words.  

Table 2. Corpus features and Kappa agreement coefficients between the coders and protocols 

MACSa MACSb 
Duration = 1:40:46 Duration = 2:02:32 
nbSeg = 974 segments (9896 words) nbSeg = 1815 segments (16861 words) 

C1&C2 C1&AP C2&AP C1&C2 C1&AP C2&AP 
K=0.59 K=0.61 K=0.71 K=0.69 K=0.70 K=0.77 
C1&C2: Agreement between coder 1 and coder 2. 
C1&AP: Agreement between coder 1 and arbitrated protocol. 
C2&AP: Agreement between coder 2 and arbitrated protocol.

However, even with such a large sample, the protocol analysis method is known to 
be influenced by the interpretation of the individual that performs the coding. To re-
duce this interpretation effect and tend to a form of objectivity, we relied on a specific 
coding process, as described in [13]. Therefore, the protocols of both case studies 
have been coded by two different individuals and then arbitrated within more than ten 
days after the coding. We then computed a level of agreement between the different 
protocols based on Cohen’ Kappa coefficient. Table 2 shows the Kappa coefficient 
we obtained. The coefficients between 0.61 and 0.8 indicate a substantial and good 
agreement between the coders. Given our context, the data can be considered as relia-
ble. All the following analysis has been realized on the arbitrated protocol (AP). 

6 Results 

Both sessions have been conducted successfully and produced modeled solutions that 
answer the design problem.  

MACSa has produced 17 models with various forms of MIS solutions. For exam-
ple, participants have envisioned the use of a tangible pump to enlarge the bubble 
group in the game. Differently, another interesting solution was related to the use of 
several tangible bricks representing species that could be associated with a multi-
function tangible selector. The display of the application has also been revisited 
through the use of an augmented shadow that allows visitors to point and select ele-
ments on the screen. However, due to the amount of ideas, we do not report all the 
modeled solutions here.  

MACSb has produced 5 different models. During this session, the team grabbed the 
opportunity to reconsider several aspects of the project, which was ongoing for three 
years before this session. As a result, unanticipated solutions emerged. For example, a 
proposition was to relay all the data points, captured by a motion suits sensors, to the 
audience, rather than combining this information into a single representation. Partici-
pants therefore explored different representations and modalities such as numbers, 
colors, sounds, curves, etc. As a result, the emotion could be interpreted by the specta-
tor himself. Another original solution suggested using the dancer's movements could 
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be used to sculpt a virtual 3D object. The resulting 3D object would be returned to the 
audience through different projectors or augmented reality glasses. 

In the following paragraphs, we present the data we collected from the protocol 
analysis. Even if the differences between these two case studies make them not rigo-
rously comparable, this double analysis aims at showing the general trends we ob-
served in the use of the MACS method with the ASUR model. 

6.1 Overall Observations on the Code Distribution 

Before we focus on our hypotheses, we made a set of observations regarding the code 
distribution of our protocol analysis. First of all, as shown in Fig. 5, protocol analysis 
reveals that the code distribution is very similar over the two sessions. This encourag-
es us to think that the method is stabilized and has predictable behavior, whatever the 
team, design problem or the support used to edit the model (PC based or paper based).  

 

Fig. 5. Code distribution for each class (modulation, action, argument) and for both sessions 

However, we observed some meaningful differences between the two sessions. For 
example, the MACSb (ballet) shows a bigger interest in terms of model attributes (220 
MA segments) and channel (248 MC segments) while MACSa (museum) remains 
mainly focused on the reference to model entities (328 ME segments). This difference 
is due to the design problem itself. Indeed, as elicited in the case study presentation, 
the question relative to ballet augmentation (MACSb) was more prone to the explora-
tion of emotions rendering, which implies the use of attributes and channels in the 
model. In contrast, the interaction technique problem of CladiBubble (MACSa) was 
more focused on the identification of artifacts to be manipulated by the user. 

Another interesting difference is relative to the reference to domain objects (DO). 
MACSb was highly more focused on objects relative to the ballet and to the dancing 
while participants of the MACSa made almost no reference to the domain objects 
(concepts relative to cladistics and museums). The level of definition of the design 
problem can explain this difference. Indeed, MACSa occurred while the CladiBubble 
prototype was in a real concrete state, while when MACSb occurred, the ballet aug-
mentation project was essentially starting from scratch. 
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These two observations tend to show that 1) participants are able to use the dimen-
sions of the model that are the most relevant to a specific design problem and 2) the 
MACS method is adapted for design problems with different levels of definition. 

6.2 Hypothesis Assessment 

Hypothesis 1: The Model Impacts the Idea Generation. To assess this first hypo-
thesis, we focused on the solutions to the problem generated by the participants and 
on the actions of generation. As a result, we first looked at all the segments which 
argument was coded as a solution to the design problem (ARG=MS|ME|MA|MC|OT) 
and then at the links between action of generation (ACT=GE) and the references to a 
model concept (ARG=MS|ME|MA|MC). 

On this basis, we computed the ratio R1 (1) of solution relating to a model concept 
on the total amount of argument related to a solution.  

 
   (1) 

R1=92% for of MACSa and R1=90% for MACSb. This means that when partici-
pants are talking about solutions to the design problem, the very large majority of 
their verbal intervention is referring to a model concept.  

To go further in the dynamic of the session, we also analyzed the sequencings be-
tween actions of generation and argumentation about the model concepts. We there-
fore counted the number of times a participant referencing a model concept 
(ARG=MS|ME|MA|MC) was followed by a participant generating an idea (ACT=GE). 
Table 3 illustrates the kind of situation we considered. This analysis deeply relies on 
the situated point of view of design. Indeed, design can be seen as an activity that is 
sequentially and contextually anchored [10]. Through this point of view, a MACS is a 
constant exchange between participants themselves and between participants and the 
model. Each turn taking can therefore influence the next one. 

Table 3. Example of considered sequences. In this sample, extracted from the MACSa, the 
Facilitator’s segment 232 triggers the idea generation action in the Technician’s segment 233. 

Seg. Time Participant Transcription MOD ACT ARG Solution 

231 0:58:05 Ergonomist This is more precise than a camera!  AS IT ME  

232 0:58:09 Facilitator But what’s the interest in using accelerometers and gyros? RE IT ME  

233 0:58:25 Technician This could be used for gestures when you move the nodes? AS GE MC Model 3: Gestures 
to move nodes 

234 0:58:30 Facilitator Oh yes! We could use gestures! AS IT MC  

Mou

 

We observed that 64% of actions of generation were preceded by a reference to a 
model concept for the MACSa and 62% for MACSb. In other words, the majority of 
the idea generations occurred directly after a participant would mention an idea in the 
scope of the model’s concepts. As a result, we conclude that the majority of the ge-
nerative actions are stimulated by a model concept.  
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Given that the large majority of the topics discussed during both sessions are re-
lated to the model framework and that the model concepts stimulate the idea genera-
tion process, we validate our first hypothesis. 

Hypothesis 2: The Model Acts as a Language of Reference. To assess this second 
hypothesis, we focused our analysis on amount of references to the model concepts 
without considering the type of action (ACT=GE|EV|IT|IF) and on salient beha-
viors in the video recording of the sessions.  

 

Fig. 6. An example of the collaborative use of the model 

First of all, we observed from the protocol analysis of both sessions that all the par-
ticipants make reference to the model. In addition, we observed in the MACSb (in 
which a paper-based collaborative editor was used) that all the participants have con-
tributed to the edition of the models. Finally, the model is also regularly used as a 
support to the referencing of already generated elements. For example, as shown on 
Fig. 6, participants point directly at an element on the model to support their  
assertions. 

We then computed the ratio R2 (2) of references to the model concepts on the total 
amount of segments during the two sessions.  

 
  (2) 

R2=68% for of MACSa and R2=55% for MACSb. This means that for both sessions 
the majority of segments were related to a model concept (ARG=MS|ME|MA|MC). 
This also means that the discussion is mainly driven by the use of the model to gener-
ate, evaluate, interpret and inform ideas. 

We also considered the temporal aspect of the sessions. We computed the average 
occurrence frequency of a reference to a model concept. It appears that over the total 
duration of the session, a reference to the model occurs each 9.11 seconds (SD=16.78) 
for the MACSa and each 8.75 seconds (SD=26.38) for the MACSb. Even if the stan-
dard deviation is high in regard to the time, we can conclude that references to the 
models concepts occur very frequently during the sessions.  
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These set of qualitative observations and computations lead us to conclude that the 
model effectively plays the role of the language of reference during the sessions, 
which consequently validates our second hypothesis.  

7 Discussion and Perspectives 

In this paper, we first summarized the principles of a design method combining the 
best elements of both a model of mixed interaction, and a collaborative and creative 
session. We then studied the viability of this approach in order to understand if a de-
sign team can benefit from a formal representation to collaboratively explore the de-
sign space of mixed interaction. Regarding to previous evaluations of this method 
which were mainly based on qualitative results and informal observations [6], we 
demonstrated here the viability of the MACS method through a quantitative analysis 
based on verbal protocols. The results presented here show that in a MACS, the mod-
el impacts the generation of ideas (H1) and acts as a language of reference (H2). 

Participants also perceived these two advantages. Indeed, during the sessions’ de-
briefings, participants reported some fruitful comments. For example, at the end of the 
MACSb, the ballet dancer argued that during the session “the model really allows to 
turn around an idea to find variation or combinations”. A few minutes later he added: 
“…suddenly, I feel I can speak at levels in which I usually do not say anything, be-
cause I know nothing about it!”. During the same debriefing, the emotion specialist 
pointed out that “the model has provided a common basis for support the communica-
tion between computer scientists and others”. These interventions clearly indicate that 
participants felt the help provided by the model to explore the design space and to 
support the communication between people from different backgrounds. 

However, to strengthen the value of our approach, it would be interesting to quanti-
fy to which extent the introduction of the model impacts the idea generation. To do 
so, it is required to compare the MACS with other creative methods such as a brains-
torming. This could allow us to quantify the gain of the MACS in terms of design 
space exploration or the impact of the model manipulations on participants’ cognitive 
load for example. Seeing the results we obtained to show the viability of our approach 
in this paper, we think that the MACS method is now mature enough to perform such 
a comparison. Techniques like linkography constitute relevant analytic tools to per-
form such a comparison.  

In addition, the analysis we presented here could be extended to a behavioral anal-
ysis. In fact, the analysis of participants’ physical and perceptual actions could 1) 
contribute to a better understanding of the model’s impact during these sessions and 
2) provide clues to the development of interactive tool dedicated to creative groups. 

It is also important to underline that we learned from our experience the MACS 
approach is compatible with traditional HCI development process methods. In fact, 
during the development of the two case-studies presented here, we successfully used 
the MACS approach in parallel to other traditional participatory design techniques. In 
fact, the solutions modeled during the session can be used as a starting point for sub-
sequent design steps, in particular when it comes to prototyping and implementation. 
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Indeed, model transformations are useful tools to infer (parts of) the running proto-
type from a source model such as those used in a MACS. 

In addition, a MACS is supposed to work with any model. As a result, we could 
envision the use of other frameworks such as RBI [19] or TAC [29]. However, sever-
al reasons drove our choice to the use of ASUR. First, ASUR model is composed of a 
small number of concepts. Participants can thus roughly represent an interaction tech-
nique by manipulating less than seven types of entities, which make the model easy to 
handle and to learn. Secondly, ASUR is supported by a graphical representation. Sev-
eral participants reported at the end of sessions, that they used the diagram’s form to 
remember and to come back on some generated ideas. It therefore appears that the 
model’s number of concepts and notation play an important role in the success of 
these sessions. An analysis based on the cognitive dimensions of notation [3] could be 
helpful to drive the choice of a model. For example, the viscosity and the level of 
abstraction of the notation appear to be relevant dimensions to focus on.  

To conclude, we strongly believe that concept driven interaction design approaches 
are promising approaches in the field of HCI and more specifically for the design of 
advanced interactive systems. Indeed, these types of approaches have proven to be 
efficient in more established disciplines. For example, in the domain of physics, engi-
neers can rely on a 40 dimensions matrix called TRIZ [1], to explore the design space 
and find original solutions to problems. This approach has proven to be efficient and 
is now used by many practitioners in the domain of physics all over the world. The 
research we conducted here is thus a step into the development of such a systematic 
approach dedicated to mixed interaction design.  
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Abstract. Model-Driven Engineering (MDE) has been extensively used for ge-
nerating User Interfaces (UIs) from models. As long as these models are kept 
alive at runtime, the UIs are capable of adapting to variations of the context of 
use. This paper investigates a potentially powerful side effect: the possibility of 
enriching the UIs with explanations directly generated from these models. This 
paper first describes a software infrastructure that supports this generation of 
explanations. It then reports on a user study that evaluates the added value of 
such model based self-explanations. 

Keywords: Self-Explanatory User Interfaces, Model-Driven Engineering, 
Models at runtime, Self-Explanation. 

1 Introduction 

Many works ([9, 10, 14]) have reported on the benefits of supporting users through 
explanations in interactive systems. These explanations address specific questions that 
users ask about the User Interface (UI). For instance, how a task can be accomplished, 
why a feature is not enabled, or where an option is. Classical approaches [7], which 
are based on predefined information such as static documentation, FAQs, and guides, 
specify this information at design time. Their scope is therefore limited because users 
can have questions about the UI that are not covered by these kinds of supports. 
Moreover, this static documentation is not only a time consuming task but, additional-
ly, it requires manual updates when the program specification changes. To overcome 
this limitation, some researches [4] have recently proposed Model-Driven Engineer-
ing (MDE) as a means for supporting users at runtime. Model-Driven UIs use the 
models created at design time as their knowledge-base at runtime, exploiting the 
models and the relationships between them to find answers to the users' questions. 
These kinds of UIs with support facilities based on their own models are also known 
as Self-Explanatory UIs. Their main advantages are that answers are generated at 
runtime, and they evolve with the program specification automatically. 
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This paper firstly describes a self-explanatory system, explaining how to compute 
different types of explanations based on the underlying models. This system is repre-
sentative of what explanations a model-based UI can provide. The paper then reports 
on an evaluation about the suitability of model-driven engineering for explanation 
purposes. We conducted a user study on such a self-explanatory UI. This UI repro-
duces an existent website, where all the necessary models have been generated by a 
reverse engineering process. The resultant model-driven UI has been extended with 
support facilities based on such models, to allow users to ask questions about the UI 
at runtime. 

The paper is structured as follows. The next section provides related work on mod-
el-based explanations. Then, the paper describes the working hypothesis. Later, it 
presents the infrastructure of the self-explanation system that we used in our experi-
ment. We also explain the algorithms that we used to, based on the models available 
at runtime, generate the questions and answers according to the model-driven ap-
proach. The paper then covers the user study, describing the experiment and the eval-
uation protocol. The final section analyzes and discusses the results of the qualitative 
analysis we did on the collected data. Finally, the paper ends with a conclusion and a 
brief discussion about the future perspectives. 

2 Related Work 

This section briefly explains the role of MDE in HCI and how its different types of 
models are used in different works for supporting users with specific types of expla-
nations. A different type of explanation is provided regarding the nature of the ques-
tion asked by the user. For instance, [15] describe five categories of questions: goal-
oriented (What can I do with this program?), descriptive (What is this? What does it 
do?), procedural (How do I do this?), interpretive (Why did this happen?) and naviga-
tional (Where am I? Where is it?). 

Other authors describe similar categories but with different terms. For instance in 
[17] we find conceptual explanations (What is this?, What is the meaning of this?), 
Why-explanations describing causes and justifications for facts, How-explanations for 
describing processes, Purpose-explanations (What is this for? or What is the purpose 
of this?), and cognitive explanations, which “explain or predict the behavior of ‘intel-
ligent systems’ on the basis of known goals, beliefs, constraints, and rationality as-
sumptions” [17]. 

Some of these types of explanations have been provided through different models 
in model-based approaches. We firstly explain the model-driven approach of UIs 
before presenting such model-based explanations. 

2.1 MDE for HCI 

Model-Driven Engineering (MDE) has been recently applied to the engineering of 
UIs. It consists in describing different features of UIs (for instance, tasks, domain, 
context of use) in models from which a UI is produced according to a forward  
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engineering process [19]. An example of a MDE-compliant approach is the Cameleon 
Re-ference Framework [2], where a task model is transformed into an Abstract User 
Interface (AUI) model, which is in turn transformed into a Concrete User Interface 
(CUI) model representing the interactors or widgets, from which the Final User Inter-
face (FUI), i.e., the code of the UI itself, is derived. The experimentation presented 
later is based on this approach. 

Some models of the Cameleon Reference Framework existed before MDE and 
they have been already used separately for explanation purposes in several works. For 
instance, task models have been extensively used for automatically generate proce-
dural information in different forms. 

2.2 Model-Based Explanations 

An early example that employs a task model (in the form of user's actions) for expla-
nation purposes is Cartoonist [18]. Cartoonist generates GUI animated tutorials to 
show a user how to accomplish a task, exploiting the model for providing run-time 
guidance. 

Pangoli and Paterno [13] allow users to ask questions such as How can I perform 
this task? or What tasks can I perform now? by exploiting a task model described in 
CTT. Contrary to Cartoonist, answers are provided in [13] in natural language. Tasks 
modeled in the form of Petri Nets are used for similar purposes by Palanque et al. in 
[12], answering questions such as What can I do now? or How can I make that action 
available again? 

Other works report on the usage of task models as a means for creating collabora-
tive agents that help the user [3]. 

Behavioral models, presented in different forms, have been also used to support 
Why and Why not questions in user interfaces. In [12] Why questions are answered 
using the same approach based on Petri Nets that is exploited for procedural ques-
tions. By analysing the net it is possible to answer questions such as Why is this inte-
raction not available? 

The Crystal application framework proposed by Myers et al. [10] uses a “Com-
mand Object model” that provides developers with an architecture and a set of inte-
raction techniques for answering Why and Why not questions in UIs. Crystal improves 
users’ understanding of the UI and help them in determining how to fix unwanted 
behavior. 

Lim et al. [8, 9] observed that why and why not questions improve users' under-
standing and confidence of context-aware systems. 

Vermeulen et al. [20] propose a behavior model based on the Event-Condition-
Action (ECA) paradigm, extending it with inverse actions (ECAA−1) for asking and 
answering why and why not questions in pervasive computing environments. 

These researches show explanations based on individual models. We aim to eva-
luate the suitability and added value of model-based approaches of UI, that can use 
one or more different models at the same time. In particular, we want to see whether 
these model-based approaches can generate more powerful explanations or have any 
extra added-value with regard to the previous isolated solutions. This is what our 
working hypothesis describes in the next section. 
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3 Working Hypothesis 

In our previous work, we tried to combine different models for explanation purposes. 
We explored [5] how to let designers to describe the task model behind a UI, which is 
provided in the form of a Final UI (the model representing the UI itself), so procedur-
al explanations could be provided based on this task model. We also explored how to 
support designers through design questions based on design rationale notations [6], 
and an architecture for the unification of several help facilities in [4], showing how to 
employ CUI models for Where questions, or annotated task models for providing 
descriptions at runtime. 

These last works, that combine and integrate different models to compute several 
types of explanations, suggest that the model-driven approach of UIs, which is based 
on similar design models to those presented in the related works, should provide users 
with explanations that are at least of the same interest, usefulness and relevance than 
those provided by each model individually. Moreover, as model-based UIs can rely 
on a greater number of models or even include new ones, the power of explanation 
could be potentially better as well. 

To verify the added-value of the model-driven approach of UIs for explanation 
purposes, we conducted an experimentation based on a model-driven prototype, 
which is described in the next section. The prototype was built according to the  
Cameleon Reference Framework, and it includes a self-explanatory facility in the 
form of a dialog to let users ask different types of questions about the UI. This system 
is representative of what explanations a model-based UI can provide. 

4 Prototype Description and Supporting Infrastructure 

This section firstly describes the prototype and the infrastructure of the help facility. 
Then it details the algorithms used for computing the questions and answers provided 
to the users, detailing how the models are used at runtime. 

4.1 Prototype Description 

The prototype consists in a cars shopping website called UsiCars. This website is 
inspired by a real site from a real car manufacturer. We reproduced only the part of 
the website that is devoted to the selection and configuration of the vehicles, keeping 
the options and the structure of the original website. 

This website was chosen for two main reasons. The first one is that we needed to 
use a system that contains knowledge that is understandable and accessible by all the 
participants, but complex enough for not being easy to use. A website for configuring 
cars covered this point as all the participants understand many of the car related con-
cepts, but at the same time there are enough specific options with domain related con-
cepts to create complex tasks that are non trivial to perform. The second reason is that 
we found the original website difficult to use by real users in different forums. 
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The reproduction of the website was done by a reverse engineering process. The 
first step was to explore all the different tasks that the user can perform to select and 
configure a vehicle. We created a task model according to this information. Secondly, 
we created a transformation to obtain an Abstract UI model that conforms to the 
structure of the original website. Thirdly, we wrote another transformation to generate 
the Concrete UI model from the Abstract UI model. This transformation produces all 
the widgets that we find in the original website. We also used the same images and we 
respected the same sizes for all the widgets from the original site, to ensure that we 
obtain the same usability properties. Finally, we wrote another transformation to gen-
erate the Java code and produce the resulting site. 

In each one of the model to model transformations, we generated not only the tar-
get model but also mapping models that keep track of the successive transformations 
of an element from one model to another. For instance, in the transformation from the 
task model to the Abstract UI model we generated a Mapping-Task2AUI model that 
specifies what tasks are transformed into what Abstract UI elements. The same prin-
ciple was applied to obtain a Mapping-AUI2CUI model. This allow us to go through 
the transformation chain and, for instance, retrieve the source task from which a but-
ton has been generated. 

 

Fig. 1. Screenshot of the prototype 

Figure 1 shows an excerpt of the UI of the prototype. The UI is divided into two 
main parts. A big area in the middle and a thin area at the bottom. The central area of 
the UI has two different roles. On one hand it serves as a visual feedback for the user 
when he/she selects a car model or changes the color of the vehicle (figure 1). On the 
other hand, it can show dialogs containing all the possible options that the user can 
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select to configure the car with. The thin area at the bottom allows users to navigate 
through several categories of options for accessing different features of the car such as 
the electronic equipment or the exterior color of the vehicle. 

The prototype was build according to the approach described in [4], so the different 
types of questions previously discussed could be generated and fully integrated into 
the UI of the prototype. The infrastructure (figure 2) consists in two model-based UIs, 
the self-explanatory facility for providing the help and the application. For a discus-
sion on how to mix both set of models see [4]. The functional core of the help UI is 
composed of 4 modules for generating the list of questions (QG), interpreting (I) a 
user's request, i.e., inferring the type of question and its parameters, the processor (P)  
that computes the answer based on such parameters, and the answer generator (AG) 
that presents the answer back to the user. Each of these four modules of the functional 
core of the self-explanatory facility has full access to the models of the underlying 
application at runtime. 

 

Fig. 2. Infrastructure for self-explanatory UIs. The possible questions are generated by the 
Question Generator (QG) from the Functional Core of the help facility (FC). For each user's 
request, the Interpreter (I) determines its type and parameters, used by the Processor (P) to 
compute the answer, which is presented in some form (textual in this prototype) to the user 
thanks to the Answer Generator (AG). These four modules use the application models at  
runtime. 

4.2 Self-explanation Infrastructure and Questions / Answers Computation 

To check the added-value of model-driven UIs in terms of explanation purposes, we 
supported six different types of questions built all of them upon the main models of 
the Cameleon Reference Framework. Figure 3 summarizes the models that have 
been used to generate the questions and their respective answers. For each of the 
types, we explain the algorithm we followed to generate the questions, the algo-
rithm for the answers, and the involved models used in each case (summarized in 
figure 3). 
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Fig. 3. Models used for generating questions (left) and answers (right) 

4.3 Procedural Questions - How 

To generate How questions, we explore the task model recursively from the root task 
to the leaves. For each node representing a task, we create a question in a textual form 
according to the following grammar: 

 
How to + Task.name + ? 1 

 
were tasks are named starting with a verb following a standardized convention. An 
example of a How question is: 

How to choose Packs? 
 
The computation of the answer is done as follows. First, we locate the task inside the 
task model. Second, we inspect the mapping model that maps tasks to AUI elements 
from the AUI model, so we can retrieve the abstract UI element that resulted from 
transforming such task. Once the AUI element has been found, we repeat the proce-
dure to locate the CUI element derived from this AUI element. This is done by  
inspecting the mapping model that keeps track of the transformations from AUI ele-
ments to CUI elements. Once the CUI element has been retrieved, we compose the 
answer with following grammar: 
 

Use the + CUI-elem.name  + CUI-elem.type 

                                                           
1 Original questions were asked in french. The shown grammar as well as the examples and 

their related answers are adaptations from the original questions presented in this research. 
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An example of a computed answer using this approach is: 
 

Use the Packs button 
 
Note that the answer can be completed with the information about the localization of 
the widget, which is computed later in the Where questions. In this way, a more ela-
borated answer for CUI elements that were not directly visible from the user's were 
composed as follows: 
 

Use the + CUI-element.name  + CUI-element.type + 
in the + CUI-element.parent + CUI-element.parent.type 

 
where an example is: 
 
Use the 'Pack Connected Drive' checkbox button in the 'Optional Equipment' panel. 

4.4 Purpose/Functional Questions - What Is It for 

The purpose questions generated in the prototype were of the form: 
 

'What is the + CUI-element.name + CUI-element.type + for?' 
 
An example of a purpose question is: 
 

What is the 'Optional Equipment' button for? 
 
To compute these questions, we iterate through the CUI model of the UI, adding a 
question for each new element. We added questions for all the CUI elements except 
for layouts, as they are the only CUI elements that are not directly visible by the user.  

Answers where computed as follows. First we inspect the mapping model between 
the AUI and the CUI models to retrieve the AUI element from which the CUI element 
has been generated. Once we have the AUI element, we retrieve the task originating 
this AUI element, i.e., the source of the transformation chain. Once the task has been 
retrieved, we directly provide the name of the task, answer is computed using the 
name of the task in the following grammar: 

 
To + task.name 

As in the example: 
To 'Select the optional equipment' 

Even if this question is mostly useful for images or icons that have an unclear mean-
ing, we also generated the questions and answers for the rest of the CUI elements, 
even if they presented textual information that made clear the purpose of the object. 



152 A. García Frey et al. 

4.5 Localization Questions - Where 

The generated Where questions are of the form 
 

'Where is the + CUI-element.name + ?' 
 

As in the example: 
 

'Where is the Tuner DAB?' 
 

The process of generating these types of question is quite similar to the previous pur-
pose questions. We only considered CUI elements having textual information, i.e., 
labels, any kind of textual buttons such as normal buttons, checkboxes or radio but-
tons, menus, menu options, and window titles. The reason for avoiding other types of 
widgets like images is that we didn't want the user to describe such widgets and thus, 
asking open questions that the system couldn't understand. 

Answers were computed by finding the direct parent or container of the CUI element. 
This is, we first locate the CUI element in the CUI model and then we retrieve its par-
ent, avoiding again layouts that are not visible for the user. For the Where question giv-
en in the previous example, the Tuner DAB refers to a checkbox button located on the 
'Optional Equipments' panel. Thus, the grammar generating the answer is: 

'The + CUI-element.name + is on the + 
CUI-element.parent + CUI-element.type' 

 
So the answer given by the system is: 
 

The Tuner DAB is on the Optional Equipment Panel 

4.6 What Can I Do Questions 

The “What can I do now?” question provides information about what tasks are cur-
rently available to the user regarding its current situation in the UI, i.e., depending on 
the current task that the user is currently performing at the moment of asking the 
question. As not all the tasks are always available at the time, answers for the same 
question can vary in time. The presented question is then always of the form: 
 

What can I do now? 
 
The computation of the answer relies on the task model. We first retrieve the current 
task in the task model. We used the CTT notation to describe the task model so we 
find the available tasks as follows. From the current task in the task tree, we compute 
which sister tasks are available regarding the LOTOS operators used by CTT. We add 
the name of each available task to answer. We then recursively iterate from the cur-
rent task to the root task of the tree, adding all the available tasks. We finally add the 
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available sub-tasks. The final answer is then a list of tasks shown according to the 
next grammar: 
 

You can + task-1.name + … + task-N.name 
 

For example, when the user accesses to the Optional Equipment panel, the answer to 
What can I do now? is: 
 
You can select the external equipment, select the internal equipment, select the inter-
nal decorations, select the functional equipment, select the on-board electronics, select 
the wheel rims, select the maintenance contract. 

4.7 Behavioral Questions – Why 

Behavioral questions were generated under the form: 
 

Why I can't + task-N.name + ? 
 
Where the task task-N is unreachable from the current task. For instance: 
 

Why I can't Visualize the car? 
 

To compute questions we proceed as for What can I do now?, locating the current 
task in the task tree first. We then locate all the unreachable tasks in a similar process, 
i.e., locating unreachable sister tasks (due to the CTT LOTOS operators) and traveling 
the task tree to the root and to the leaves. For instance, a task B enabled with informa-
tion from a task A (A []» B ) is unreachable until the information is received. Ques-
tions are added for all the unreachable tasks following the previous grammar. 

Answers are computed by finding the path that enables the given task. If a task is 
not reachable it means that some task or tasks need to be done. We find these tasks by 
traveling the sister and mother tasks (up to the root), locating the LOTOS operators 
that enable the desired task. For instance, for the task 'Visualize the car', the task was 
reachable by selecting the model of the vehicle first, so the provided answer is: 

 
You need to Select the model 

 
which conforms to the grammar we used: 
 

You need to + task-1.name [+, task-N.name]* 

4.8 Design Rational Questions 

We also included a QOC and a quality model to compute questions and answers about 
the design rationale of the UI. A detailed description of the models and the procedure 
can be found in [6]. The proposed questions were directly retrieved from the QOC 
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model. This model is a simplified version of the one in [6]. Answers were supported 
by one ergonomic criterion. The answers were computed according to the quality 
criteria supported by each option of the QOC model as shown in the following  
example: 
 

Why the engines are ordered by price? 
 

The provided answer, which follows the grammar “Because the ergonomic criterion is 
+ criterion.description”, is: 

 
Because the ergonomic criterion 'Items of any select list must be displayed either in 
alphabetical order or in any meaningful order for the user in the context of the task'. 

4.9 Self-explanatory Dialogue 

The questions were presented in a textual form inside a dialog box (figure 4). Textual 
answers shown up after clicking on the desired question. In the experiment, questions 
were presented one by one and only at the end all the questions were shown together. 
We didn't filter out any question in this dialog, i.e., all the possible questions that the 
system was able to answer were proposed to the user. The reason for this was to show 
the user all the questions, so he/she can better realize if the self-explanatory system 
could cover his/her expectations for the given type of question. For instance, if the 
user realizes that his/her question is missing in the list. 

 

Fig. 4. Self-Explanatory Dialog box showing the full list of available questions by type 
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5 User Study 

We conducted an experiment to evaluate the added value of model-based self-
explanations. This section starts describing the participants involved in the experi-
ment. Then it describes each of the different phases that integrate the evaluation  
protocol. Last section details the prototype that we have developed to carry out the 
study. 

5.1 Participants 

We selected 20 participants, all between 23 and 39 with an average age of 27.4. From 
the 20 participants, 12 were male and 8 female. We recruited individuals regardless 
their experience with interactive systems because the possible added value of model-
based explanations can vary regarding the experience of each profile. 

5.2 Method 

To carry out the study, we broken-down the evaluation protocol into three different 
phases. 

In the first phase, we asked the participants to answer a questionnaire. This ques-
tionnaire allowed us to better know the background of participants, to understand their 
habits regarding how they use new technologies in general, what are their common 
uses, the kind of applications they use with a relevant frequency, the problems they 
use to find with these or other applications, as well as their habits for solving these 
problems. The questionnaire also included questions regarding how participants used 
the help provided by the applications they use, and how they used to proceed in case 
they have a problem with the application. A software recorder was used to record all 
the answers of all the participants. 

In the second phase of the experiment, we asked the participants to use the proto-
type that we had developed to this aim. We asked them to complete 10 different tasks 
in an established order. All the participants received the identical 10 tasks. We ran-
domized the order of the tasks for each participant to avoid side effects such as the 
influence between different tasks or memory effects that can help users to accomplish 
the tasks better in a certain order. This part of the experiment was conducted on a 
laptop and the audio was recorded. We asked the participants to verbalize their 
thoughts, specially the questions they would like to ask to the system and the prob-
lems that they find when accomplishing the tasks. 

The third part of the experiment presented the prototype including a self-
explanatory dialog that contained one type of question at a time. The six questions 
discussed previously were presented one after another again in a randomized order. 
For each type of question, the dialog box showed all the possible questions that the 
participants could ask. Every time we showed a new type of question, we asked the 
participants their opinion about it, including the possible advantages and disadvantag-
es of asking that question to the UI. We asked as well if the given type of question 
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could be useful in the previous phase of the experiment. At the end of the third phase, 
all the types of questions were shown together into the same self-explanatory dialog, 
and we asked some more general questions that are discussed in section 6. 

5.3 Tasks 

The motivation for the second phase of the experiment was to confront the users with 
different kinds of problems that are frequently found in UIs. To this end we designed 
10 different tasks. The tasks were selected according to their complexity, ranging 
from easy tasks to more complex ones. We didn't force any specific problem in the 
tasks that could be easily solved by one of the previous questions. Instead, we tried to 
reproduce a realistic use case with a varied set of tasks so the answers of the partici-
pants in phase 3 were not influenced by the second phase. 

The 10 different tasks that we asked the participants to complete are shown in  
table 1. The accomplishment ratio indicates whether the participants were able to 
complete the tasks at all. A few users that got stuck and required hints were counted 
as unsuccessful. The accomplishment ratio gives an idea of how difficult each task 
was, regardless the expertise of the user. 

Some of the tasks involved selection with searches through small lists (1, 2, 4, 8) 
while others involved selection through lists having multiple options and categories 
(5, 7, 9) in different locations. Tasks 1, 2 and 4 involved selections through images 
while the rest of the selection tasks were through options in textual form. Other tasks 
involved verification (6, 7, 10), comparison (7), or manipulate cars related terminolo-
gy that was more or less easy to understand (1, 4, 6, 8). 

Table 1. List of tasks and their accomplishment ratios. The tasks were randomized to avoid 
side effects such as the influence between tasks or memory related effects. The accomplishment 
ratio give an idea of the difficulty of the task. 

Task description Accomplishment ratio 

1. Select a “Cabriolet” model 20/20 
2. Select a diesel engine for less than 35.000 ' 17/20 

3. Choose a sport finishing touch 15/20 
4. Change the exterior color to Le Mans Blau 15/20 
5. Ensure that the model has a navigation system. If not, add one. 12/20 
6. Ensure that the model has a Terra leather upholstery. If not, choose 
    a blue leather instead. 

12/20 

7. Make sure that you can listen music in the car. If not, choose the 
    best audio system available. 

12/20 

8. Select the Connected Drive pack 18/20 
9. Select a Maintenance Contract of your choice 10/20 
10. Visualize the result and check that everything is OK. If not, try to 
      solve the problem. 

12/20 
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We used the accomplishment ratio in the last part of the experiment, specially 
when we asked the participants if they believed that the model-based explanations 
could help them to complete one of the problematic tasks, or doing it in a more effi-
cient way. The next section discusses the results of the qualitative analysis that we 
carried out with all the collected data. 

6 Qualitative Analysis 

A large amount of qualitative data was collected from the experiment. We extracted 
around three hundred comments from the records made during the second phase of 
the experiment, the one in which participants were asked to complete the list of tasks. 
The selected method of analysis was the thematic type [11]. This method is focused 
on the answers and comments recorded during the experiment, and classified into 
categories later on. The aim of the thematic analysis is to group together answers or 
parts of answers that have the same meaning. The thematic groups were then analyzed 
to identify the different categories of opinion. The objective is to gather and list all the 
themes covered by the answers to reflect the widest possible range of opinions, dis-
tinguishing the positive ones from the negative ones. 

From the extracted comments, we identified around 250 verbatims that referenced 
types of questions either in an explicit or implicit way. Only those verbatims that 
clearly related a question type where considered. For instance, verbatims like “I don't 
know where the contracts are” were classified as an implicit question of type Where. 
The table 2 shows the results of this classification, as well as some illustrative verba-
tims. It is significant that most of the verbatims addressed navigational problems 
(Where + How) mainly due to usability issues and to the nature of the tasks (table 1). 
The high number of 'Other types' is mainly due to questions about semantic informa-
tion relating concepts specific to the domain. These questions are described in section 
6.2, while next section presents the findings for both positive and negative opinions, 
as well as some revealed limitations of the approach. 

Table 2. Relationship between question types and ocurrences extracted from the records during 
the second phase of the experiment. An exemple of verbatims illustrates each type. 

Question type Example Verbatims Occurrences 

How I don't see how to do it 13 
Why Why do I need to register? 21 
Where And where do I find the maintenance contracts 119 
What is it for I'm browsing the tabs to see what they do 7 
What can I do now I must find my way (inspecting all the UI with the mouse) 2 
Design rationale 
Other types 

Why they are not ordered by type? 
What does Cabriolet stand for? (Definition) 
What are the differences between the packs? (Differences)  
Is it included in the price I guess? (Confirmation) 
What happens if I click here? (What if) 

1 
81 
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6.1 Findings 

In the first phase of the study we collected the data described in the previous Partici-
pants section, and we also found that 16/20 liked new technologies, 17/20 use new 
technology everyday, and 20/20 have found problems in their use. To face these prob-
lems, 11/20 inspect the UI to try to solve them by themselves, 8/20 ask other people 
about the problem, 15/20 search for solutions in the Internet, and 7/20 use the help 
provided by the system.  

The last phase of the study revealed that questions of types How and Where were 
identified by most of the users (15/20) as useful and helpful with statements such as 
“it can be very useful in certain situations” or “It could be very helpful for locating all 
the options of the vehicle in a faster way”. This last statement refers also to a gain of 
time, which was also identified as a positive value by a total of 10/20 users with 
statements such as “It is a gain of time” or “it makes me go faster without losing my 
time”. The good acceptance of How questions contrasts however with the low number 
of verbatims. This suggests that users find the information useful but they are not 
thinking of asking it. The help UI could encourage/propose questions in these  
situations. 

The What is it for and Why questions were also identified as useful by an important 
number of participants, but less useful than the previous ones. This was mainly due to 
the fact that subjects didn't find useful to ask for the purpose of some elements of the 
UI, such as check-boxes or labels, that already contain clear information about what 
they are currently doing. In the case of Why questions, the results didn't show a good 
acceptation by the participants as in the results found by [9, 10]. This was due to the 
fact that the questions proposed by our algorithms didn't cover all the possible range 
of questions that the participants asked. For instance, as our algorithms entirely rely 
on the task model, our system couldn't answer why questions concerning the func-
tional core of the application such as Why there is no diesel engines? (for specific 
kinds of Cabriolet cars). To overcome this limitation in our implementation, we pro-
pose to enrich the Cameleon models with other models more suitable for this purpose, 
as for instance those used in [10, 20]. Another possible solution is to enrich the map-
ping model to include the ECA rules used in [20], so we can connect the methods of 
the widgets triggering the action directly to the functional core and vice versa. 

Finally, the What can I do now and design rationale related questions were found 
to be useless by most of the participants (16/20), according to statements such as “I 
don't see where I would like to ask this question” (for what can I do now?) or “I am 
not interested in this information, all I want is to buy my car” (for design rationale 
questions). 

At the end of the third phase, when we presented the help UI with all the types of 
questions together, the study revealed that in general, model-based self-explanatory 
facilities were identified as “useful” and “helpful” by most of the participants (16/20). 
The study also revealed question types that were not supported by our current imple-
mentation. The analysis of the collected data suggests that our model-based self-
explanatory UI, with minor design enhancements for major usability improvements, 
could have the potential to easily help the users. Next section discusses the possible 
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model-based implications for the types of questions that were not supported. Then, we 
discuss the usability suggestions extracted from the data for our particular implemen-
tation of self-explanatory UIs. 

6.2 Unsupported Types of Questions 

We identified other types of questions not explicitly supported by our system. A mi-
nor number of them referred to What if questions. Even if most of these verbatims 
come from users that showed a trial and error approach to understand the conse-
quences of their actions in the UI (i.e., they don't know the consequences of an action 
but they perform such action on the UI anyway to see what happens), 2 users out of 
20 didn't use options from the UI because they didn't know their possible side-effects. 
For instance, subject 9 didn't perform one of the tasks because “I have fear of losing 
all the options”. Supporting What if questions can help this minority of users to feel 
more comfortable with the UI. These kinds of questions can probably be answered by 
analyzing the operators of the task model and how they are transformed to CUI ele-
ments, (what elements of the CUI model become active/inactive as we enable/disable 
new tasks. These answers will probably require some improvements for side effects 
related to the functional core of the application (external to the UI). 

We also identified a high number of verbatims requesting confirmation and valida-
tion from the UI. For instance, “does the car already have a navigation system?”, “are 
the options included in the price?”, were recurrent expressions used by the partici-
pants. This observation suggests that the feedback provided by the site was not 
enough for the users. Supporting questions about confirming and validating the user 
actions can help to overcome this usability issue. This may require new models for 
handling user actions, specially those that have effects beyond the UI. 

A third group of questions not supported by the self-explanatory dialog concerns 
definitions. Most of these questions were about specific car-related terminology and 
concepts such “What is the Tuner DAB?” or “What does Cabriolet stand for?”. To 
support these questions, the proposed model-based approach needs to be extended 
with semantic information, either by adding new models or by connecting the UI with 
sources of semantic information (internet). 

Semantic information may be also necessary for answering questions about differ-
ences that we identified in a minor number of verbatims, for instance, What is the 
difference between the packs? (or eventually similarities). 

6.3 Usability Suggestions and Improvements 

We were also interested in usability observations. During the third phase of the expe-
riment, where participants were confronted to the self-explanatory dialog, 14 out of 
20 suggested that they would like to type the whole question directly instead of click-
ing on a predefined answer inside a list. 13 out of 20 would like to access questions 
by typing keywords in a text area, and 4 proposed to use a vocal interface instead. 
These observations sustain some of the design principles for help systems of the  
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literature, in particular, “Help should be accurate, complete and consistent” ([1,16]), 
and “Help should not display irrelevant information” ([7]). 

6 participants suggested to classify questions not only by question types but fol-
lowing the categories of the underlying site, for instance, grouping them by equip-
ment or car models. 

Regarding the answers, some participants argued that they don't like to read expla-
nations, specially those that have a significant length. With the models used in this 
approach, the information given in the answers can be represented in non textual 
forms. For instance, as the CUI model can store the screen coordinates of the widget, 
Where questions can be answered by highlighting the region of interest (as currently 
done in mac systems), and procedural questions can be explained by means of anima-
tions of the cursor over the widget coordinates. 

Finally, some participants proposed that it would be preferable to use the questions 
not as a means to know how to find a specific option, but to “get there”. This suggests 
that self-explanatory UIs could be used as software agents to overcome the usability 
issues of a UI not only by explaining to the user how to solve the issue, but solving it 
directly if possible. For instance, navigating to the desired website instead of explain-
ing what website the user should navigate to. This observation opens new research 
questions: can self-explanatory UIs benefit from agents? If so, what other models are 
needed and how this can be done? 

7 Conclusions and Perspectives 

Model-Driven Engineering of UIs has been extensively used for the automatic genera-
tion and adaptation of UIs. This paper studies a side effect of keeping these models at 
runtime. They can be used for supporting the users through explanations based on 
such models. These explanations have interesting advantages as the dynamic genera-
tion of answers and the automatic evolution along with the models, so no manual 
updates of the support are required when the program specification (the models) 
changes. But do users think that this model-based support is relevant and useful 
enough? The experiment that we conducted shows that most of the users identifies 
model-based explanations as potentially useful. 

Our future work includes to test how scalable model-based explanations are, either 
with a huge number of models or with a huge number of users requesting answers. 
We will study how to support the new types of questions that we have identified, and 
better support the current questions that we are able to compute. 

We also plan to investigate the use of design rationale questions to support the 
learning of HCI design methods. 
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Abstract. In graphical user interfaces, every application usually asks for the us-
er’s full attention during interaction with it. Even marginal side activities often 
force the user to switch windows, which results in attention shifts and increased 
cognitive load. Peripheral interaction addresses this problem by providing input 
facilities in the periphery of the user’s attention by relying on divided attention 
and human capabilities such as proprioception and spatial memory. Recent 
work shows promising results by shifting tasks to the periphery for parallel task 
execution. Up to now, most of these interfaces rely on tag-based objects, tokens 
or wearable devices, which need to be grasped and manipulated, e.g., by turn-
ing, moving or pressing the device.  

To explore this design space further, we implemented three modalities for 
peripheral interaction with a desktop audio player application – graspable inte-
raction, touch and freehand gestures. In an eight-week in-situ deployment, we 
compared the three modalities to each other and to media keys (as the state-of-
the-art approach). We found that all modalities can be successfully used in the 
(visual and attentional) periphery and reduce the amount of cognitive load when 
interacting with an audio player.  

With this work we intend to (1) illustrate the variety of possible modalities 
beyond graspable interfaces, (2) give insights on manual peripheral interaction 
in general and the respective modalities in particular and (3) elaborate on paper 
based prototypes for the evaluation of peripheral interaction. 

Keywords: Peripheral Interaction, Input Modalities, Audio Control. 

1 Introduction 

While writing a research paper, a user might repeatedly switch between a text 
processing program, an online dictionary and related articles. In addition, she might 
switch to an instant messenger to change her availability status or open her audio 
player to skip a song. While the first three activities are directly related to her current 
primary task – writing the paper – the other two are marginal side activities she either 
has to do or wants to do, but which are in no direct relation to the primary task. Al-
though these activities are simple and fast in themselves, current graphical user inter-
faces make the user switch windows or click small icons and thereby impose context 
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and focus switches. These switches cause a so-called resumption lag, which describes 
the time needed to resume work on the primary task [2]. Users also feel more stressed 
and cannot focus well if they are frequently interrupted by secondary tasks [4,24].  

Peripheral interaction can reduce these interruptions of the users’ primary focus by 
making use of peripheral attention. Current projects in this domain primarily use de-
vices, which are grasped and then manipulated (e.g., Fireflies [8], PolyTags [26]). 
This is a logical choice as many peripheral interactions in our (non-digital) daily life 
are carried out with the hands (e.g., tying shoe laces while talking) [6]. However, 
other types of manual input, such as touch or freehand gestures, are hardly explored 
up to now for peripheral interaction. Opening the design space for other means of 
peripheral interaction makes room for additional application areas benefitting from 
less disruptive secondary tasks. 

In order to explore this design space, we compared three input modalities (graspa-
ble interaction, touch and freehand gestures) (see Figure 1) in an eight-week in-situ 
deployment with eight participants. As an example use case, we chose the control of 
an audio player (play/pause, previous/next song and volume), since it is a common 
but short secondary task when working on a computer. For comparison, we included 
the commonly adopted media keys built into many keyboards. 

We found that participants embraced all peripheral modalities (graspable, touch, 
freehand) and were able to use them in the periphery of their attention, which broa-
dens the design space for manual peripheral interaction. Further we discuss the use of 
paper prototypes as an extension of the design process and in addition to the typical 
in-situ deployments of peripheral interaction. Finally, we highlight implications for 
manual peripheral interaction in general (e.g., the dominant hand is preferred even for 
very simple interactions) as well as some distinct characteristics of each modality.  

 

Fig. 1. User interacting with the peripheral modalities (graspable, touch and freehand) to con-
trol his audio player. The actual study was executed in the participants’ homes, but in order to 
preserve privacy, these photos were taken in an office. 

2 Related Work 

Our work builds on existing work on peripheral interaction and previously explored 
input mappings for audio player control. 
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2.1 Peripheral Interaction 

Peripheral interaction describes the interplay between several tasks, similar to multi-
tasking. However, multitasking research mostly focuses on interruption management, 
i.e., finding the best possible moment for interrupting with a secondary task [25]. In 
contrast, peripheral interaction tries to minimize cognitive load and hence the effect of 
interruptions. The concept is similar to ambient information [28], but uses the peri-
phery not only for perceiving information, but also for active interaction. Bakker et al. 
give an overview of attention theories relevant for peripheral interaction design [5].  

Projects in the scope of peripheral interaction so far mainly use physical artifacts 
that can be manipulated by grasping them. Edge and Blackwell [13] propose a token-
based task management system intended for “imprecise interaction with independent-
ly meaningful, digitally-augmented physical tokens”. Olivera et al. [26] built tag-
based tangibles to allow changing  the status in a social network or controling the 
environment with commands such as power on and off. Their prototypes are intended 
for brief interactions while the main interaction focus is somewhere else. NoteLet [7], 
a bracelet for primary school teachers, facilitates taking notes of observations in class. 
To do so, teachers can take a photo by squeezing the device on their wrist. FireFlies 
[8] are also designed to aid teachers for example by giving feedback on the fly. The 
wearable device can be attached to the clothes. By squeezing a bead (each pupil has 
one corresponding bead) signals are sent to a light object located at each desk. Sta-
Tube [17] is a cylindrically shaped tangible, which can be pushed down and rotated to 
update one’s Skype status. All these graspable prototypes have been evaluated and 
show that graspable devices are one possibility to support peripheral interaction  

The Appointment Projection [15] is the only prototype in the scope of peripheral 
interaction, which relies on freehand gestures to acquire information about the next 
upcoming event in a calendar or to silence an ambient reminder animation. Similarly, 
related fields such as eyes-free interaction – which is in line with the concept of peri-
pheral interaction, but does not address its full scope (e.g., interaction in the attention-
al periphery) – made use of gestural input (e.g., [20]). In addition to related work on 
freehand gestures, there exists work on touch-based input in parallel to the classic 
desktop setup (e.g., [10,21]), which does not explicitly address the characteristics of 
peripheral interaction. However, findings from these works encourage us to apply 
touch and freehand interaction to peripheral interaction. 

2.2 User Interfaces for Audio Player Control 

Playing music with instruments or digital systems or devices (such as, for example the 
reacTable* [19]) is usually a focused task. In contrast, monitoring and controlling 
music is an everyday task that is often performed as a secondary task. As we are par-
ticularly interested in the latter we focus on audio player control in this section. A 
large number of prototypical audio player interfaces have been proposed and many of 
them rely on the input modalities we want to evaluate for peripheral interaction:  

Graspable: Graspable interfaces for audio player control can mostly be considered 
cube- or knob-based designs: The Gesture Cube [22] detects the movements of the 
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user’s hand and controls parameters such as volume or play/pause. The Music Cube 
[1] further presents a button that can be pressed and rotated. Ferscha et al. [14] present 
a ‘key knob’, which allows both continuous and discrete control of a music applica-
tion. Andersen [3] also compares a knob to media keys and found that the knob was 
preferred over the keys. Butz et al. [11] present additional tangible audio player UIs, 
some of which are knob- or cube-like or meant to blend into the periphery. 

Touch: On mobile touch-based devices, sweeping and tapping the screen can let 
the user control a music player without looking at the UI [27]. Döring et al. [12] 
adapted this interaction style for cars on a touch-sensitive steering wheel and reduced 
visual demand during interaction. Further, several commercial products now use ges-
tural input on touch devices to remotely control a music application on a PC1. 

Freehand: Strachan et al. [29] control a music player by placing a device near dif-
ferent body parts. This gestural input method utilizes inertial sensing and pattern rec-
ognition. Other solutions use sensor-equipped gloves and interpret predefined hand 
movements [9]. Additionally, the accelerometer in mobile devices is used to track 
geometric forms drawn in midair, which are mapped to commands [23].  

3 Designing the Modalities for a Peripheral Music Controller 

We selected the specific interaction sets in a two-step process: We analyzed existing 
systems using graspable interfaces, touch and freehand gestures, extracted interaction 
mappings and used them in a paper prototype study to identify the most suitable ones. 

3.1 Interaction Possibilities 

There are well-established symbols (  ) representing the most common func-
tions of audio equipment and media software. However, they cannot be used here, 
because peripheral interaction is supposed to work with minimal visual attention and 
gestural UIs provide no obvious place for graphical symbols. In the absence of such 
graphical hints, interaction sets have to be easy to use and to remember. Table 1 pro-
poses possible gestures based on the previously mentioned related work or direct 
metaphors such as the volume knob. Similar to volume knobs and sliders, we want 
volume control to be continuous (i.e., the volume gesture continuously changes the 
volume to the desired level). The other commands (pause/play and next/previous) 
require a discrete gesture to have an effect (e.g., stop the music). 

3.2 Study with Paper-Based Prototypes 

As a next step in the design process, we presented all possible input mappings, listed 
in Table 1, to participants in a study based on paper prototypes to identify the most 
accepted ones and thereby ensure easy and natural interaction for all peripheral devic-
es in the long-term deployment. 
                                                           
1 www.iospirit.com/products/remotebuddy/ajaxremote/ 
#gesturedemovideo (accessed: 06.12.12) 
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Table 1. Possible input mappings, and the finally selected one (bold and shown in Figure 3). 
Some gestures (e.g., one/two finger gestures) were presented individually but are summarized 
here. 

 Graspable Touch Freehand 




 

⋅ click 
⋅ double click 
⋅ long click 

⋅ one/two finger tap
⋅ one/two finger double tap 
⋅ one/two finger long tap 
⋅ draw square/arrow 

⋅ hold vertical hand in mid-
air/thumbs up 

⋅ move horizontal hand 
up/down 

⋅ draw square/arrow  


 

 ⋅ tilt knob left/right 
⋅ turn knob left/right 
⋅ push down & turn knob 

left/right 

⋅ one/two finger swipe 
left/right 

⋅ tap left/right area on the 
surface 

⋅ flick left/right
⋅ thumb left/right 


 

⋅ turn knob left/right 
⋅ push down & turn knob 

left/right 
⋅ tilt knob up/down 

⋅ one/two finger swipe 
up/down 

⋅ circle left/right (cf. iPod 
click wheel) 

⋅ two finger circle left/right 
(cf. rotation on toch dis-
plays) 

⋅ tap top/bottom area repeti-
tive/long

⋅ move horizontal hand 
up/down 

⋅ grasp gesture up/down or 
left/right (cf. slider) 

⋅ circle with hand/finger 
left/right 

⋅ thumbs up/down 
⋅ pinch gesture 

Paper Prototypes. To mimic the different 
modalities, we built paper prototypes out of 
white cardboard [32] (see Figure 2) resem-
bling existing artifacts (e.g. touch pads). To 
symbolize a 3D gesture-tracking device we 
used a box (HxWxD: 6x8x5cm). For the touch 
sensitive surface, we used a tilted paper sur-
face (HxWxD: 0-2x13x13cm). Looking at 
existing graspable systems to control an audio 
player, two shapes are well established in related work: the cube and the knob. We 
chose a knob mounted on a pedestal for our design (cf. knobs for volume control on 
stereos). The graspable paper interface was mounted on a bottom panel (20x20cm for 
stability) with the help of a brass fastener. The knob (Height x Diameter: 5.5x4cm) 
could be turned, tilted and pressed down.  

Participants. We recruited 18 participants (six female) ranging in age from 21 to 31 
(avg. 25 years). 14 participants had a background in computer science or math, while 
four participants had a background in economics or languages. 

Procedure. We used a repeated measures design. The independent variables were 
modality (graspable, touch, freehand), command (pause/play, next/previous, volume) 
and gestures. Modality was counterbalanced. We presented 35 gestures to each user. 
Within one modality, the gestures were presented in a randomized order for each 

 

Fig. 2. Paper prototypes mimicking a 
knob, a gesture tracking device and a 
touch sensitive surface.
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command. Participants were free to use their preferred hand for the interaction, but 
the paper prototype was located in the periphery (i.e., not directly in front of them). 
Further, participants were instructed to minimize gazing at the prototype and imagine 
working on another primary task simultaneously. Every gesture was first presented 
and carried out by the instructor and afterwards carried out by the participants them-
selves. Participants rated each gesture as “bad”, “ok”, or “good”. Additionally, they 
had to choose their preferred gesture for each modality and command. Afterwards, 
they were asked to answer a short questionnaire. Each run took about 30 minutes. 

 

Fig. 3. Implemented interaction sets for each modality to control an audio player (pause/play, 
next/previous, volume). The media keys are located on the keyboard below the arrow keys 
(pause/play; next/previous) and the spacebar (volume). 

Results. The most preferred and hence implemented gestures are highlighted in bold 
in Table 1 and shown in Figure 3. 

Graspable: To start or stop a song, participants preferred a click (89%). Most par-
ticipants wanted to switch to the next/previous song by tilting the knob left or right 
(83%). To change the volume participants wanted to turn the graspable knob left and 
right similar to a volume knob on a stereo (67%).  

Touch: Using touch to start/stop the player, participants were undecided whether a 
one-finger tap (44%) or a two-finger tap (11%) felt more suitable. Some also men-
tioned that they liked both equally (22%). Generally participants were in favor of a 
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tap (77%). We observed similar results for next/previous. A one- as well as a two-
finger swipe left/right was preferred (94%). Similarly participants preferred a one- 
and two-finger swipe up/down (as on a mixer console) to change the volume (67%). 
We therefore decided to support both one- and two-finger interactions for all three 
commands as Wobbrock et al. also reported similar results [33]. 

Freehand:  Participants preferred the vertically oriented hand to pause the music 
(67%). We had originally intended to use a thumbs-up gesture as the counterpart for 
play, but this gesture was not well received. Participants suggested using the vertical 
hand also for play, which we implemented as a tap of the vertical hand (cf. Figure 3). 
To change the song (previous/next), participants favored a flick gesture (78%). Half 
of the participants preferred an up/down movement of the horizontally oriented hand 
to change the volume (50%).  

We further asked our participants if they could imagine using a separate device for 
audio control at home. On a 5-point Likert scale (1 = totally disagree; 5 = totally 
agree), users rated their willingness with a median of 4. They also expected it to make 
interaction with the audio player easier (median=4) and that they would enjoy it (me-
dian=4). Eight participants (44%) preferred freehand gestures, seven (39%) preferred 
touch and three users (17%) the graspable interface.  

4 Building the Peripheral Music Controller 

The prototype consists of the hardware for the respective input modalities and the 
software connection to an audio player. 

4.1 Hardware 

Depending on the modality, different hardware was chosen (cf. Figure 3). We decided 
to use commercial products wherever possible, in order to ensure a reliable function 
during the in-situ evaluation. 

Graspable: To implement the graspable interface, we used the Connexion Space-
Navigator, which is originally designed as a 3D mouse. (We had also considered the 
Griffin Technology PowerMate, but ruled it out because it could not implement all the 
gestures selected in the pre-study.) The hardware offers six degrees of freedom and an 
SDK. Pushing down the knob controls the play/pause function, next/previous corres-
ponds to a lateral push or tilt, and volume to a rotation of the knob. Only volume uses 
a continuous manipulation, meaning that every 60ms the volume is decreased or in-
creased as long as the user rotates the device. All three commands included a thre-
shold to avoid accidental executions.  

Touch: For the implementation of the touch modality, several hardware options 
were tested. The Apple Magic Trackpad, which we originally had in mind, did not 
offer raw data access under Windows and no generic driver, which rendered it unusa-
ble for our purpose. The same is true for the Logitech Wireless Touchpad and the 
Bamboo Pen&Touch. Instead, we used the touch-sensitive surface of an Android 
Nexus One mobile phone. The screen was set to black without any GUI elements and 



 Comparing Input Modalities for Peripheral Interaction 169 

the device never went to sleep. Participants were asked to keep the mobile phone 
connected to their computer via USB for power supply. The phone communicated 
with the computer through UDP. A threshold was used for swiping up/down (volume) 
and left/right (previous/next) to avoid interference with the tap gesture for pause/play. 

Freehand: Freehand tracking is based on a preproduction prototype2 of a capacitive 
sensing device. We opted for this prototype because it can easily be put on a desk and 
detects gestures within a range of 10cm, which is perfectly suitable for our use case 
because this limits the interaction space and reduces the danger of unintended ges-
tures. Using a Kinect, we would not have achieved this easy setup (i.e., small distance 
to tracking device). The prototype consists of five capacitive sensors located in the 
four corners and in the middle. X, Y and Z coordinates are provided for the location 
of the intruding hand’s center in the electrical field. The API already recognized flick 
gestures (next/previous) as well as tap gestures (pause/play). Volume control was 
implemented as a movement along the Y-axis (upwards axis). The box (HxWxD: 
19x31x3.5cm) with the tracking device offered a tracking area of 7.5x10cm (HxW). 

Media Keys: We used the Cherry EASYHUB MultiMedia Keyboard, which offers 
grouped media keys below the regular keys. The volume control is located on the left, 
below the space bar. On the right, below the arrow keys, are pause/play and 
next/previous. Media keys are activated without additional keys (e.g. function key).  

4.2 Software 

We chose Windows as the prototype platform. The software, implemented in C#, 
connects the different hardware prototypes with the audio player. The GUI, used only 
for closing the application, offered a status icon in the taskbar, thereby providing 
feedback that the application is currently running. We selected iTunes as the audio 
player for implementation reasons (e.g., logging mouse interactions is possible).  

5 In-Situ Deployment 

Peripheral interaction is intended to blend into the periphery of the user, similarly to 
ambient information systems. Consequently, a long-term in-situ deployment is the 
preferred way to explore such a system [18]. All reported medians are based on 5-
point Likert scales ranging from 1 = I totally disagree to 5 = I totally agree. 

5.1 Participants and Study Environment 

We carried out our exploration with eight participants (two female) ranging in age 
from 21 to 32 (avg. 25). All participants used Windows and iTunes before this study. 
Six of them were students of computer science and two working (computer scientist 
and engineer). Three participants had a computer setup, which provided media keys, 
but two of them had to additionally press the function-key to activate the media keys. 

                                                           
2 The manufacturer prefers to stay anonymous for strategic reasons. 
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Another two participants had previously had media keys and missed them on their 
current keyboard. Additionally, four participants had keys for volume control only. 
All participants were right-handed. 

During the study all devices were used at home. Consequently, their primary tasks 
were very diverse ranging from leisure usage of the computer (e.g., browsing the web, 
writing emails) to working (e.g., for university). Participants were free to use the 
computer in any way. Based on their backgrounds, all participants spent much time at 
their PC, which was helpful to get comprehensive insights of usage with the peripher-
al modalities alongside a standard desktop computer during the duration of the dep-
loyment. Leaving the PC while music was playing of course also was possible. 

Participants’ Music Listening Habits. Seven participants stated that they listen to 
music on a daily basis for one to four hours. The other participant listens to music 
three to four days a week. Our participants stated that they listen to music for half of 
the time (51%) while at their computer. They tend to select a playlist or an album and 
then listen to it but skip songs they dislike (median=4.5). They rated their interaction 
frequency with the audio player as medium (median=3). The most used command was 
pause/play (median=3.5), followed by volume control (median=3) and next/previous 
(median=2.5). They wish for a faster interaction with the iTunes player (median=4). 
Further, they are bothered by the focus switch to iTunes (median=4) and consider the 
distraction of it high (median=4). Apart from the focus switch, interaction with the 
mouse and the GUI is not considered to be mentally demanding (median=1). 

5.2 Procedure 

The eight-week in-situ deployment contained five semi-structured interviews with 
each participant. Every participant tested each modality for two weeks (repeated 
measures design). The distribution of devices was counterbalanced, i.e., we used a 
Latin square design to minimize learning effects. 

1st Meeting. During the 1st meeting, we collected data about the participants’ listen-
ing habits, usual interaction with their audio player and demographics. We installed 
the application, set it to auto start and asked them to leave it open whenever their 
computer was turned on. They were handed their first device and received an instruc-
tion about the gestures. At this point, participants did not know which other devices 
they would be testing in the upcoming weeks. 

2nd to 4th Meeting. During the 2nd to 4th meeting, which took place in two-week in-
tervals, participants were asked about their experiences with the device they had at 
home. We asked about the general usage as well as their perceived mental load and 
the ability to carry out interaction in the periphery. They handed back the old device 
and received the next one together with the respective instructions.  

5th Meeting. During the last meeting, participants were interviewed about the last 
device. Additionally, we carried out a comparative interview about all devices. In the 
end, the application was uninstalled and the last device was given back to us. 

Logging. For all modalities, we logged: (1) when and which command (pause/play, 
next/previous, volume) was executed, (2) which input modality (peripheral device, 
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mouse, media keys) was used, and (3) whether iTunes was in focus while carrying out 
a command. Furthermore, we logged (4) the duration that iTunes was opened and 
music was played. 

Conditions and Variables. All participants tested all four conditions: Peripheral 
devices (graspable, touch and freehand) and media keys. Based on our logging data, 
our dependent variables are number of commands, type of command, input modality 
used, focus of iTunes, duration of iTunes opened and duration of music listening.  

6 Results of the In-Situ Deployment 

During the deployment, we collected quantitative and qualitative data. A listening 
session is defined as listening to music without a break longer than 30 minutes [34]. 

6.1 Duration of Each Modality 

When conducting a long-term evaluation over eight weeks, unexpected events invari-
ably occur. One participant went on a spontaneous holiday. We therefore excluded the 
corresponding data from the quantitative evaluation. Another participant unexpectedly 
changed the workplace and only spent the weekends at home for the last four weeks 
of the study. Furthermore, we cannot control how often participants actually listen to 
music. Each modality was tested on average for the following number of days by each 
participant: graspable: 14.4, touch: 13.1, freehand: 12.8, and media keys: 15.1. 

We logged 391 listening sessions overall. These added up to 12 days, 5 hours, 32 
minutes and 2 seconds. An average session lasted 45:03 minutes. The longest listen-
ing session we logged lasted 6:48:40 hours. Our participants listened to 5652 songs 
(average 14.5 songs per session) and they executed 6119 commands (peripheral de-
vices, media keys and mouse). 

6.2 Frequency of Use 

Looking at the probability of a command 
being issued during one minute for each 
respective modality, the highest probabili-
ty is observed for freehand gestures 
(m=93%) (probably some of these logged 
interactions are due to tracking issues of 
freehand interaction, which is still not as 
reliable as other input modalities), fol-
lowed by touch gestures (m=72%) and 
graspable interaction (m=51%) (see Fig-
ure 4). Media keys have the lowest prob-
ability (m=20%). Overall we did not ob-
serve any significant change between 
each of the two weeks the participants 

 

Fig. 4. Probability of issuing a command 
for all available input modalities (peri-
pheral device, mouse and if available 
media keys) during one minute 
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used one device. In other words, usages slightly differed between the two weeks for 
each participant but sometimes they used the peripheral device more, sometimes they 
used it less during the second week. We assume this is due to external circumstances 
occurring during an in-situ deployment but not related to the peripheral devices. 

6.3 Modalities vs. Mouse 

Participants were given a peripheral device but of course they were free to use the 
traditional GUI with a mouse or media keys, if their standard keyboard allowed them 
to. Still, participants used the additional devices (with the exception of the media 
keys) significantly more than the traditional GUI (t-tests: graspable vs. mouse 
p = 0.003; touch vs. mouse p = 0.003; freehand vs. mouse p = 0.006).  

6.4 Usage in the Periphery 

All devices were intended to be used in the (visual and attentional) periphery. Partici-
pants quickly familiarized themselves with the modalities (graspable: median=5; 
touch: median=5; freehand: median=4.5; media keys: median=4.5). However, they 
mentioned that the location of the media keys as well as the freehand tracking was not 
immediately clear. Interaction sets were all rated as being intuitive (graspable: me-
dian=5; touch: median=5; freehand: median=4.5), but media keys were given a me-
dium rating (median=3), because they required a targeted key press, even though the 
keyboard layout already emphasized the media keys by their position. Interaction only 
caused minimal mental load for all peripheral devices (graspable/freehand/touch: 
median=5), but participants experience more mental load for media keys (me-
dian=2.5). When asked whether disruption from the primary task, while interacting 
with the devices, was low, the graspable device was rated best (median=4.5), while 
the other modalities were rated nearly indifferent (touch: 
median=3.5; freehand: median=3.5; media keys:  
median=3) 

6.5 Focus 

Looking at the logged data depicted in Figure 5, we can 
observe that participants were able to carry out the inte-
raction without iTunes in focus with all modalities. Using 
the graspable interface or media keys, participants even 
carried out more commands without focus than with fo-
cus. Participants stated that they felt that they were able to 
carry out the commands without looking at iTunes when 
using the graspable (median=5) and touch (median=4). In 
contrast, they stated to prefer looking at iTunes when 
using the media keys (median=2.5, which contradicts the 
logged data) and freehand gestures (median=2.5). Con-
cerning the latter, they stated that they miss the haptic 

 

Fig. 5. Percentage of all 
commands carried out 
without iTunes in focus 
(not possible with the 
mouse) 
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feedback, but some also said that it also felt “magical” and that they enjoyed observ-
ing the change in iTunes (e.g., the movement of the volume slider). This was not in-
tended by us, especially since we wanted to shift the device to the periphery of the 
attention, but the novelty of the interaction seemed to have pushed the participants to 
look at the visual feedback. 

6.6 Feedback 

Due to the nature of our use case, functional feedback [31] was given. Users could 
hear whether a song stopped, started to play, was skipped or how the volume changed. 
Thus, participants stated that they did not miss further feedback for most devices 
(graspable: median=5; media keys: median=5; touch: median=4.5; freehand: me-
dian=3.5). Most participants (88%) named freehand gestures as the modality that 
offered the least feedback because of a lack of physical contact. Asked about the de-
vice with the most feedback, six participants (75%) named the graspable interface, 
because they could feel its physicality.  

6.7 Location of Devices 

Participants (all right-handed) were free to position the peripheral device on their desk 
wherever they felt comfortable. Only the media keys had their fixed locations on the 
keyboard. We asked them where they put each device while they had it at home. 

Graspable: Five participants located the graspable interface on the right side of the 
keyboard. Two participants placed it on the left side and one participant changed the 
location several times. All participants interacted with the corresponding hand. 

Touch: Three participants positioned the touch-sensitive device on the right. Three 
positioned it on the left. The respective hand was used for interaction. Two partici-
pants never used it on the desk, but carried it around, because the cable was only ne-
cessary for power supply and not for transmission. They interacted with the right 
hand. Other two participants also stated that they enjoyed the ability to take the device 
with them, even though we did not intend this use case.  

Freehand: Seven participants positioned the freehand gesture tracking on the right 
side. With the exception of one, who used the left hand, they also interacted with the 
corresponding right hand. One participant changed the location frequently and thereby 
also the interacting hand. 

Media Keys: Media keys were located on the bottom of the keyboard. Participants 
mostly used their right hand for interaction, but occasionally also used the left hand.  

6.8 General Remarks 

Generally, our participants considered the extension to be positive (median=4), espe-
cially because they were able to control iTunes independently of the current system 
status (median=5). They considered the peripheral input fast.  

Participants pointed out at least some weakness for every modality. The preproduc-
tion prototype for the freehand gestures was considered to be too big. The touch  
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device had to be correctly oriented. In future implementations, this could be overcome 
by including the finger orientation [30], or by tilting the device a bit, as is already 
common with separated track pads. Participants considered grasping the knob to be 
more difficult with the non-dominant hand than touch or freehand interaction. Media 
keys ask for a very precise interaction. On the other hand, two participants mentioned 
that they liked media keys because they were integrated and no extra device was ne-
cessary. Others enjoyed the possibility of using touch remotely. Furthermore, they 
liked freehand interaction because it was considered futuristic and playful. The grasp-
able knob was described as ergonomic and similar to the known mouse. Overall, our 
participants could imagine using a peripheral device for further commands like open-
ing the player, activating shuffle or even other applications. 

7 Interpretation and Discussion 

In the following we will present interpretations of the results and propose considera-
tions for future projects incorporating peripheral interactions and their evaluation. 

7.1 Alternative Peripheral Interaction 

Table 2 summarizes the results for the three peripheral devices (one ‘plus’ being a 
medium score here). This table confirms previous research based on graspable inter-
faces, but also shows that touch and freehand gestures are an alternative. This is the 
case especially when a graspable device is unsuitable, for instance, because there is no 
space to place it. Some current findings, like the missing haptic feedback for freehand 
interaction, might be less problematic once users are more accustomed to freehand 
interfaces and trust them more. 

Table 2. Characterization of all peripheral modalities. One plus here is a medium score. 

  Graspable Touch Freehand 
Usage: Preference over mouse & GUI +++ +++ +++ 

 Little mental load +++ +++ +++ 

Periphery: Interaction without focus on 
GUI 

+++ ++ + 

 Inherent haptic feedback +++ ++ + 

Learnability: Easy familiarization  +++ +++ ++ 

Location: Preference for dominant hand 
interaction 

++ ++ ++ 

7.2 Usage of Peripheral Devices 

Participants issued fewer commands (including commands carried out with the 
mouse) during the media keys condition. We see two possible explanations for this 
observation. First, the peripheral devices (graspable, touch, freehand) could have been 
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more innovative for our participants and therefore triggered their play instinct, 
second, subjective data shows that media keys imposed more mental load on the par-
ticipants, which might have kept them from interacting with the player although they 
would have changed the song if interaction was more comfortable. This is also in line 
with subjective findings where participants told us that they would like to have a fast-
er interaction for iTunes and consider the distraction imposed through window 
switches as high. Consequently, we attribute the increased interaction with the peri-
pheral devices to an easier and smoother interaction and think that it indicates that 
peripheral interaction can lower the barrier to start interaction. While a low barrier for 
interaction might not be extremely relevant for audio player control it might help for 
tasks that participants should care about but do not particularly enjoy (e.g., keeping 
their availability status up to date for colleagues in an instant messaging client). 

For all peripheral modalities, we can observe significantly more interaction with 
the peripheral device than with the mouse. While we acknowledge that this might be 
partly due to the novelty effect and the fact that participants knew their interaction 
was logged and tried to (maybe unconsciously) please us, we still consider this a ten-
dency towards a preference for peripheral interaction in contrast to traditional mouse 
interaction in this use case. This is supported by general research in peripheral inte-
raction [17] and the fact that this effect arose in all modalities (graspable, touch, free-
hand) also indicates that the design space for peripheral interaction can be extended 
beyond graspable interfaces. 

7.3 Shift to the Periphery 

Measuring how much a device or interaction style moves into the periphery is diffi-
cult and peripheral interaction researchers still struggle with it. Although in-situ dep-
loyments are feasible because they offer the necessary time for the users to get accus-
tomed to the device, they also limit researchers in their observations. For example, it 
would not be viable to equip participants with an eye tracker in their home for several 
weeks to evaluate the visual periphery. As a weaker indicator of visual attention, we 
therefore used the input focus of the GUI.  

We observed that participants carried out commands without the focus on iTunes 
with every modality, which strengthens our belief that the design space for peripheral 
interaction can be extended and indeed interaction in parallel to other tasks is possi-
ble. Furthermore, subjective results show that the graspable and touch modality were 
especially easy to be carried out in parallel. Physical feedback therefore seems to be 
helpful even (or particularly) when interacting with minimal attention in the peri-
phery. In our use case functional feedback provided by the task itself (e.g., music 
started or stopped to play) also supported peripheral interaction. 

7.4 Learnability 

Usually when designing systems for peripheral interaction the interaction itself is very 
easy and straightforward (e.g. swiping up and down the touch surface or carrying out 
a flick gesture) and does not really have to be learned. Our participants also  
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familiarized themselves with each modality very quickly. On the other hand, when 
evaluating peripheral interaction, all prototypes always require time to get used to and 
to shift to the periphery [16]. Interestingly, our study suggests that it is not necessarily 
only the device itself that the user needs to get accustomed to (especially when they 
are generally used to an interaction style such as touch input), but also the general 
usage of the periphery alongside traditional input. One participant mentioned that he 
had more trust in peripheral interaction without looking at the GUI after he had been 
testing several devices. Another participant told us that he first had to break loose of 
habits like using alt+tab to switch to iTunes. 

7.5 Location of Devices 

Up to now, previous work on peripheral interaction did not consider the question 
which hand was used to carry out the peripheral interaction. Generally, we observed a 
tendency towards positioning and interacting on the right side, which was the domi-
nant hand for all of our participants. This is an interesting observation because apart 
from a possible preference for the dominant hand, one can argue for either direction 
when considering a traditional desk setting. On the one hand, most users are used to 
moving the right hand away from the keyboard to interact with the mouse, and there-
fore might also feel more comfortable interacting with the peripheral device with their 
right hand. On the other hand, the mouse often occupies the right hand while the left 
hand would be free for other tasks. However, the latter did affect the decision where 
to put the device less than the preference for the dominant hand. For future systems it 
is feasible to offer peripheral interaction for the dominant hand if the primary tasks 
allows. 

7.6 Paper Prototyping vs. Field Study 

The paper prototyping study was very successful in terms of finding suitable interac-
tion sets for all devices. Participants considered all gestures to be very intuitive and 
natural. At the end of the paper prototyping study, we asked the participants which 
modality they preferred. The most mentioned modality were freehand gestures, fol-
lowed by touch gestures and graspable interaction. The participants of the field evalu-
ation answered the same question after the eight weeks and the most mentioned de-
vice was the graspable interface followed by touch and freehand gestures. This clearly 
hints that while paper was great to test the general gestures, the preferences differed 
very much in the end. Possible reasons are that (1) technical issues (e.g. freehand 
gestures being the least reliable input modality) were not present with the paper proto-
types, (2) haptic issues, which were mentioned several times, did not play such a big 
role when touching just paper and (3) the missing interactivity when using paper. 
Especially since most devices incorporating peripheral interaction are tested in the 
field, paper prototypes here have proven to be a good tool to test interaction mappings 
intended for the periphery even though during a paper study the periphery cannot be 
mimicked properly.  
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8 Limitations 

There are some limitations inherent in the nature of our study. The biggest problem 
turned out to be the fact that the three peripheral devices used hardware in different 
development stages. The graspable knob is a commercial product with good haptic 
and ergonomic characteristics. The touch device was based on a mobile phone, which 
evokes different ideas than a track pad. The freehand tracking was based on a prepro-
duction prototype, which had worse recognition rates than the other two devices for 
some commands (e.g., flicks (next/previous) were already very well recognized). 
Consequently, freehand tracking also resulted in more incorrectly interpreted gestures. 
This might also explain the higher frequency of freehand gestures compared to grasp-
able interaction. We assume that this affected subjective ratings and favored the gras-
pable interface. In other words, although touch and freehand gestures already seem 
suitable for peripheral interaction, in this exploration they might even be more suita-
ble if implementation quality increases.  

Further we only tested this in one use case (audio player control) with very distinct 
features (e.g. only input was evaluated, output and feedback was inherent to the task,  
i.e., music started to play). Furthermore we used one example implementation for 
each modality – thoroughly chosen based on a paper prototyping study – but of course 
these example do not completely cover the capabilities of each modality. 

Additionally, unexpected events like holidays and job changes affected the indi-
vidual times spent with each modality. Two participants also mentioned that they 
would have liked to have more time with each device to fully embrace it. 

9 Conclusion and Future Work 

We presented an eight-week in-situ deployment evaluating different modalities (gras-
pable, touch, freehand) for peripheral interaction. We contribute a first exploration in 
the usage of touch and freehand gestures as a means for peripheral interaction. Our 
research confirms previous work relying on graspable devices but shows that similar 
results – smooth interaction intensively used without focus on the audio player itself – 
could be achieved with touch-based interaction as well as freehand gestures. This 
broadens the design space for peripheral interaction making room for other use cases, 
where graspable interaction might not be fit (e.g. in settings with high hygienic de-
mands). 

We further found that participants had a preference for the dominant hand, al-
though the interaction itself (e.g. a flick gestures) could easily be performed with the 
non-dominant hand. This has not been addressed yet in peripheral interaction research 
but can act as guidance for future manual peripheral interaction. 

Last but not least, for evaluation of peripheral interaction one can observe a ten-
dency towards field evaluation. We managed to find suitable interactions by means of 
a paper prototyping study even though we were not able to mimic interaction in the 
periphery properly. By utilizing paper prototypes or similar techniques in the early 
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design process, only actual promising ideas need to undergo a field trial reducing the 
resources needed overall. 

Related work already shows diverse applications areas for peripheral interaction. 
Further research in other, especially non-desk-based, scenarios is necessary. We 
therefore aim at further case studies to substantiate the promising results of this study. 
Additionally, as participants stated that they do not want an extra device for each 
peripheral task, we imagine adapting peripheral touch input for touch pads, as well as 
freehand interaction based on camera tracking with the help of built-in webcams. 
Thus, the reduction of additional hardware and the trend towards miniaturization of 
tracking devices (e.g. Leap Motion) will help to further spread the use of beneficial 
peripheral interaction. 
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Abstract. We present an OUI that combines Hall Effect sensing and actuation 
through electromagnetically-manipulated ferrofluid. The movement of magnets 
worn on the fingertips, over a surface embedded with a Hall Effect sensor array 
and electromagnets, gives the user the ability to interact with ferrofluid. This 
system provides a three-dimensional, physically animated response, as well as 
three-dimensional, spatial-sensing inputs. The vibration of the magnets worn on 
the fingertips, produced by the repulsing polarity of the electromagnets, pro-
vides the user with haptic feedback. Linetic is a multimodal interface with a 
visual, audio and haptic experience. In this manuscript we explain the overall 
system from a technical, usability and aesthetic viewpoint by outlining signifi-
cant experiments conducted that contribute to the development of the system. 
Furthermore we discuss the philosophical and aesthetical implications of the 
Linetic system, as well as characterize Linetic’s disposition to Analogness or 
Digitalness.  

Keywords: Electromagnetic, haptic, TUI, OUI, morphable, shape changing.  

1 Introduction 

Recent progress in human-computer interaction has paved the way for a new body of 
research known as Organic User Interfaces (OUIs) [2] [10]. This field focuses on the 
need to further explore possibilities for interactive user interfaces using the advances 
made in electronics and material sciences [9]. OUIs are defined by three factors: the 
input interface and output display should be one and the same; the form of the object 
should change continuously and correlate directly with the function it embodies, and 
finally the function performed by the object depends on how the physical shape of 
said object is changed [22]. 

OUIs open a path to morph the shape and form of the actual computer interface it-
self. The interface can now be a piece of fabric, a plastic card, liquid, sand, clay or 
any other material. OUIs enable users to interact with the interface by manipulating 
the natural qualities of these materials such as bending, stretching, pulling, stroking, 
etc. This new paradigm moves away from the traditional approach of metaphors and 
physical objects as defined by Tangible User Interfaces (TUIs), and explores next 
generation interfaces focused on the analog, continuous and transitional nature of 
physical reality and human experiences, as Schwesig points out [20]. 
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With advances in technology pushing the boundaries in regards to the materials 
used to create ubiquitous interactive systems [24], it is now possible to expand the 
computer into the everyday environment through softer, and flexible formats [1]. 
Using these materials and technologies, this paper presents the implementation of an 
innovative OUI system based on liquid. This interface explores the potential of liq-
uids as an interface and display device, where the manipulation of liquid becomes 
both the input and output. Linetic (Link to youtube video - 
http://www.youtube.com/watch?v=V5EMyRsLLeQ) can provide the user with a natu-
ral and fluid experience where three-dimensional, tangible interaction takes place.  

 

 

Fig. 1. Version one of the Linetic system  

Building on the idea of a ferrofluid display created by Sachiko Kodama [13], Li-
netic provides an input/output solution based on ferrofluid. Ferrofluid is essentially a 
liquid that reacts to magnetic fields. The system is composed of a pool of ferromag-
netic liquid combined with a sensing and actuation mechanism. The sensing uses an 
array of Hall Effect sensors that measure the density of a magnetic field, while actua-
tion is produced by an array of electromagnets. Sound generation using a MAX/MSP 
patch running on a connected server augments the output experience. 

Wearing a set of magnetic rings, the user can interact with the ferrofluid. The mag-
netic ring position is detected by the array of Hall Effect sensors, which in turn  
actuates the electromagnets and the sound server. The magnetic field of the active 
electromagnets produces the morphing of the ferrofluid to create transitional physical 
buttons in conjunction with the gesture, which then generates a sound. At the same 
time the pulse of the matching polarity electromagnets produces a force feedback 
vibration on the rings, giving the user haptic feedback. 

Through natural movements of the hand, the interface is able to morph from a two-
dimensional surface to a three-dimensional form fluidly and dynamically. Using the 
shape changing quality of ferrofluids, we were able to study how liquids could be-
come a novel form of OUI. In sum Linetic provide a tangible, multi-touch interface 
with haptic feedback that produces a real 3D morphing surface. 
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2 Background 

Linetic builds on research by both scientists and artists in creating a malleable, three-
dimensional, multi-touch interface. Hiroshi Ishii’s seminal research in TUIs offers 
insight for natural user interfaces in which this project builds upon [9]. Ishii later went 
on to categorize generations of TUIs, leading to the development of guidelines for the 
next iteration of user interfaces, known as Organic User Interfaces [8] [10] [23]. 

Research into the field of OUIs is still in its infancy. In 2008 ACM published a 
groundbreaking collection of essays that collected the works of OUI’s pioneering 
researchers in a special issue of Communications of the ACM. In this special issue, 
several key authors outlined various aspects and characteristics that make an OUI: 

Input Equals Output: In the graphical user interface (GUI) there is a clear division 
of input and output. The mouse and keyboard input actions from the user. Based on 
those actions, output is generated graphically on the screen. A key feature of OUIs is 
that a piece of Organic light-emitting diode paper, or any potentially non-planar ob-
ject for that matter, is meant to input actions from the user and also outputs them onto 
the same object. 

Function Equals Form: The form of an object clearly determines its ability to be 
used as an input. The statement Function Equals Form emphasizes this dependency 
on one another. Holman and Vertegaal [8] argue that these two are in fact inseparable 
and that it is a mistake to try to deny this in any way. 

Form Follows Flow: This principle states that it is of utmost necessity for OUIs to 
negotiate user actions based on context, e.g. the ubiquitous ’clamshell’ phone, where 
incoming calls alter the phone’s function when opening the phone during an incoming 
call. 

In regards to the material we choose to use for our input and output, the ferromag-
netic art installations by Sachiko Kodama provide an aesthetic viewpoint of how the 
power of fluid and transient shapes can capture the imagination of viewers [13]. In 
her projects ferromagnetic fluids are used to create organic shapes that change struc-
ture dynamically. Adjusting the power of the electromagnets actuates the ferromag-
netic fluid in varying ways. The magnetic field produced by the electromagnets  
controls the movement of the ferrofluid, producing a visual output. Linetic builds on 
this work, providing the user with a means to directly interact with the ferromagnetic 
fluid and the formation of shape changing buttons, while inheriting the aesthetic and  
kinetic qualities that Kodama’s pioneering works offer. 

Other ferrofluid interfaces include SnOil, which is a controllable display that al-
lows the user to interact with ferromagnetic fluids by tilting the display [6]. The dis-
play uses a grid of electromagnets to actuate ferromagnetic fluid in selected areas, and 
a built-in tilt sensor is used to activate the electromagnets. Actuation of the ferrofluid 
is binary, off or on, depending on the respective electromagnet state. Linetic expand 
upon SnOil by offering a novel means of interaction with ferrofluid by directly inte-
racting with the material and provides an analog-like and linearly variable state of the 
actuated fluid, beyond simply a binary on/off state. 

MudTub by Tom Gerhardt [7] is an intriguing, quasi-OUI that exploits the material 
characteristics of mud as an input material, but fails to follow the contemporary  
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definition of OUIs as outlined by Holman and Vertegaal [8], in the sense that the 
interface medium and output display are not entirely the same. MudTub uses projec-
tion to augment the output and provide input. While offering a morphable computer 
interaction material in the form of mud is novel, our implementation offers more flu-
id-like properties, a higher degree of controllability, adheres to the tenants of OUIs as 
outlined by Holman and Vertegaal, and is not nearly as messy. 

MudPad [11] is a haptic multi-touch input device that is malleable and can be con-
trolled for localized haptic feedback. It acts similar to Linetic but the materials and 
methodology of actuation is different. The interaction material is also contained with-
in a bladder and users do not directly interact with the material. Linetic offers the user 
direct interaction with the display and input material, making it a more compelling 
example of an OUI. 

Programmable Blobs [24] is a compelling example of a user interface that uses 
malleable, programmable matter. It differs from Linetic in that it still uses a quasi-
solid material compared to the much more fluid attributes of ferrofluid in the Linetic 
system. Latency during transformation of the Programmable Blobs is also much 
slower when compared to the speed of Linetic. 

All the examples discussed above provide an invaluable and important basis for the 
research conducted for Linetic. Linetic attempts to expand the field of TUIs beyond 
solid and static-shaped object manipulation, bridging the gap between physical user 
actuation and animated representation into a unified input/output device. 

3 System Description 

A system diagram is shown in Figure 2 and the first version of the Linetic system is 
shown in Figure 1. By moving fingers over the ferrofluid buttons, users can manipu-
late shapes in the liquid in order to interact with the system. The system identifies a 
magnetic flux change when a finger moves perpendicular and vertically in relation to 
the surface. The flux change is detected by the Hall Effect sensors embedded beneath 
the surface of the ferrofluid, which sense the magnetic field produced by the magnets 
worn on the fingers. In turn, an electromagnet also contained beneath the surface of 
the ferrofluid is activated and produces a field in which the ferrofluid reacts to, pro-
ducing a ferrofluid button. The distance between the finger and the ferrofluid button is 
mapped to the pressure and intensity of the click. Haptic feedback is felt by the user 
through the natural vibrations of the magnet worn on the fingertips. In the following 
section we will describe both the hardware (sensing and actuation) and software de-
sign of the system in detail. In essence, the Linetic system consists of a set of control-
ler circuits to control the flow of the current, an array of Hall Effect sensors to detect 
user interaction, an array of electromagnets to actuate the ferrofluid, a ferrofluid  
pool, a MAX/MSP sub-system for sound generation and a software application  
programming interface (API). 
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Fig. 2. A System diagram of the Linetic system  

3.1 Hardware Design 

In the following section, we will outline the various hardware sub-systems of the 
Linetic system. Hardware sub-systems include the sensing method, the actuation  
accessory, the electromagnetic array and circuit.  
 

 

Fig. 3. Interacting with version two of the Linetic system using the wearable accessory  

Sensing. The hardware for sensing is performed by magnetic Hall Effect sensors 
manufactured by Hamlin Electronics. Hall Effect sensors measure the density of a 
magnetic field. The sensor produces an analog output when it is under the influence 
of any magnetic field. The sensor output is connected to the analog-to-digital  
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converter of the micro controller used. The sensor is placed directly on top of each 
electromagnet while the user’s finger carries a powerful neodymium magnet with like 
poles of each magnet facing one another. When the electromagnet is turned on, the 
sensor output becomes fully saturated. If a neodymium magnet of the same pole is 
brought close to the surface, the sensor output drops and this is detected as the pres-
ence of the user’s finger. Voltage drop of the sensor is dependent on the strength of 
the external magnetic field. Therefore, a sensor voltage drop is much higher when the 
distance between the finger and the ferrofluid display is reduced. This measurement is 
used as an input to control the height of the spikes, which are a product of the system. 

Actuation Accessory. The actuation of the system, as seen in Figure 3, takes place 
when the user moves their fingers across the ferrofluid surface while wearing a mag-
netic finger accessory. To design this accessory, we looked at various accessories 
musicians wear on their fingers, such as guitar picks, to give us ideas on how to best 
design an accessory that acted as a natural extension of the finger. Achieving this kind 
of interaction was important for us so we decided to design a ring that allows the us-
ers to wear and play with the system. We also developed a wand that can be waved 
over the surface in order to provide an alternative method of interaction with the sys-
tem but in this manuscript we will focus on the wearable configuration.   

 

 

Fig. 4. Design iterations for the wearable component. The final design is still being developed.  

We designed a ring that could be worn on the index finger of each hand. Figure 4 
shows some of the design iterations. The rings contain a magnet that allows users to ac-
tuate the ferrofluid through natural gestures and finger movements. The ring has a cylin-
drical base made of plastic with a metal, coned shaped tip containing a magnet. When the 
users play with the system, they can sense a subtle haptic feedback through magnetic 
repulsion. This enables users to judge the distance from the liquid surface without touch-
ing it. This is important since when the user gets too close to the fluid, the liquid will 
become attracted to the metal cone. To avoid this, the haptic feedback enables the user to 
use the fluid interface without wetting or staining the fingers. Furthermore, electromagnet 
polarity is configured in such a way as to repel the magnet on the user’s finger, once 
again subtly directing the user to not place her hands too close to the liquid. 
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Actuation. The screen consists of ferrofluid placed in a shallow acrylic container. 
This container is placed on top of an array of electromagnets. These electromagnets, 
when turned on, actuate the fluid, causing it to form bumps and/or spiky buttons de-
pending on the strength of the magnetic field produced. The system is powered using 
an array of ATX power supplies. These power supplies are then fed to a current limit-
ing circuit. The output current from the cur- rent limiter circuits is distributed to the 
magnet driver board consisting of full-bridge drivers. By feeding the micro-
controller’s pulse-width modulation (PWM) signals to the magnet drivers, the elec-
tromagnetic field produced by the electromagnet array is controlled. This electromag-
netic field creates spikes in various shapes and sizes on the surface of the ferrofluid 
display.   

3.2 Software Design 

In the next section, we will outline the various software sub-systems of the Linetic 
system. Software sub-systems include the Linetic OUI Framework, sound generation 
and the circuit firmware. Software sub-systems include the Linetic OUI Framework, 
sound generation and the circuit firmware.  

Linetic OUI Framework. One of the objectives of the research is to develop a soft-
ware framework for the project. It consists of a system background service and a Java 
API extension. The framework hides the complexity of the overall hardware and low-
level software code from the developer and provides a convenient way to plug differ-
ent sub-systems into the Linetic system. Therefore the Linetic system could be confi-
gured as a tangible input device, a tangible display, or perform both operations to the 
external system simultaneously. Various kinds of external systems could communi-
cate with the Linetic system through the Linetic OUI framework API.   

Sound Generation. In this application we attached Linetic to an instrumental music 
generation program developed in the MAX/MSP environment. The Max/MSP patch 
that is used detects incoming signals from the framework and activates appropriate 
midi piano keys to create sound.   

Circuit Firmware. The circuit firmware is written in C and programmed into the 
microcontroller within the circuit. It communicates with the PC through USB inter-
face and receives information regarding ferrofluid actuation patterns. According to 
the given information, it dynamically actuates the ferrofluid and creates dynamic 
patterns in the ferrofluid display by changing the current of the electromagnet grid 
underneath the ferrofluid container.   

4 Experiments and Results 

The previous work of authors includes a series of experiments to measure spike 
height versus current, distance of two adjacent spikes, transient state of the system 
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and the static linearity of the system [1]. These experiments demonstrated the lineari-
ty of the control mechanisms, which are used in the Linetic system. Since magnetic 
systems are highly nonlinear, these experiments represent a significant step in control-
ling ferrofluids. The following experiments explore the control mechanisms of the 
system. 

4.1 Experiment 1: Hall Effect Sensor Reading versus Vertical Distance 

 
 

Fig. 5. Sensor output versus vertical distance  

The point of this experiment is to understand the Hall Effect sensor readings in re-
lation to the vertical distance of the actuator (in this case, the finger-worn actuation 
ring) from the surface. This experiment has been conducted using a Hall Effect sensor 
and an electromagnet, which generates an average flux density on the surface from 
450 to 1950 Gauss for the range of 6V to 24V with 1.9A to 7.5A of electrical current. 
In the experiment we kept the power of the electromagnet at a constant voltage of 
10V and a driven current of 2.44A, with the sensor on the vertical axis on top of the 
electromagnet. The sensor reading is measured versus the distance to the electromag-
net. The value of the sensor output voltage taken is the mean value in one second. 

This plot shows (Fig.5) that the sensor is most sensitive with respect to the vertical 
distance from 0cm to 3cm. When the distance is greater than 3cm, the change in out-
put is much lower. At larger distances, for example the values of 6cm and 7cm, the 
difference in voltage is only 0.011 volts. However such a small voltage difference is 
not detected by the microcontroller used for this iteration of the system. Therefore, 
the sensor cannot detect motion from 6cm to 7cm, but it can detect longer distance 
motion, e.g. moving from 6cm to 8cm.  
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4.2 Experiment 2: Hall Effect Sensor Reading versus Horizontal Distance 

This experiment is similar to this first experiment, but looks at horizontal distance as 
opposed to vertical distance. Once more keeping the power of the electromagnet con-
stant, the sensor is placed on the vertical axis of the electromagnet at 2cm, since at 
this distance the sensor is most sensitive, registering the largest change in values with 
respect to the distance moved. An oscilloscope was used to measure the voltage  
output of the sensor.  

 

 
 

Fig. 6. Hall Effect sensor output versus horizontal displacement  

Experiment 1 shows that the resolution of the system cannot distinguish any small-
er changes. Within 0.02 volts, the magnetic field at 3.5cm and beyond is too small to 
cause a change in the microprocessor. This experiment shows that the magnetic field 
from the horizontal area of the magnet is too small to be detected at the optimal ver-
tical distance. This is advantageous for the system since the tracking system gives an 
almost perfect horizontal reading without external noise from the neighboring  
magnets.  

4.3 Experiment 3: Characterization of Magnetic Hall Effect Sensor Readings 
under the Influence of Multiple Magnetic Fields 

In this experiment the readings of the Hall Effect sensor are measured to determine 
the influence of the magnetic fields generated by the electromagnets and neodymium 
magnets. These readings will provide the appropriate parameters for the microcontrol-
ler firmware.  
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The electromagnet is connected to a power supply, supplying 10V and up to 2A of 
current. Its output magnitude is controlled by a Pulse-Width Modulated (PWM) input 
to the driver circuit. It is positioned such that the field of the North Pole is directed 
vertically upwards and the South Pole vertically downwards. The sensor is supplied 
the rated of 5V and is positioned such that it is in level with the top of the electro-
magnet and directly next to it. The reading of the steady-state output voltage of the 
sensor is recorded using the oscilloscope, while varying the height and direction of 
the neodymium magnet and the PWM input to the electromagnet. First the default 
sensor value is taken. Without the neodymium magnet or electromagnet influence, the 
reading is 2.50V. Next, with the neodymium magnet pole at South Pole (facing 
down), the PWM values and distances are measured.  

 

  

Fig. 7. Sensor reading values obtained for different distances versus PWM  

Here (Fig.7) the strength of the electromagnet’s field serves to decrease the reading 
of the sensor, whereas the position of the neodymium magnet field serves to increase 
the reading of the sensor. This results in a case where the value of the sensor is unable 
to detect the presence of the neodymium magnet due to the electromagnet’s field. 
From the data we gathered, this occurs in the case when the distance of the neody-
mium magnet is 7.0cm. If the electromagnet is off, the reading is 2.53V, but if the 
electromagnet is turned on, the reading falls below the 2.50V neutral value. To cir-
cumvent this problem, we could use like poles instead of unlike poles, i.e. the North 
side of the neodymium magnet facing the North side of the electromagnet. This caus-
es both magnets to boost each other’s readings, which can be compensated for by 
changing the sensitivity in the software. This approach has the peripheral advantages 
of preventing the two magnets from attracting each other and preventing the neody-
mium magnet from picking up the ferrofluid contained on the surface of the system. It 
also provides a means for haptic feedback while using the system.  
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5 User Interaction Methodology 

In regards to the user interaction methodology, we attempted to simulate some inte-
ractions that reflect both the aesthetics and playfulness of interacting with fluid. Al-
though the dramatic effects of water as a tactile surface has been previously explored 
[19], no precedent in regards to the interaction with ferrofluid, which has distinct fluid 
characteristics, has been recorded. Due to this, an adaptation of previous methods as 
well as trial and error was employed. 

 

 

Fig. 8. Version Three of the Linetic system without the splash cover  

Due to the messy nature of ferrofluid as well as the nature of sensing inherent to 
the system, we decided to employ a finger accessory that allowed users to interact 
with the fluid without actually touching it. This reduced the methods of interaction to 
that if simple mid-air gestures, some of which are employed in [1]. These gestures 
included waving and tapping. Like-polarity between the surface and fingertip magnets 
allowed a force resistance that made tapping a particularly compelling interaction. 

Later on, we decided to remove the haptic subsystem in order to concentrate on the 
visual and audio effects of the system. This led us to the third iteration of the Linetic 
system. 

6 Aesthetic Interactions with Linetic 

Although efficiency and speed are two important characteristics for most technical 
devices, research suggests that these attributes are not sufficient to fulfill all of a us-
er’s needs [4] [16]. Aside from the technical characteristics of the device, a user needs 
a series of other characteristics that enrich the user experience of an artifact, device or 
technology. People search for these characteristics that allow exploration and a holis-
tic experience of an artifact instead of just basic features. Through Linetic, we hope to 
tap into these deeper desires and human emotions in order to be able to produce a 
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more enriching, aesthetic experience of the system. The aesthetic experience refers to 
the pragmatic aesthetics that Dewey [3] and Shustermann [21] describe, as well as the 
guidelines that Petersen and others have developed for Aesthetic Interactions [18] 
from the pragmatist aesthetics viewpoint.  

Fels [5] states that for an individual to have an aesthetic experience there needs to 
be an intimacy that is built between the person and the object. Fels believes that when 
people are able to manipulate an object skillfully or intimately, this produces an aes-
thetic experience. He describes four types of relationships that one is able to have 
with an object and these are as follows: the person communicates with the object; the 
person embodies the object; object communicates with person; object embodies the 
person. Through Linetic we are able to achieve the first three of these experiences: 
person communicates with object; object communicates with person; the person em-
bodies the object. 

First, the user is able to communicate with the system in a direct and natural way 
through touch. Interacting with the liquid, the user can start a dialogue in which the 
system responds to the user. The still, dark pool of ferrofluid, with its reflective sur-
face like a black mirror, has the ability to draw people to it in the same way artist 
Richard Wilson [26] was able to capture the imagination of his audience with his 
installation 20:50 - a room filled with thick sump oil. According to Khaslavsky et al. 
[12], the first step to seduce your audience is to entice them in order to grab their 
attention. It is the very liquid quality of ferrofluid that makes it a material that probes 
curiosity and encourages interaction. This curiosity naturally leads to one wanting to 
touch the liquid and explore it. 

The Linetic system possesses the playful characteristics needed for learning by 
playing, which is a learning mechanism for most people. The system lends itself to 
playful exploration and thus a relationship with the system can begin. Unlike a solid 
tangible interface, liquid has the ability to take the shape of its container and allows 
for the free maneuvering of itself. As people move their fingers above the liquid they 
begin to learn quickly how to sculpt and manipulate the liquid, creating three dimen-
sional, liquid sculptures combined with sound that respond to the user’s tactile explo-
ration. This seemingly magical quality of being able to sculpt ferrofluid has been the 
main spark of inspiration that motivates us to exploit this interaction. 

Aesthetic interaction suggests that the use of the system gives it meaning and creates 
an aesthetic experience [19], the appropriation of Linetic by the user and the freedom 
for improvisation makes this a platform for creative expression. Here the user is able to 
intelligently construct music through the simple and ordinary actions of playing with 
liquid, making the natural into a magical experience, thus capturing their imagination. 

The third way in which a person can relate to an object is when the object commu-
nicates to the person; there is no interaction and it is much like how we enjoy a paint-
ing. Even at this level Linetic has the ability to engage the audience. The liquid, 
which seems to have a life of its own, can mesmerize even non-interacting audiences 
and this quality was evident in the works of Sachiko Kodama. With Linetic, the au-
dience can reach out to the liquid and with the movement of their fingers, can engage 
with this liquid as a piano player would with piano keys. This allows the user to  
engage in a more intimate way with the interface as Fels defines intimacy, and allows 
the user to use this interface as an extension of them. 
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One of the questions we wanted to address with this project was how we can keep 
audiences engaged in the experience, and help them take away a meaningful expe-
rience. Music or art that has stood the test of time are examples of works where the 
creator is able to captivate the audience even after decades from when the work was 
produced [17]. Many interactive systems today have not yet been able to capture users 
in the same way. People easily adapt to new technologies and once they understand 
how to use it, it can or frequently looses its novelty. Liquid is a material that people 
from different disciplines continue to study to understand its powerful effect on our 
body, mind and beyond. Liquid as an interface for computing opens the possibility of 
a whole new way of how we understand and engage with the computing world.  
The exact ways in which we might use liquids in future interactive systems is still to 
be explored and Linetic is a beginning of this exploration.  

7 Characterizing Linetic as Disposed to Analogness or 
Digitalness  

Using the method offered by Koh et al.  [15]. we attempted to situate Linetic in the 
Analogness-Digitalness Continuum (ADC), by comparing the system with the charac-
teristics for interactive systems offered in the research. Table X shows a breakdown 
of how Linetic scored in regards to its Analogness & Digitalness. 

Table 1. A table showing how Linetic scored in terms of its disposition to Analogness or 
Digitalness  

Characteristics of Analogness & Digitalness Affirmative 

The Interface is Intuitive  

Interaction is Continuous ✓ 

Content and Media are Singular in Embodiment ✓ 

Content and Media are Dichotomistic in Embodiment  

Interaction is Discrete ✓ 

The Interface is Mediated  

Hybrid Candidate? ✓ 
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In Analysis of how Linetic scored, we found that our current version of the interac-
tion required some training before being able to use the system and thus did not meet 
the requirements of an initiative interface.  

However Linetic did meet the requirements for a continuous interface where media 
and content are a singular embodiment, as the morphable ferrofluid used in our inter-
face is both a visual component of information feedback to the user (in addition to 
sound and formally, haptics), as well as the interface where the user interacts with the 
system. 

Curiously depending on the configuration of Linetic, the interaction characteristics 
could become discreet. This is mainly due to the possibility to use Linetic as an inter-
face device to an external system. 

In conclusion, we find Linetic to lean towards the Analogness side of the conti-
nuum, with hybrid-like qualities depending on the configuration of the system. 

 
Future Work 
Future work for this project involves efforts in several directions: exploration of new 
materials, new array configurations, and improvements in the methodology of gestur-
al interactions and most importantly, the development of relevant applications in or-
der to explore the full potential of human-computer interaction using liquids as a  
medium. 

The search for new materials for different effects and increased controllability in-
volves experimentation with materials such as electrorheological (ER) and magnetor-
heological (MR) fluids. These materials will provide another avenue for OUIs and the 
Linetic project. 

Refinement of the electromagnet array is also important so as to create a more fine-
grained and higher-resolution display. The use of other magnet arrangements will also 
enable us to control electromagnetic fields better, so as to create more complex and 
intricate shapes, which will enable us to explore more real-world applications.  

An effort to create a concise library of gestures that are more intuitive for use with 
the system is also desirable in order to disseminate a methodology in which other 
researchers can base new research on. Once a concise gestural library is created the 
project will focus on developing and executing more user studies in order to fine-tune 
the usability of the system. Finally an integrated development environment (IDE) for 
direct programming of Linetic is desired so that the technology can be shared interna-
tionally, which can foster application development in the academic and commercial 
markets.  

8 Conclusion 

In this manuscript we describe new iterations of the Linetic system that uses the Hall 
Effect as a novel form of interaction and actuation. By using Hall Effect sensing in 
combination with a new accessory worn on the fingertips, users avoid messiness and 
staining, which was a previous downfall of the original system.  
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We also outline in this paper, three new experiments that enabled us to develop the 
new iterations of the Linetic system. These include findings regarding the relationship 
between perpendicular distances of the Hall Effect sensor and the magnetic field gen-
erated by the electromagnetic array embedded in the surface of the system, the characte-
rization of the magnetic Hall Effect sensor readings under the influence of multiple 
magnetic fields, and the relationship of distance from the sensor versus PWM. 

A preliminary user study was also performed in order to understand the usability of 
the system, as well as to inform the authors on the possible challenges of evaluating 
such a system for use as an interface and display device. We also discuss the addition 
of haptic feedback facilitated by the vibration of the magnets placed on the fingertips, 
providing an additional modality of feedback, along with the previously developed 
modalities of sound and visual output. This new actuation accessory provides a means 
for users to interact with the Linetic system without the need to actually touch the 
ferrofluid, and still provides instantaneous tactile feedback. 

Finally we also discuss the aesthetic implications in regards to the user’s expe-
rience when using the Linetic system. The aesthetic implications of using liquid as a 
means for human-computer interaction are an important topic in regards to our re-
search. We felt a need to outline these implications in order to accurately prepare for 
future liquid-based interactive systems. 
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Abstract. For expert interfaces, it is not obvious whether providing multiple 
modes of interaction, each tuned to different sub-tasks, leads to a better user ex-
perience than providing a more limited set. In this paper, we investigate this 
question in the context of air traffic control. We present and analyze an aug-
mented flight strip board offering several forms of interaction, including touch, 
digital pen and physical paper objects. We explore the technical challenges of 
adding finger detection to such a flight strip board and evaluate how expert air 
traffic controllers interact with the resulting system. We find that users are able 
to quickly adapt to the wide range of offered modalities. Users were not over-
burden by the choice of different modalities, and did not find it difficult to  
determine the appropriate modality to use for each interaction. 

Keywords: Paper computing, augmented paper, digital pen, interactive paper, 
tangible interfaces, air traffic control.  

1 Introduction 

In modern air traffic control centres, paper flight strips continue to be used by air 
traffic controllers because they provide a tangible interface that aids in the visualiza-
tion of the aircraft under their control. Flight strips allow easy collaboration and shar-
ing of duties and provide an efficient means of recording communication between 
pilots and air traffic controllers [16]. However, as the flight strips are paper artifacts, 
the information they contain cannot be digitally processed to help air traffic control-
lers perform more efficiently and more safely. For example, with a paper-based sys-
tem, it is impossible to automatically alert an air traffic controller when a plane is 
given clearance to descend to a level before that level has been vacated, or to warn the 
air traffic controller if an aircraft overshoots its assigned flight level. Although com-
puter-based systems exist, controllers have been reluctant to adopt them. This reluc-
tance is in part due to the superior interaction qualities offered by paper. 

New technologies including multi-touch surfaces, Anoto pens [2] and augmented 
reality (AR) have led to new interaction techniques that have the potential to bridge 
the gap between the digital world and paper flight strips, allowing information entered 
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onto flight strips to be recorded digitally, while still allowing air traffic controllers to 
manipulate the strips in a physical manner. In addition to increasing safety, a digital 
system can assist the controller, making it easier to locate flight strips and schedule 
aircraft. For example, when the controller points to an aircraft on the radar screen, the 
associated flight strip can be highlighted. Similarly, if the controller points to a flight 
strip, the plane can be highlighted on the radar screen. This has led us to the develop-
ment of the Strip’TIC augmented flight control system where controllers can fluidly 
switch between pen and touch interaction on both physical and digital strips. This 
supports the familiarity and rapid interaction of traditional techniques while providing 
the safety and collaboration opportunities of digital interaction. 

Combining multiple technologies in this way has the potential, however, of bur-
dening users with too much choice. In a given situation, users must determine whether 
it is better to use a pen on a paper strip, pen on a digital strip, or touch-based manipu-
lation of the paper strips. It is not obvious that this proliferation of input possibilities 
necessarily leads to a better user experience. We therefore ask the question of wheth-
er, in the domain of air traffic control, more options and modalities are helpful, or 
merely lead to confusion. We are interested in how users deal with the availability of 
different input techniques: do they take advantage of the numerous options, or do they 
settle on a smaller subset of the options? And if they use only a subset, do all users 
choose the same subset, or different ones? 

In this paper, we present an interface that combines multi-touch, Anoto pen, tangi-
ble objects and augmented reality and investigate the interactions involved in several 
tasks typically performed by air traffic controllers. For each task, we have developed 
a variety of possible interaction techniques. The interactions were initially developed 
based on sessions observing the existing processes used by air traffic controllers at the 
Toulouse Blagnac Airport and at an air traffic control simulation centre in Toulouse. 
The interactions were then evaluated by air traffic controllers and modifications were 
made based on their feedback. The air traffic controllers then completed a scenario 
based on the task of flight stack management during which we observed the tech-
niques they selected to use. Semi-structured interviews were used to gain further in-
sight into the controllers’ actions and their reasons for preferring different types of 
interactions. 

This paper makes two main contributions. First, our technical contribution ad-
dresses the complex challenges of combining of paper strips, digital pen and finger 
tracking. Our implementation is simple, flexible and allows finger, pen orientation 
and tangible object detection. Second, we have investigated the impact of combining 
multiple input techniques. We find that users are able to quickly adapt to an interface 
that offers such a wide range of modalities. The availability of different modalities did 
not overburden the users and they did not find it difficult to determine the appropriate 
modality for each interaction. 

The paper is organized as follows. We first present related work on technologies 
and interactions for combining multiple types of input, specifically focusing on those 
that involve pen and/or paper. Next, we describe air traffic control centres, followed 
by a description our system that combines multi-touch and pen technology with tang-
ible paper objects and augmented reality. We then present a user study in which air 
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traffic controllers tested and evaluated various interaction techniques, and discuss the 
results from these sessions. Next, we discuss how combining different modalities 
impacts the user experience. Finally, we conclude by describing how this work will be 
used to guide the development of the next iteration of our augmented strip board. 

2 Related Work 

Related work comes from two areas. First we look at research into technologies that 
have been used to create new user interfaces that combine other technologies with pen 
and paper computing. Following that, we look at research involving the types of  
interactions that are used with these interfaces. 

2.1 Paper and Pen Computing 

Technologies for interacting with pen and paper can be divided into four broad cate-
gories [22]:  

• Scanning and interpreting the content of paper documents;  
• Identifying and tracking the location of paper artifacts; 
• Capturing input; and 
• Outputting information onto paper 

Many pen and paper interfaces have been developed that focus solely on capturing 
input from a digital pen. These applications cover a diverse range of areas such as 
documenting scientific research [17], filling out paper forms, composing music [25], 
mapping [6] and managing medical records [6]. These applications either record in-
formation digitally for later transfer to computer or they may display the data as it is 
entered, allowing verification and correction in real-time. 

Other applications focus on tracking paper artifacts and using gestures to change 
the information displayed. Paper Windows [11] uses markers to track the locations of 
several sheets of paper and supports gestures for manipulating the information dis-
played. Mouse-light [21] uses Anoto technology to track the position of a small pro-
jector on engineering drawing and display augmented information. Similarly, a hand-
held display such as a smart phone can be used to augment information displayed on 
paper maps [19]. Markers such as ARTags [3] allow the position and orientation of 
objects, including paper, to be tracked in three-dimensional space. Do-Lenh et al. [7] 
use a combination of ARTags and touch detection to create multi-finger interactions 
with paper. 

Recent research has investigated techniques for combining pen input with multi-
touch surfaces by applying transparent Anoto film to an LCD display [10] or a back-
projected FTIR touch display [15]. Aitenbichler and Schnelle-Walka [1] describe an 
architecture for combining Anoto, touch and AR based markers. However in order to 
detect the markers through the back-projection foil, the authors found that they 
needed to be constructed using reflective foil for the white portions of the markers. 
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Despite the wide range of applications and technologies that exist for interacting 
with pens and/or paper, to the best of our knowledge, no applications exist that com-
bine the identification and tracking of paper artifacts with the capturing of pen input 
and outputting information onto the paper artifacts. Our Strip’TIC application for 
managing paper flight strips tracks the position of paper strips using ARTags, allows 
users to input information by writing directly on the strips, and provides feedback by 
projecting augmented information directly onto the paper strip. In addition, the paper 
strips are positioned on a back-projected surface supporting both Anoto and multi-
touch input. 

We next look at the types of interactions that are possible with direct input tech-
niques such as multi-touch, pen input and tangible objects. 

2.2 Interaction Techniques 

Multi-touch surfaces have lead to a wide range of gestures and interactions. For selec-
tion and dragging tasks on a table top surface, Forlines et al. [8] show that for a uni-
manual task, users performed better using indirect mouse input compared to direct 
touch. However, for symmetrical bi-manual tasks, direct-touch was superior. Ringel 
et al. describe gestures for rotating, panning and resizing documents on a multi-user 
interactive surface [20]. Wu et al. present a series of gestures for multi-touch surfaces 
and discuss guiding principles for designing such gestures [28]. Wigdor expands on 
this by defining a classification system for gestures based on the number of fingers 
involved, the number of shapes and the type of movement [27]. Morris et al. explore 
cooperative gestures, where the system interprets the input of multiple users as  
contributing to a single command [18]. 

Combining pen technology with multi-touch tabletop displays opens up new inte-
ractions that combine the expressiveness of touch gestures and interactions with the 
precision of pen technology. Most research on interaction techniques that combine 
touch and pen inputs focuses on extending touch surfaces to also support pen input. 
Yee [29] investigates single touch and pen interactions, suggesting that the finger be 
used for panning and the pen for drawing. Brandl et al. compare bimanual interactions 
using two pens, two-handed touch and a combination of pen and touch [4]. They 
found that the pen-touch combination was superior (faster and fewer errors) to either 
touch or pen interaction alone. They discuss general design principles for combining 
pen and touch input and in particular the difference between the roles of the dominant 
and non-dominant hand. Hinckley et al. [9] identify nine design considerations for 
combining pen and touch interactions and discuss how people’s behaviour when inte-
racting with physical pen and paper relates to touch+pen interactions. They propose a 
clear distinction between the functionalities of pen and touch: the pen writes and 
touch manipulates, although they encounter some situations where this rule needs to 
be ignored; particularly, when interacting with menus, users expected pen and touch 
to be interchangeable. For information visualization tasks, Walny et al. [26] show 
similar results, finding that users have clear expectations about what type of  
interactions should be touch or pen based.  
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Tangible user interfaces have many advantages over traditional graphical user in-
terfaces [13]. They provide direct haptic feedback as the user is able to manipulate 
real physical objects and does not need to wait for indirect visual feedback on screen. 
Tangible objects provide persistence; even if computers fail they still work. They 
provide a seamless representation of information across physical and digital domains 
and they tend to encourage two-handed and multi-user interaction. 

Pen and paper interfaces form a subset of tangible user interfaces. Users can mani-
pulate paper objects by moving, rotating, stacking and folding them [11] as well as 
writing and drawing on them and pointing to them with a pen [30]. 

Holman [11] describes basic gestures such as holding, collating, flipping, rubbing, 
stapling, pointing and two-handed pointing for interacting with PaperWindows which 
can be moved about in three dimensions. Do-Lenh et al. [7] suggest a set of finger 
gestures suitable for interacting with paper on a touch surface. The finger gestures 
may either interact with the touch surface or with the paper. As well they define  
gestures for transforming the paper: moving, rotating and covering. 

Yeh [30] divides pen and paper interactions into two categories: drawing and 
commands (gestures). Within these categories, he suggests that there are four types of 
interactions: selection, writing, drawing, gestures. 

In this paper, we extend this work by investigating how multi-touch, Anoto and 
augmented paper can be combined in the real world application of air traffic control at 
an approach control centre. We show how the combination of technologies allows us 
to leverage the strengths of each technology and point to new interactions that utilize 
multiple technologies. 

The following section describes the different types of air traffic control centres fol-
lowed by a description of the process of stack management, one of the tasks  
performed in an approach control centre. 

3 Air Traffic Control Centres 

Based on the portion of the flight for which they are responsible, air traffic control 
centres are divided into three categories: tower, approach, and en-route. The tower 
control centre is responsible for the plane from the moment it begins take-off until the 
plane is in the air and appears on the radar screen. At this point, responsibility is 
passed to the approach centre. The controllers at the approach centre are responsible 
for the aircraft until it has left the airspace around the airport. At this time, control is 
passed to an en-route centre. A series of en-route centres will pass control from sector 
to sector and possibly country to country until the aircraft approaches its destination 
airport. Control is then passed to the approach centre for the destination airport. The 
approach centre accepts responsibility for aircraft arriving from multiple directions 
and must schedule their arrival at the runway to ensure optimal spacing between 
flights. When the plane has been scheduled for landing and is on final approach to the 
runway, responsibility is passed to the tower control centre. 

Our work focuses on the tasks performed at approach control centres. An approach 
centre will typically have two or three controllers depending on the volume of traffic. 
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Fig. 2. The flight strips on the strip board are organized into three groups. The upper left and 
right groups contain the strips for aircraft in each of the two stacks. The centre group holds the 
strips for the aircraft that have left the stack and are approaching the runway beacon. 

the upper left and right represent the aircraft in the two stacks, and the strips in the 
centre represent the flights that have been cleared to exit the stack. The time of depar-
ture from the stack and the expected landing time are written on the strip. 

Our augmented strip board, shown in Figure 3, maintains the same arrangement of 
flight strips, but provides the air traffic controller with augmented information. The 
flight levels within each stack are clearly shown along the left and right sides of the 
board and lines connect each flight strip with its level within the stack. When planes 
are scheduled to depart the stack, the departure time and the expected arrival time are 
automatically calculated and projected onto the flight strip. 

 

 

Fig. 3. Augmented information clearly indicates the level of the aircraft in each stack. The 
times for departing the stack are automatically calculated and displayed. 

We next describe our augmented flight strip board and the technical challenges of 
providing multi-touch capabilities. 

4 Augmented Strip Board 

Strip’TIC [12,14] was developed to bridge the gap between paper flight strips and 
fully electronic systems. The challenge was to provide all the efficiency and safety of 
an electronic system while continuing to allow air traffic controllers to interact with 
and write on paper flight strips. Strip’TIC was initially designed as a pen-driven inter-
face. This allowed controllers to write on the paper strips and have the information 
recorded electronically. To provide feedback, we needed to track the position of the 
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strips. This was accomplished using AR tags on the bottom of the strips and a camera 
located beneath the strip board. Top projection was added to display the feedback 
directly on the paper strips. Bottom projection was used to display additional informa-
tion on the strip board such as a virtual representation of a flight strip when the paper 
strip was removed from the board, and buttons for selecting different modes of opera-
tion and for inputting data. We also wanted the users to be able to interact with both 
the strip board and the radar screen and thus these surfaces were covered with Anoto 
film. 

During initial user testing, it was found that air traffic controllers wanted to be able 
to use their fingers to interact with either the paper or virtual strips. Thus, we began 
investigating how to add multi-touch interactions. The next section describes some of 
the technical challenges in adding touch capabilities to the strip board. 

4.1 Multi-touch Technical Challenges with Strip’TIC 

The physical shape of the strip board makes multi-touch interaction challenging and 
makes many of the standard techniques for touch interaction such as Frustrated Total 
Internal Reflection (FTIR), Diffuse Illumination (DI) and LED frames infeasible. 
Instead of a smooth surface as found on typical multi-touch tables, the strip board 
contains a series of ridges or steps that allow the controllers to easily align the paper 
strips horizontally and keep them in place. To provide a light source for detecting 
touches, we shine a layer of infrared light above the surface of the strip board [24]. 
When the surface of the board is touched, this light is reflected down through the strip 
board and is detected by a camera beneath the board (see Figure 4). The Community 
Core Vision (CCV) library processes the camera image and outputs finger tracking 
data. To create the layer of light, a row of 48 infrared LED’s was attached slightly 
above the strip board along the left and right sides of the board as shown in Figure 5. 
Because the paper strips are flat and below the level of the infrared light, they are not 
detected and do not interfere with touch detection. However, the surface of the strip 
board itself does cause multiple false touches along the edges of the ridges. Fortunate-
ly, the bands where these false touches occur are narrow and are found in areas where 
the user does not need to touch. Thus, in software, we are able to ignore any touches 
that originated within one of these bands.  

 

 

Fig. 4. Light from the infrared LED’s is reflected through the strip board when it is touched 
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Other research has used techniques such as hand occlusion [5] or pens with Wa-
com tablets [23] to determine the pen orientation. The light detection from our touch 
surface provides an additional technique. 

4.3 Tangible Input Devices 

The multi-touch surface of the strip board creates the potential for other input devices. 
We investigated two potential devices for entering flight headings, represented as a 
value from 0 to 355 rounded to the nearest five degrees. The first device (Figure 7a) 
consisted of a raised ring of plastic mounted on the strip board. The position of the 
user’s finger on the ring was used to calculate the heading angle. The second device 
(Figure 7b) consisted of three LED’s forming an isosceles triangle powered by a nine-
volt battery. The device could potentially be placed next to a flight strip to enter the 
heading for that flight. 

Thus we see that in addition to providing finger detection, our touch detection sys-
tem also allows for the detection of both pen orientation and of other tangible objects. 

5 Interactions with Paper Flight Strips 

Our observations at Toulouse Blagnac Airport approach control centre and at the air 
traffic control simulation centre at École Nationale de l’Aviation Civile in Toulouse 
confirmed that air traffic controllers at approach centres interact with paper flight 
strips in a manner similar to air traffic controllers at en-route centres [16]. Air traffic 
controllers arrange strips using one hand or two hands, and point at strips to indicate 
issues with or potential conflicts between aircraft. The controllers switch rapidly and 
frequently between holding a pen to write and using the same hand to manipulate or 
point to flight strips. The pen is also used to point to locations on the strip board and 
on the radar screen. In the approach centre, there is a segregation of duties between 
the planning controller who coordinates with the en-route control centres and passes 
control of aircraft to and from these sectors and the radar controller who communi-
cates with the pilots to execute the flight plan determined by the planning controller. 
Frequent collaboration occurs between the two controllers, with the planning control-
ler inserting new strips on the board of the radar controller. The paper flight strip 
plays a key role in this collaboration.  As the strip is passed from one controller’s strip 
board to another, responsibility for that aircraft is implicitly transferred between  
controllers. 

In developing interactions with augmented flight strips, we wanted to preserve as 
much as possible the existing interactions with paper strips while providing oppor-
tunities for increased safety and efficiency that computer based systems have the  
potential to provide. 

As an aircraft descends through multiple levels within the holding stack, the flight 
strip can become covered with circles and lines. We preserve the same interaction, 
allowing the controller to write on the flight strip using the Anoto pen. The system 
recognizes the circles and lines and highlights the last level selected using top  
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projection. In addition, when a flight level clearance is given, a thick white line ap-
pears that connects the flight strip to the appropriate level in the stack. When the 
flight strip is moved on the strip board, the top projected images and the white line 
follow the strip. 

We also created several alternate interactions for entering flight level clearance in-
formation into the system, such as buttons projected along the sides of the strip board. 

6 User Study 

Our augmented strip board has the advantage of combining traditional paper-based 
and AR-based digital interaction with flight strips. We wished to address the question 
of whether users were capable of usefully working with all of these modalities, or 
whether they led to confusion. 

To investigate this question, we held design sessions with 10 air traffic controllers 
with 5 to 35 years experience (average 16 years) from eight different approach centres 
in France including Paris, Orly, Brest, Marseille and Blagnac. Seven of the partici-
pants were male and three were female; eight were right handed and two were left-
handed. Eight of the controllers had previously seen a demonstration of the Strip’TIC 
system; however, none had used the system. Nine had experience using a touch sur-
face such as an iPad or smart phone and one participant had previously used a digital 
pen. Each session lasted approximately 45 minutes. 

During the sessions, the system was demonstrated to the controllers who were giv-
en time to experiment with different interactions and become familiar with the sys-
tem. The controller was then given a series of tasks to complete using different inte-
raction techniques. Semi-structured interviews were used to obtain the controllers’ 
impressions of the interaction techniques. All of the sessions were videotaped.  
The tasks performed by the controllers were as follows: 

1. Writing Commands 
• On the paper flight strip, enter flight level 120 
• On the virtual flight strip, enter flight level 120 

2. Freehand Writing 
• On the paper flight strip, indicate that there is a radio problem  
• On the virtual flight strip, indicate that there is a radio problem 

3. Moving Strips 
• Move a paper strip horizontally and vertically 
• Move a virtual strip horizontally and vertically using a finger 
• Move a virtual strip horizontally and vertically using the pen  

4. Pen vs Touch with Buttons on Left 
• Assign flight level 130 using touch only 
• Assign flight level 120 using pen and touch  

5. Pen vs Touch with Buttons on Right 
• Assign flight level 80 using touch only 
• Assign flight level 70 using pen and touch 
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In addition, six of the controllers completed a scenario that involved several tasks. 

1. Using any technique you wish assign the following flight levels:  
• Flight: AF113LS – Level: 110 
• Flight: BMM2010 – Level: 120 
• Flight: BZ716WH – Level: 140 
• Flight: AMC466 – Level: 60 
• Flight: AF015TM – Level: 70  

2. Switching Flight Levels: 
• Change AF113LS to flight level 120 and BMM2010 to flight level 110 
• Change AF015TM to flight level 60 and AMC466 to flight level 70 

3. Writing: Make a note on one of the strips that the transponder has failed 
4. Schedule the next three flights for leaving the stack 
5. Add two more flights to the stack and assign them a suitable flight level 

7 Observations 

We now describe our observations of each of the tasks performed in the user study. 

7.1 Writing Commands on Virtual or Paper Strips 

All of the participants found it much easier to circle the flight level on the paper strip 
than on the virtual strip. With the virtual strip there was always a slight offset between 
where the participant saw the tip of the pen and where the projected ink marks were 
displayed. The offset was due to the thickness of the glass and the angle at which the 
participant viewed the display. The participants were consistently more accurate when 
entering a flight level directly on the paper. 

7.2 Freehand Writing on Virtual or Paper Strips 

Again, all of the participants preferred writing on the paper strip compared to the 
virtual strip. Although the position of the pen was not as critical, the lag in the feed-
back when writing on the virtual strip, made writing more difficult. 

7.3 Moving Flight Strips 

Moving the physical paper strips about the board was found to be the quickest way to 
reposition strips on the board. However, eight of the ten participants, all of whom had 
previous experience using a touch surface, found using touch to select and drag the 
virtual strips about the board nearly as simple and efficient provided that two of the 
strips did not become overlaid. When this occurred, it was difficult to select the strip 
that they wanted to move. With the paper strips, it was easy to separate strips that 
were on top of each other. None of the participants felt that the pen was useful for 
moving the virtual strips. 
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7.7 Devices for Flight Headings 

The two devices for entering flight headings (Figure 7) were demonstrated to six of 
the air traffic controllers. They all had strong opinions about the devices, although 
there was no consensus. Three of the controllers liked the device with the LED’s. 
They liked the possibility of using the device anywhere on the strip board and that it 
could be used in either hand. Right-handed controllers did not like the idea of using 
their left hand to enter the headings with the ring device. One controller, Participant 
10, preferred the ring that was mounted on the strip board, but did not like its current 
location. She felt that adding the LED device was just one too many things. It was ok 
to have paper and pen and touch, but she did not want another device to pick up. Two 
controllers did not like either option, with Participant 7 suggesting a form of keypad 
might be more suitable for entering the headings. 

7.8 General Comments 

The feedback on the system from the air traffic controllers was all very positive. They 
liked the visual representation of the flight levels at the sides of the strip board and 
thought it would be good for organizing stacks. The controllers liked the idea of re-
taining paper strips, especially for passing the strips to another user. They also 
thought that the idea of a virtual strip was useful commenting “Paper can get lost so a 
virtual strip underneath could help with that”. 

8 Discussion 

Strip’TIC was initially designed as a pen-driven interface. However, early user testing 
indicated that air traffic controllers would also like to be able to use their fingers to 
interact with either the paper or virtual strips. Thus, we added multi-touch capabili-
ties. Through our user study, we attempted to assess whether this added modality was 
confusing rather than helpful, and to extract design guidelines for our prototype. 

8.1 Combining Multiple Modalities 

We used our study to address three potential concerns about combining multiple 
modalities: 
 
Ease of Training: Did having multiple modes for completing a task make it difficult 
for the air traffic controllers to learn how to use the system? 

In general, the air traffic controllers had little difficulty in learning to use the sys-
tem. With less than 20 minutes of training time, they were able to use all the modali-
ties and found it straightforward to do so. Air traffic controllers are expert users of 
their systems, and so 20 minutes of training is a negligible cost. 
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Cognitive Overhead: Did having multiple modes of completing a task require the air 
traffic controllers to think about which mode to choose before completing the task? 

Having multiple ways of completing the same task can cause users to spend more 
time thinking about which technique to use to complete the task rather than about the 
task itself. In general, we found that users quickly selected one mode for completing a 
task and continued to use that mode for all the tasks. We did see some examples of 
indecision, for example, when first beginning the task involving assigning flight le-
vels to five flight strips, participant 9 initially reached for the pen. However, he did 
not pick it up and then used touch interactions to enter all the flight levels. 
 
Confusion: Were the air traffic controllers confused by the limitations of some of the 
modalities? 

Confusion may arise when an interaction does not work in the same manner on all 
system features. The current implementation of Strip’TIC has several potential issues 
of this type: 

• The pressure of writing with a pen on a paper strip can cause the strip to move, 
requiring the user to hold the strip in place with the non-dominant hand when writ-
ing. However the virtual strip does not move when writing in the centre area of the 
strip. In contrast, placing a hand on a paper strip will prevent it from moving while 
writing, but placing a hand on the virtual strip will make the strip move, which is 
not expected. 

• Users can touch a virtual strip to select it; however, because the camera used for 
touch detection is located under the strip board, the camera could not “see” touch-
es on the paper strips. Thus it was not possible for users to select a flight strip by 
touching the paper strip. 

• Depending on the location of the buttons for selecting flight levels, there was a 
difference in the ease of using the pen for assigning flight levels. For a right-
handed user, it was easy to select a flight strip using the pen and then use their left 
hand to select a flight level to the left of the strip. However, if a person used the 
same approach for selecting a flight level to the right of the strip, he would be-
come cross-handed and the interaction would be awkward. 

We saw instances of confusion when the participants first used Strip’TIC. For exam-
ple, participant 10 tried placing her non-dominant hand on the virtual strip to hold it 
in place when writing on it and participant 1 became cross-handed when using a com-
bination of pen and touch to enter flight levels on the right hand side of the strip 
board. However, these users quickly adapted and did not display any signs of confu-
sion upon subsequent interactions. We found that all six of the air traffic controllers 
who completed the final unguided scenario adopted essentially the same workflow 
and used all of the modalities: pen for writing on strips, touch for selecting strips and 
flight levels and paper for arranging the flight strips on the strips board. The availabil-
ity of different modalities did not overburden the users and they did not find it diffi-
cult to determine the appropriate modality for each interaction. 
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8.2 Technical Considerations 

The Strip’TIC system addresses a range of complex challenges: combining paper 
flight strips, digital pen and finger tracking. Our implementation of touch interaction 
is simple, flexible and allows finger detection, pen orientation and tangible object 
detection. 

Our user study highlighted some of the technical limitations of the system primari-
ly related to the use of Anoto pen technology as well as areas for future implementa-
tions and investigations. These are discussed in the following sections. 
 
Anoto Pen: Our results show that Anoto pens, while suitable for written input on 
paper surfaces, should not be used for written input on digital surfaces. There are four 
technical issues that need to be resolved: 

• Accuracy: Due to a combination of parallax and alignment of the bottom projected 
image with the Anoto film, there was a slight difference between where the partic-
ipant saw the tip of the pen and where the tip was detected on the virtual flight 
strip that made writing on the virtual strip difficult. 

• Feedback time: When writing on the paper strips, the controllers received instant 
feedback seeing the physical ink on the paper. However, on the virtual strip, the 
delay between moving the pen and seeing the virtual ink trail made writing diffi-
cult. Surprisingly, the air traffic controllers found the lag more problematic for 
freehand writing than for circling flight levels. 

• Pen Angle: The angle of the pen was also an issue when writing on the virtual 
strips. On paper, the pen functioned well as long as it was held at 35 degrees or 
more above horizontal. However on the strip board, the pen needed to be held at 
an angle greater than 45 degrees. Half of the participants initially held the pen at 
an angle between 35 and 45 degrees and had to adjust their grip of the pen in order 
to write on the strip board. 

• Feel: The contact between the pen and glass was not as pleasing as between the 
pen and paper. 

The Anoto pens were also not suitable for dragging virtual strips on the strip board. 
The issues here were due to the design of the strip board and of the virtual strip. First, 
because the pen could be used for writing on the strip as well as for moving the strip, 
we designated only the 0.5 cm coloured border at the top of the strip as the region that 
needed to be selected in order to move the strip. The remainder of the strip was re-
served for writing on the strip. The users found that this border at the top of the strip 
was too narrow to select accurately and they often began writing instead of moving. 
Second, due to the stepped surface of the strip board, the pen often lost contact with 
the board when trying to move the strips vertically, requiring the users to try repeated-
ly before the strip would move up or down to the next row. 

The Anoto pens did work well for selection tasks on both the paper flight strips and 
on the strip board. 

Touch Detection: We found that multi-touch is a natural feature for moving paper 
and virtual strips and that users valued having this additional modality of interaction. 
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However, our current implementation is based on a camera located underneath the 
strip board and cannot detect when a user touches a paper strip. Thus it is not possible 
for paper flight strips to be selected by pointing at or touching the strip. We plan to 
investigate whether other technology such as Microsoft’s Kinect or a LED light frame 
might enable this interaction. 

Our current touch detection system, does allow for the detection of both pen orien-
tation and tangible input devices. To date, we have not fully explored the range of 
possibilities afforded by these inputs.  

9 Conclusion 

In this paper, we have described our design evolution with the Strip’TIC project. Our 
technical contribution addresses the complex challenges of combining multi-touch, 
digital pens and tangible objects. However, it was not obvious whether combining 
these technologies necessarily leads to a better user experience, and whether more 
options and modalities would be helpful or merely lead to confusion. 

Through our user study we found that users adapted quickly to the interface. We 
found that all the controllers who participated in an unguided interaction scenario 
adopted essentially the same workflow and used all of the modalities: pen for writing 
on strips, touch for selecting strips and flight levels and paper for arranging the flight 
strips on the strips board. The availability of different modalities did not overburden 
the users and they did not find it difficult to determine the appropriate modality to use 
for each interaction. 
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Abstract. This paper reports on the design, development and evaluation of 
TimeViewer, a system allowing the storing, visualization and multimodal  
interaction with temporal and semantic information using timelines in 3D envi-
ronments. We focus on the appliance of 3D interactive timelines for temporal 
information visualization, extending their capabilities with the novel concept of 
a time-tunnel. Our work is intended to investigate beyond the current state of 
the art interaction with 3D environments using a variety of input modes, such as 
touch and full-body kinesthetic interaction. Qualitative results were elicited 
through an evaluation with 16 users in order to assess the users’ opinion of the 
system, the efficiency of the offered interactions and direct future research in 
the area. 

Keywords: Interactive timelines, multimodal interaction, 3D information visua-
lization, full-body interaction, virtual environment, usability evaluation.  

1 Introduction 

Timelines are a widespread concept for temporal information representation (i.e., 
events that took place during a time period) and are employed in various environ-
ments and contexts, ranging from exhibition spaces and museums to educational text-
books. In general, timelines aim to present information regarding specific temporal 
periods along with an overview of related occurring events in condensed, yet rich, 
form. The contents of a timeline can vary from historical events (e.g., [1, 25]) to nu-
merical data representation (e.g., [11, 12]), while the only limitation is that the various 
items should be temporally related. 

In this context, this paper reports on the design, development and evaluation of 
TimeViewer, a system allowing the modeling, storing, visualization and multimodal 
interaction with timelines. 

TimeViewer extends the typical visualization techniques offered by the majority of 
the available interactive timelines, which orders the various events in a 2D space to 
denote their temporal relation by providing an innovative alternate view that aims to 
highlight the time dimension and facilitate a more immersive exploration of the avail-
able information. This view employs a “time tunnel” metaphor, i.e., a long corridor 
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along which events are placed in chronological order, using distance to represent 
time. On the tunnel sides, next to each event, exists an extendable ‘showcase’  
comprising various multimedia objects (e.g., texts, images, videos and 3D models).  

TimeViewer supports a variety of multimodal interaction techniques, even in com-
bination, so as to offer natural interaction in a wide range of hardware set-ups. Apart 
from common desktop-based interaction techniques (i.e., point and click or multi-
touch gestures), TimeViewer supports non-instrumented full-body kinesthetic interac-
tion targeted to navigation and manipulation of 3D virtual environments. To assess 
TimeViewer in terms of usability and user experience and also compare the  
various supported interaction methods, an evaluation study was conducted with 16  
participants. 

2 Background and Related Work 

2.1 Timeline-Related Concepts 

Events are a common concept of timelines and represent any type of incident that 
took place at some point in time. Information concerning events is represented in 
chronological order and usually includes at least a title/short description, as well as 
when it happened. Event occurrences may be (or considered) instant, e.g., the birth of 
a person, or have a duration, e.g., the construction of a monument.  

Periods are time frames during which incidents share some common characteris-
tics or hold a distinct meaning. 

Finally, Categories define groups of semantically relevant events whose common 
denominator can be their type, their context or a specific attribute (e.g., the director in 
the case of a movie). Categories are mainly used to facilitate interaction by minimiz-
ing the amount of the displayed information through filtering out certain objects. 

2.2 Interactive Timelines 

Interactive timelines may be broadly classified into three distinct categories according 
to the type of information they present, as well as the aspect of information they focus 
on: (a) Historical Events Representation (e.g., [1, 25 and 20]), (b) Temporal Data 
Representation (e.g. [11, 12]) and (c) Semantic Timelines (e.g., [8, 21]). The first 
category includes timelines that represent historical events, aiming to provide an 
overview around a specific topic. Timelines representing temporal data consist of 
numerous values of one or more variables that change over time; therefore, the second 
category can be considered as enriched graph visualization techniques, which primari-
ly focus on the analysis of data distribution over time. Finally, the third category, 
semantic timelines, represents events with metadata that can be interrelated with oth-
ers, primarily focusing on displaying the relationships between events rather than 
providing detailed information about the events per se. 
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Faceted navigation is a common practice used for temporal data visualization in 
timelines [2, 16, 23 and 25], implemented through the adoption of taxonomies to clas-
sify data in multiple ways and allows the application of filters to information. Faceted 
display is implemented through hierarchical trees [23, 25], separate quantitative con-
trols [17] and separate toggle / filtering controls [10]. 

Existing 3D timelines include Beedocs [3] and Kullberg’s Dynamic Timelines [9], 
both of which place events on a two dimensional plane. The major drawback of both 
is that they do not support a formal way to acquire input from a knowledge source, 
while Kullberg’s approach [9] additionally fails to provide rich interactivity and an 
overview. Furthermore, another issue of these approaches is the lack of content cate-
gorization and time segmentation. In all aforementioned referenced cases user input is 
provided through a mouse, a keyboard or a touch surface. 

2.3 Multimodal / Natural Interaction 

Multimodal user interfaces support interaction techniques which may be used sequen-
tially or concurrently, and independently or combined synergistically, aiming to in-
crease the systems’ usability by the application of different modalities that each time 
suit the system’s needs.  

Gestures can be defined as a form of non-verbal communication in which visible 
body actions communicate particular messages; gestural interaction is not only widely 
studied in the literature, but is actually one of the most popular approaches that users 
prefer due to its intuitiveness [13, 18, 24]. Furthermore, hand gestures can be used to 
augment systems and allow supplementary interactions [7] when combined with other 
means of interaction, such as single- or multi-touch. Apart from single-hand gestures, 
both users’ hands may be used in combination to enrich the set of available gestures 
[5]. Finally, the use of feet gesturing [18, 22] and foot tapping [4, 17] are occasionally 
conceded as supplementary helpful interaction tools. 

In addition to hand gestures, body movement can augment and facilitate natural in-
teraction. Body movement indicates the pose of a user’s body as mentioned in [6], 
which can be tracked and used for selective interaction with the environment. Papa-
dopoulos et al. [15] use defined body poses recognition in order to allow navigation in 
3D environments.  

3 Motivation and Design Requirements 

The overall goal of the presented work was to design, develop and assess an inte-
grated approach for modeling, storing, retrieving, and visualizing temporal informa-
tion using multimodal, natural, interaction techniques. In brief, according to the  
envisioned design requirements the system should: 
 
1. allow expressing, storing and retrieving event-related data augmented with seman-

tic information, and thus be able to retrieve knowledge from a formal data model; 
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2. support the arbitrary grouping (categorization) of events in a non-restrictive way; 
thus, apart from temporal categorization, the system should offer a content-
independent semantic categorization mechanism; 

3. encompass natural user interaction techniques, such as body movement, hand and 
leg gestures, which can be used independently or in combination. Any single inte-
raction technique should allow users to manipulate all parts of the system in a con-
sistent way in all supported alternative views; 

4. provide alternative, appropriate and complementary, ways (views) to represent in-
formation among which the user should be able to dynamically switch ‘on-the-fly’; 

5. provide suitable display modes for the presentation of event information, both for 
fundamental data such as titles and for extended details such as descriptive text, 
images, videos and 3D models. 

Brainstorming sessions with HCI experts took place in order to define the appro-
priate design, regardless of the content displayed and the timespan examined. Inter-
views were conducted with real users with no technological background, after short 
experimentation with prototypes, in order to assess the fundamental functionalities 
they would expect to be offered from such a system. The most significant finding of 
these interviews involved the segmentation of the process of exploring a timeline in 
two sections: the users expected the system to offer firstly an overview of the ex-
amined time region and secondly a technique to examine details of interest on  
demand. 

From the early design stages it was decided to instantiate the envisioned system 
through a 3D user interface, thus adding some additional requirements, as interaction 
complexity in 3D space radically increases due to the additional available degrees of 
freedom. In this respect:  

 
1. interaction should be precise and rich, while remaining as simple as possible; 
2. user disorientation should be prevented; 
3. interaction for temporal exploration should offer means to travel both easily 

through prolonged and precisely through short time frames; 
4. the system should be robust and tolerant to user behavior (e.g., gestures, move-

ment) that may be beyond the foreseen ‘repertoire’ of actions, avoiding unexpected 
‘reactions’ or states; 

5. the system should be able to render both in 2D and stereoscopically, allowing to 
explore and assess in practice the potential benefits and shortcomings of each ren-
dering approach.  

4 System Overview 

This section provides an overview of the characteristics and design rationale of the 
TimeViewer system, which was created based on the aforementioned rationale and 
requirements. In order to cover the need for semantic information to represent know-
ledge, timelines are described and stored as an ontology using the Web Ontology 
Language (OWL) [14], a widely used formal data model used for knowledge informa-
tion representation in many state of the art systems. Data stored in the ontology can be 
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retrieved through the use of SPARQL queries (SPARQL Protocol and Resource De-
scription Framework Query Language) executed either at initialization or at runtime. 
Information retrieval is performed by a dedicated module which can easily be substi-
tuted by another implementation which uses an alternate way to represent knowledge. 

4.1 Visualization Approach 

A principal characteristic of TimeViewer is the provision of an immersive display of 
temporal information supplementary to a view that favors the provision of an over-
view. In this direction, TimeViewer supports two distinct co-existing modes (i.e., 
views) for visualizing information respectively: the ‘Tunnel’ (Figures 3 and 4) and 
‘Classic2D’ (Figures 1 and 2). Users can freely and seamlessly switch between the 
two modes at any time. In this respect, a key design goal was to preserve the consis-
tency between alternative representations of the same information regarding both the 
‘look’ and ‘feel’ of corresponding interactive items. For example, multimedia ele-
ments are displayed and manipulated in the same way in both modes, while, although 
the actual position and scale of events may occasionally change, their appearance and 
the way that users interact with them remains identical. 

In contrast to the display differentiations required for each view of TimeViewer, 
the fundamental information such as its title holds the same display in both modes for 
the sake of consistency. The timeline’s title is placed at the upper side of the display 
in order to inform users about the subject that the TimeViewer presents. Next to the 
title, resides an interactive label showing the category of events presented. Upon se-
lection, a drop-down list appears containing all the available event categories. As 
event categories in TimeViewer are mutually exclusive, only one can be active at a 
time. The placement of the related interactive object next to the timeline’s title is in-
tended to aid towards understanding the functional role of categories, i.e. filtering and 
hiding information. Furthermore, using a drop-down menu allows supporting a large 
number of choices using minimum display estate. Similarly to simplified faceted na-
vigation [2, 16, 23,25], events not belonging to the selected category are just 
“dimmed” (Figure 1) and not completely removed from the visualization, as on the 
one hand, they constitute integral parts of contextual information regarding the rest 
ones, while, on the other hand, hiding and showing events would result in significant 
changes to the visualization of the timeline and eventually to confuse the users. 

To avoid potential visualization problems (e.g., overcrowding, empty spaces) that 
arise when some periods contain too many or too few events, in both modes, the visu-
al space taken up by a period can be appropriately scaled (up or down) out of propor-
tion. Furthermore, color coding is also supported to highlight the time period each 
event belongs to. 

Events may be ‘spontaneous’ or have a duration and can be accompanied by mul-
timedia information, including text, videos, images and 3D models. Each multimedia 
type affords different interactions: images may be zoomed, videos may be played, 
paused and stopped, texts may be read aloud, and 3D models may be magnified and 
rotated. All multimedia types may be accompanied by a descriptive label. 
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Classic2D Timeline Visualization Mode. The goal of this mode is to provide an 
overview of the available information in a manner familiar to the user, easy to under-
stand and convenient for navigation (Figure 1). Thus, in accordance to the convention 
followed by similar timelines, the horizontal axis is used to represent time. Periods are 
also represented along this axis. Time and period representation is placed in the upper 
side of the virtual world and acts as an upper boundary, below which all events are 
displayed. The vertical axis is used for the visualization of events, taking care so that 
closely occurring events do not overlap. More specifically, in the case where any two 
events overlap, the one that occurs later is placed below the other, thus providing an 
additional visual clue for perceiving the temporal order of closely occurring events. 

  

Fig. 1. Enabling the category ‘Computer Systems’ in Classic2D Mode 

Time legends appear over time periods, which can adapt to the current level of de-
tail (i.e., zoom level), in order to avoid overcrowding the scene with redundant infor-
mation; when not viewing the maximum detail level, respectively, the legends are 
scaled up in order to remain clearly visible. Finally, a button resides at the bottom of 
the display, which allows the user to switch to the Tunnel mode at any time. 

When the timeline is presented at a small scale, events are displayed as rectangular 
boxes containing a title and a time/date. Events not belonging to the currently selected 
category are dimmed, indicating that they are not available for interaction. When an 
events’ size increases, its representative item is added to the container box. Upon 
selection, the event is brought to the center of the display, scaled up and its container 
is transformed in order to match the need for hosting additional information: it ex-
tends so as to host two additional elements, which are placed at the sides of the box 
inside an expanded case (Figure 3). The item in the center may be examined in further 
detail – according to its type –, whereas the next and previous ones are placed on the 
side. Apart from examining the centered item in detail, the users may proceed to the 
next or previous items so as to explore all the available information regarding the 
specific event. In case no further multimedia elements exist, the boxes collapse, indi-
cating that the user has no other items to further explore. At last, events that extend 
over a span of time are treated as the ‘spontaneous’ ones (placed according to their 
start time) differentiated only by the display of their start and end time as a time of 
occurrence. 
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Fig. 2. Magnifying an event’s image 

Tunnel Visualization Mode. This mode works complementarily to Classic2D and is 
targeted to supporting the task of sequential, exhaustive, exploration of the presented 
information, allowing the user to physically experience the time dimension as well as 
the unambiguous display of each event. The time dimension is visualized as a “tun-
nel” i.e., a long corridor, along which all information is integrated. Events are placed 
on the tunnel floor, while periods are placed on the side corners of the tunnel roof. 
The tunnel walls serve a dual role: they considerably constraint navigation in 3D 
space, also offering rich orientation cues, and can host contextual information, such as 
event-related items. 

All basic timeline concepts are supported, but are transformed in an equivalent way 
suitable to fit the needs of detailed event information demonstration. In essence, the 
virtual tunnel is a sum of individual tunnel parts (slices). Each distinct part may either 
represent an event or be just a connecting segment used to connect the various events. 
The distance between events remains constant and linear, as time inside each period is 
also linear, depicting the time that intervenes between their occurrences. However, in 
the case where two or more events take place in a very short time, the events’ slices 
would overlap as their extent is fixed. Therefore, TimeViewer adopts the idea of 
“freezing” time in a region around the event, equal to its slice, in order to allow the 
straightforward sequential placement of events occurring even in small time intervals. 
Thus, the proposed approach is capable of supporting any time interval between two 
events. 

Periods are represented as horizontal signs along both sides of the tunnel roof 
which are color-coded consistently to the Classic2D mode. Additionally, to further 
emphasize the organization of events in periods, the lightning of tunnel sections be-
longing to a specific period follows the respective color code. 

An event’s title is displayed on a board residing on the tunnel floor with an indica-
tion of the event’s occurrence time on the side. In addition to the event’s title, a ‘cavi-
ty’ with a showcase on its front is placed on the one side of the walls of the tunnel. 
The cavity includes a glass showcase housing the event’s representative item, hig-
hlighting the visual representation of the event and providing an image to which the 
users may be familiar to. The showcase is placed inside the wall and protrudes, when 
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the user virtually passes near an event. As indicated by a handle placed at the outer 
side of the glass, the showcase may be dragged outwards so as to display additional 
information regarding the event. Upon dragging the multimedia elements that host the 
event’s additional information extend in a row, covering the space that the expanded 
showcase occupies. Events that span over time are presented using two separate 
boards, one representing the beginning being fully functional, and the ending one 
being supplementary and only displaying a link to the event’s start. The display of the 
end of an event with duration is altered, as its title and date is grayed out, unambi-
guously designating its semantic difference.  

  

Fig. 3. The nearest event is hidden in the tunnel due to categorization 

  

Fig. 4. The view of an event with its showcase expanded 

Events that do not belong to the currently selected category collapse on the axis 
that the virtual tunnel extends. However, their presence is still evident, due to the fact 
that the tunnel’s union with each event’s collapsed slice is specially designed so as to 
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be different in comparison to the rest of the tunnel’s walls, allowing the user to identi-
fy the presence of an event at that spot (Figure 3). 

The user’s perception of the time currently inspected is enhanced by the presence 
of a minimap in the form of a railway wagon, which is placed at the tunnel’s roof, 
covering the whole timeline extent. The minimap rendered is the Classic2D represen-
tation along with a frame that provides live feedback regarding the equivalent position 
in the other view of TimeViewer, while also acting as a gateway to Classic2D view. 

4.2 Supported Interaction Methods 

TimeViewer is designed to support diverse interaction devices and techniques includ-
ing desktop-based (e.g., touch screen) and full-body kinesthetic interaction. 

Touch Screens. The user’s touch point on the screen is projected to the virtual world, 
allowing the selection and dragging of items. Item selection is accomplished by either 
clicking or dwelling upon (i.e., touching for some time) an item. Item lists (e.g., mul-
timedia elements related to an event) can be scrolled. 

Navigation in the virtual world is achieved by dragging. In the case of Classic2D 
representation, users can slide their finger anywhere on the 2D plane in order to move 
left, right, up and down. Navigation inside the virtual tunnel is accomplished in a 
similar way, as the view of the tunnel is changed by dragging the tunnel’s floor. The 
available directions towards which the users may drag the tunnel include forward, 
backward, left and right along the tunnel’s extent. 

Kinesthetic Interaction. TimeViewer supports kinesthetic interaction through body 
movement and gestures which are tracked using Microsoft’s Kinect. The general idea 
regarding TimeViewer’s kinesthetic interaction involves the distinction of navigation 
in the virtual world and interaction with the timeline’s elements: users use their feet to 
move and their hands to reach out virtual elements, corresponding to a person’s ac-
tions in the real world. As TimeViewer is currently a single-user system, when mul-
tiple persons are within Kinect’s field of view, only the nearest person’s actions are 
taken into account, as follows. 

User Position. The user’s position in comparison to the display is used as a tool 
through which the user is able to manipulate TimeViewer in respect to the virtual 
environment shown. Firstly, the user may stand off-center, towards either side of the 
display, in order to scroll the projected view towards the respective direction in Clas-
sic2D mode.  Furthermore, the system interprets the distance of the user from the 
display as a zoom mechanism, enlivening the experience of his or her movement in 
space. Finally, the Tunnel mode of TimeViewer aims to provide an immersive expe-
rience of the users’ actions; thus, the virtual tunnel augments the real space and the 
system maps the actual position to the place from which the user looks in the tunnel, 
creating the illusion of “being there”. 

Virtual Hand. TimeViewer adopts the concept of using a virtual cursor to allow the 
selection of items due to the remote control of the system. The cursor, in the form of a 
three dimensional virtual hand, appears when the user extends his or her hand towards 
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the display, following and mapping the user’s real hand. Items’ selection is accom-
plished by keeping the hand cursor over them for a short period of time. 

Hand Gestures. The usage of the virtual hand, however, is not the optimal solution 
in some cases, where gestures may suit better: such examples may be the act of push-
ing an item away as well as scrolling through elements in a row. Therefore, Time-
Viewer offers the interpretation of users’ gestures, using either both hands or a single 
one. Both user hands are tracked and a number of single and dual hand gestures are 
supported.  

The simplest single-hand gesture supported is the movement of one hand left or 
right in order to scroll multimedia elements lists in both modes and fort navigation 
purposes in Classic2D mode. Another common task in three dimensional virtual envi-
ronments is the provision of camera rotation in a straightforward way: the TimeView-
er equivalent single hand gesture involves raising the hand left or right while turning 
the torso in the corresponding direction, which results to the rotation of the projected 
view around its vertical axis. 

Dual-hand gestures include pushing and pulling by moving both hands forward and 
backward respectively. These gestures can be used with items residing in front of the 
user, such as the multimedia elements. Additionally, in the Tunnel mode, users may 
move to the next or previous available event by pulling or pushing respectively. In 
Classic2D mode, users can push the event back to its original position when finished 
examining detailed information. 

Leg Gestures. Legs are a natural means for supporting navigation-related interac-
tions. Time-Viewer adopts the notion of stepping: while a user steps right, left, for-
ward and backward, navigation is achieved in the corresponding direction. In Clas-
sic2D mode, stepping forward or backward results in increasing or decreasing the 
scale of the time-line respectively, while stepping left and right results in exploring 
the timeline’s display at the respective direction. In Tunnel mode, stepping forward or 
backward allows navigation along the tunnel, while stepping at the side results in 
displaying the tunnel as if the user is looking from the equivalent side. 

5 Evaluation 

5.1 The Evaluation Process 

The evaluation session was divided into three separate segments, one for each of the 
primary interaction modes (touch and kinesthetic interaction) and a complementary 
one for the assessment of stereoscopic view: 3D user interfaces lately involve the 
adoption of stereoscopic displays, which can offer a sense of depth in the visualized 
information, creating richer representations and making the systems more immersive, 
but, can also be tiresome since the related technologies has not yet matured. There-
fore, an assessment of their impact and usefulness should provide insights on their 
helpfulness in comparison to traditional displays. The first evaluation segment in-
cluded the interaction using a touch screen, the second one integrated the manipula-
tion of the system remotely, through the use of user tracking, and the third one  
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integrated the usage of NVidia’s 3D Vision technology. The aim of the evaluation 
process was: 

1. to evaluate the system design in terms of perceived usability, effectiveness, like-
ness, and learnability 

2. to assess kinesthetic interaction opposed to desktop interaction, as well as provide 
an insight regarding the factor of fatigue 

3. to assess the effects of stereoscopic vision in comparison to two dimensional dis-
play 

In order to eliminate bias towards either interaction method, users were split into 
two even groups. The first group started the evaluation process using the touch screen 
interaction mode first and then the hand gesturing interaction mode, whereas the 
second group did the opposite. Both groups evaluated the 3D vision at the end. 

The evaluation process started with informing the users of the goals and the 
process of the evaluation. They were then requested to sign their consent to participat-
ing in the evaluation and allowing the video taping of the evaluation. After the intro-
duction, the functionality of the TimeViewer system was explained to each user, 
along with the available gesture sets that TimeViewer supports.  

A series of 7 user tasks were assigned to the participants for each one of the eval-
uation segments. The participants were instructed to express their thoughts aloud 
(Think Aloud) throughout the completion of each task. In addition, at the end of the 
evaluation they were requested to fill out a Likert type of questionnaire. 

 

Fig. 5. The set-up of the second segment of the evaluation (projection + Kinect) 

5.2 Set-Up and Participants 

Two different set-ups were used to evaluate the system. The first comprised a touch 
screen, while the second one a short-throw projector (supporting stereoscopic vision 
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through the use of appropriate glasses) and a Microsoft Kinect allowing full-body 
tracking.  

A total of 16 volunteers participated in the evaluation, 7 females and 9 males. The 
age of the participants varied from 20 to 40 years old. Twelve of the users (75%) had 
intermediate or high computer expertise whereas the other participants had limited 
expertise. Even though the majority of the users were familiar with computers and 
touch screen systems, they did not have great familiarity with hand gesturing as a 
mode of interaction with a system. 

5.3 Results 

Overall System Design. Overall, the users found that the two different content pres-
entation models, the Classic2D and the Tunnel mode, were complimentary to each 
other. The majority of the users preferred using the Classic2D mode to obtain a chro-
nological overview of the events and the Tunnel mode to explore specific events. This 
differentiation in the information display was one of the fundamental goals of this 
system, as far as design is concerned, and the comments from the evaluation partici-
pants indicate that this goal is accomplished. Classic2D mode was regarded by all the 
users as efficient and intuitive in the way it presented the various periods and their 
events. The users immediately knew what they were looking at. The application of 
color coding to the chronological periods and their events made the information easy 
to follow. The immersive design of the virtual tunnel was met with enthusiasm and 
excitement by the users who in their majority commented on the “fun” factor of the 
model. The users understood right away the concept of the TimeViewer and how the 
information was structured in the three dimensional space.  

One of the design issues exposed during the evaluations was the content categories 
filtration mechanism. The users could view all content on the screen, or select one of 
the available content categories from a list. However, the graphic used to note the 
existence of the categories and its placement in the design did not make it obvious to 
the users who failed to acknowledge its existence altogether. Another design issue had 
to do with the icons used to note the various multimedia elements which proved to 
create confusion to a lot of the users, as they were not representative enough of the 
multimedia element. 

Touch Screen Interaction. The first segment of the evaluation process indicated that 
the touch interaction proved to be an efficient, effective, and intuitive way of interact-
ing with both the 2D and the 3D models. The vast majority of the users instantly un-
derstood which touch gesture they had to apply to each content element to produce 
the desired action without much instruction. For example, they understood that in the 
3D Tunnel they had to apply the dragging motion in order to advance through the 
tunnel and the respective periods. Or, in the instance of the glass showcases, where a 
grabbing hand icon would appear over the handle, the users understood that they 
could drag it across the screen in order to open and reveal the showcase’s content. 
Overall, the users were successful in completing the given tasks and there were only 
very few instances where they needed assistance or gave up completely on a task.  
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One of the main comments that came up repeatedly through the evaluations was 
the lack of multi-touch capabilities, as a lot of users suggested adding it as a feature. 
Other suggestions made by the users included, controlling the zoom level by dragging 
the slider instead of just pressing the (+) and (-) buttons, iterating through multimedia 
content by dragging the slider instead of just the content elements, and using the mi-
nimap frame of the 3D model to navigate to the corresponding position in the 2D 
view.  

Kinesthetic Interaction. The enthusiasm of the users was apparent during their inte-
raction with TimeViewer with hand gesturing and user tracking, as only one user out 
of 16 stated his preference to interact with the system using more traditional modes. 
The users were captivated by the remote handling of the system achieved without the 
use of any wearable component, especially as passersby and not every-day users. The 
moves of the hands were regarded as very natural, as indicated by the comments dur-
ing the evaluation and the completed questionnaires. All the users found the gestures 
representative of their functions and the only request made by a small percentage of 
the users (4 out of 16) was that the gestures should become shorter. The rationale of 
this request was due to the factor of fatigue that could emerge after prolonged interac-
tion with the system. For instance, the gestures for dragging items to the side as well 
as the gestures of pulling or pushing items using both hands were proposed to be 
shorter. Finally, gestures were considered easy to learn, as users were generally able 
to accomplish them on their own after being shown by the evaluator.  

Table 1. Qualitative results for each interaction technique, T (Touchscreen), H (Kinect/Hand 
Gestures) and L (Kinect/Leg Gestures) 

Questions 
Strongly 
Disagree 

(%) 

Disagree 
(%) 

Neutral 
(%) 

Agree  
(%) 

Strongly 
Agree  
(%) 

 T H L T H L T H L T H L T H L 

I liked interacting with 
the system. 

0 0 0 0 0 0 19 6 31 31 44 38 50 50 31 

No special training is 
needed to handle it. 

0 0 0 0 0 6 0 31 13 8 44 31 63 25 50 

Corresponded precisely 
to my actions. 

0 0 6 0 6 0 6 44 0 56 44 44 38 6 50 

It was awkward to use. 63 38 56 25 38 13 13 25 31 0 0 0 0 0 0 

Responded promptly to 
my actions. 

0 0 0 0 0 6 6 31 0 63 44 38 31 25 56 

It was tiring to use. 69 38 56 25 25 25 6 31 19 0 6 0 0 0 0 

I would prefer another 
method of interaction 

56 44 50 25 31 25 6 19 19 6 6 6 6 0 0 



 3D Visualization and Multimodal Interaction with Temporal Information 227 

The manipulation of the virtual hand (cursor) came easily to the users. A common 
remark involved the stability of the cursor, which the users requested to be more pre-
cise in order to be able to select items which are small in size. Furthermore, some of 
the users would prefer the duration of the hand being over items to be shorter so as to 
select them more easily. The hand gestures were embraced without difficulty and the 
users largely preferred them to the use of the virtual hand. Moreover, the system 
reacted as expected as far as hand gesturing is concerned, avoiding false interpretation 
of the users’ movements. 

An issue that was raised and that was common among the vast majority of the us-
ers was the fact that single-hand gestures were deliberately ignored when the cursor 
was visible. This design decision was taken so as to avoid unexpected system beha-
vior, as the users could simply move their hand in one direction to select an element. 
After explaining this limitation to the users, they felt comfortable with the system 
interaction and managed successfully to apply gestures with respect to their goal.  

Leg gesturing was almost unanimously accepted, as only one user had trouble with 
navigation using his legs (Kinect failed to successfully recognize the exact placement 
of his legs due to the material of his trousers). The idea of stepping in any direction in 
order to travel in space came naturally to the users and interacting with the system 
elements using their hands served the initial goal of discriminating the navigation 
from the interaction. This observation is more evident in the non-expert users, who 
supported the leg gestures even more than the expert users, as they felt more comfort-
able with handling the system naturally but in a strictly defined manner. The partici-
pants did not have any problem understanding the conceptual model of moving in the 
space as they found it to be efficient, tireless and fascinating, which is clearly illu-
strated in the table containing the answers from the users’ questionnaires.  

In conclusion, although kinesthetic interaction was considered as fractionally less 
responsive and more tiring to use (questions 5 and 6 respectively), both hand and leg 
gesturing are preferred to touch interaction (question 7). Despite the error rates not 
being as good as touch in total, the users were almost unanimously (15 out of 16) in 
favor of kinesthetic interaction as the fun factor was considered as more important 
than mediocre precision. 

 

Fig. 6. Touch interaction success rates 
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Fig. 7. Kinesthetic interaction success rates 

Figures 6 and 7 above display the users’ error rates for each given task as percen-
tages. A task is considered to be completed successfully if the user accomplishes it at 
the first or second try, partially successful if the user needed some help or guidance 
and is marked as a failure in the case where the user needed too much assistance, gave 
up on completing the task or could not complete the task with no less than four  
attempts. 

The tasks that users had issues on completing were due to misperception of the sys-
tem’s design rather than inability to understand how to interact with the system. This 
fact is evident in task 1, where users were asked to find the existing categories of the 
timeline: the users who partially succeeded or failed to find them did not observe the 
category filtration mechanism, until the evaluator provided help. Upon assistance on 
where to focus, the users were able to manipulate the mechanism in both interaction 
methods. Some users also faced difficulties in task 2, where they were asked to ex-
plore a specific event’s information and find the types of presented information. In the 
case of kinesthetic interaction, a larger user percentage needed minor guidance in 
order to complete a gesture compared to touch interaction (for instance how to pull an 
item). Finally, task 4 involved finding a video, where the users’ failure was due to 
inability to identify a video (the video element was thought of an image). The presen-
tation of the tasks that were successfully carried out is beyond the scope of this paper, 
as we focus on the aspects of the evaluation that can be used for the system’s im-
provement or provide interesting outcomes. 

3D Vision. After the evaluation process regarding interaction by user tracking with 
Kinect was finished, the participants were given NVidia’s 3D Vision Glasses to assess 
the effects of stereoscopic information presentation. The users were overall in favor of 
the stereoscopic view (table 2, last row), as 13 participants state that 3D Vision adds 
up value to the system’s representation, while only two disagree and would prefer the 
normal view in a total of 16 users. Another interesting outcome of great importance is 
the fact that none of the participants expressed that the usage of 3D glasses was tiring 
or awkward, as such an issue would be a major drawback in the future. Users did not 
find that stereoscopic view had any direct effect, positive or negative, on their  
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performance (this fact is depicted in the question 5 at the table below); however, it 
improved the overall user experience and entertainment value. Some of the users 
stated that they felt intrigued to further explore the timeline when using the glasses. In 
conclusion, the stereoscopic display was regarded as a feature that added up value to 
the system, providing a more immersive feeling, especially in the Tunnel mode of 
TimeViewer. 

Table 2. Qualitative results of stereoscopic vision 

3D Vision Questions Strongly 
Disagree 

Disagree Neutral Agree Strongly 
Agree 

I liked the interaction in 3D Vision. 0% 0% 13% 44% 44% 
It was awkward to use. 75% 25% 0% 0% 0% 
It was tiring to use. 56% 19% 25% 0% 0% 
I prefer to interact with the system to its 
normal dimension (2D). 

6% 56% 31% 0% 6% 

3D Vision improves the system usability  6% 25% 19% 25% 25% 
3D Vision display adds up value to user 
interaction experience. 

0% 13% 6% 50% 31% 

6 Conclusions 

In this paper we have presented the design and characteristics of TimeViewer, a sys-
tem that allows the storing, 3D visualization and multimodal interaction with tempor-
al information. In addition to the typical 2D representation of timelines supported by 
the majority of existing systems, this paper introduced the metaphor of a time-tunnel 
in a virtual 3D environment, that can represent the same information in a different 
manner also supporting appropriate interaction methods.  

TimeViewer was assessed in terms of usability and user experience through an 
evaluation study with 16 participants. Overall, the results of the evaluation process 
were very encouraging. As the developed system supports multiple multimodal inte-
raction techniques, even in combination, so as to offer natural interaction in a wide 
range of set-ups ranging from desktop-based interaction, to non-instrumented full-
body kinesthetic interaction in 3D environments, particular emphasis on the evalua-
tion was given on the comparison among all these supported interaction techniques. 

To this end, the evaluation participants were excited by the diversity of the sup-
ported interaction techniques and were "open" to any new form of interaction beyond 
the more traditional mouse, keyboard and touch options, embracing innovative and 
state of the art natural interaction techniques. Therefore, further work should aim to 
expand the possibilities of this research area, taking into consideration the factor of 
fatigue after extensive use. Additionally, as the evaluation results indicate, the percep-
tion of, and interaction with, the 3D environment was easy and straightforward for all 
users, thus encouraging the "expansion" of other widely used 2D visualization ap-
proaches to 3D worlds, which provide more creative options for information represen-
tation and interaction. Finally, stereoscopic rendering proved to have a positive  
influence to the users’ perception of the visualization.  
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Our future work includes further assessing the system with a larger set of users 
with highly diverse profiles after refining and implementing issues that came up dur-
ing the last evaluation. Apart from improvements on existing aspects of TimeViewer, 
a number of system extensions are planned, such as the capability of nesting of time-
lines inside other timelines and supporting the dynamic creation of timelines through 
information retrieval from online sources, such as Wikipedia. 
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Abstract. This paper examines the question of how to uncover patterns from 
the process of designing cross-modal collaborative systems. We describe how 
we use activity patterns as an approach to guide this process and discuss its  
potential as a practical method for developing design patterns. 

1 Introduction 

A key challenge in the design of interactive systems is how to leverage existing de-
sign knowledge. Design patterns play a role in addressing this challenge by capturing 
and communicating reusable design knowledge on how to map requirements to design 
solutions. In the field of human-computer interaction (HCI), design patterns have 
received increasing attention and sets of patterns have been published for a variety of 
application domains (e.g. [4, 14]). Similarly, a number of studies within the area of 
computer-supported cooperative work (CSCW) have addressed the question of how to 
use design patterns to document successful design knowledge, some of which have 
generated patterns that can be readily employed to develop practical solutions [2]. 

We are interested in the design of interactive systems that support collaboration be-
tween individuals who use different sets of modalities to interact with each other. 
Such differences can arise because of permanent sensory impairments or due to the 
capabilities of the technology used by each collaborator and the context of their inter-
actions with it; we refer to group interactions in these settings as cross-modal collabo-
ration. In this paper, we focus on exploring the process by which design patterns for 
cross-modal collaboration can be identified. We describe how we used an approach 
based on activity patterns [10] to uncover design patterns from two phases of a typical 
design process. First, we exemplify the application of activity patterns by reflecting 
on the evaluation phase of a cross-modal tool that supports collaboration between 
visually impaired and sighted coworkers. Second, we outline how activity patterns 
can be used to capture insights from a participatory design workshop that we con-
ducted with visually impaired audio producers and musicians in order to understand 
their work process and gather requirements about how to design technology that could 
contribute towards increasing their inclusion in their workplace. 
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2 Cross-Modal Collaborative Interaction 

Despite significant progress in the use of audio and haptics in multimodal interaction 
design, research into cross-modal collaboration has so far remained sparse. Initial 
investigations have nonetheless identified a number of issues that impact the effi-
ciency of collaboration in cross-modal settings. For example, an examination of col-
laboration between sighted and visually impaired individuals on an interactive puzzle 
game highlighted the importance of providing visually impaired collaborators with a 
continuous display of the status of the shared game [15]. Providing collaborators with 
independent views of the shared space, rather than shared cursor control, was also 
found to improve orientation, engagement and coordination in shared tasks. In another 
study [12], a multimodal system combining haptic devices with speech and non-
speech auditory output was used to examine collaboration between pairs of visually 
impaired users on graph reading tasks. Results showed that the use of haptic mecha-
nisms for monitoring activities and shared audio output improves communication and 
promotes collaboration. Although scarce, the literature on cross-modal collaboration 
has therefore started to generate insights into the knowledge that is needed to come up 
with effective designs to support interactions involving individuals with differing 
perceptual abilities across various domains. We propose to use design patterns as a 
means to capture such knowledge so that it can be effectively leveraged. 

3 Design Patterns 

The concept of design patterns originated from the field of urban architecture as a 
systematic approach to capturing solutions to architectural design problems [1]. Each 
pattern would characterise a given problem in terms of its context, a set of conflicting 
forces that are at play, a solution to the problem and the consequences of its applica-
tion. Particular attention is given to the presentation of patterns as a clear and generic 
set of instructions so that they can be applied in new situations. A critical aspect of 
design patterns is that they are cross-referenced. Each pattern refers to higher level 
patterns describing further context and lower level patterns that could be used to re-
fine the solution. This hierarchical organization structures a collection of patterns into 
a meaningful network and results in what is called a pattern language [7]. The notion 
of pattern language has also been used to emphasise that patterns should support a 
“lingua franca” amongst all the parties involved in a design process [9]. Patterns in 
this case can be used as a common vocabulary to improve communication of design 
expertise between stakeholders [4]. Indeed, design patterns have been shown to have 
a considerable potential as a method to support participatory design activities [6].  

4 Uncovering Design Patterns 

In both software engineering and HCI, design patterns are often derived from a refer-
ence to existing design solutions and hence are the product of observation, trial and 
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chart, 3) drag the connection towards the second node using the computer mouse, and 
then 4) release the mouse to create the connection. Following the activity patterns 
approach, the actions of creating a connection between two nodes using the visual and 
non-visual editors can be represented as the two independent activity systems shown 
in Figure 3, which highlights a contradiction between the operational rules in the two 
activity systems; there is a mismatch between the interaction steps that each collabo-
rator has to follow in order to create a connection between two nodes on the chart. 
Modelling the collaborative action of creating a connection in this manner has there-
fore uncovered a potential design flaw – which manifests itself as contradictions – 
that could hinder collaboration. Addressing this design flaw could lead to a design 
pattern that can eliminate the issues raised by the contradictions. For instance, the 
potential design pattern could describe the need to reconcile the two mediating arte-
facts in this context by ensuring equivalence and consistency of interaction steps  
between the visual and non-visual modalities. 
 
Activity Patterns in the Requirement Phase. While we used the activity patterns 
approach to drive retrospective analysis of data gathered from evaluation studies, we 
used it in a second instance to drive the design process from its initial requirement 
phase. In a second project, we conducted a participatory design workshop (PD) with 
visually impaired audio producers, engineers and musicians in order to understand 
how they go about their work and what kind of difficulties they come across. Partici-
patory design activities generate a huge amount of data and patterns could help with 
the process of organising the themes that emerge from this data. Here too, the concept 
of contradictions can be a useful guide to identify the tensions that exist in activity 
systems constructed to model the scenarios described by workshop participants, and 
hence could lead to insights about design solutions that could resolve such  
contradictions. 

 

 
 
 
 
 
 

Fig. 4. Participatory design workshop with visually impaired and audio producers 

Scenario 1: Exchanging Formats between Colleagues. In a first scenario, while 
discussing his experience of working with sighted colleagues and clients, a visually 
impaired producer described his frustration with inaccessible plugins on digital audio 
workstations. The visually impaired producer explained how his work with sighted 
colleagues often involves exchanging projects back and forth in order to complete sub 
tasks involving the manipulation of audio captured using inaccessible formats or  
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relate to a higher level activity involving the organisation of collaboration between 
sighted and visually impaired stakeholders in sound production activities and the im-
pact of currently available tools on such organisation. Patterns can therefore be writ-
ten for different levels of activity and structured into a coherent pattern language, 
which can facilitate both the creation of new patterns and navigation of a patterns’ 
space to help readers find their way through the design knowledge material. 

5 Conclusion and Future Work 

The design of cross-modal collaborative systems presents a unique set of challenges 
because such systems must allow individual users to equally contribute to the shared 
tasks while accommodating their individual perceptual differences. To date, no re-
search has examined how to capture the knowledge required to design technology that 
makes cross-modal collaboration easier. Design patterns and pattern languages have a 
potential to facilitate the capture, presentation and communication of design knowl-
edge. We proposed that designers and application domain experts in cross-modal 
collaboration could benefit from using design patterns as a uniform representation for 
expert knowledge. To this end, we explored the question of how potential patterns can 
be uncovered from an iterative design process and suggested that activity patterns 
could be used as a structured method to address this question. We also described how 
the activity patterns approach matches the domain in which individuals with differing 
perceptual abilities work together to achieve a common desired outcome through the 
mediation of a cross-modal tool. 

One of the key benefits of using activity patterns to identify patterns is the concep-
tual tool of contradiction, which can be a useful guide for designers to identify the 
tensions that exist in their designs when used in context and modelled as activity sys-
tems. We exemplified how this approach was useful for us in the evaluation phase of 
a cross-modal collaborative tool as well as a technique for managing requirement data 
from participatory design workshops. We plan to use this approach to both generate 
and articulate an initial set of patterns to form a pattern language for designing cross-
modal collaboration, which we will then validate by applying the patterns in future 
design iterations and incorporating them in future participatory design activities.  
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Abstract. Evaluating cross-platform systems is challenging due to the different 
constraints and capabilities of each platform. In this paper we extend the Semi-
otic Inspection Method (SIM), a Semiotic Engineering evaluation method, to 
evaluate cross-platform systems. We introduce the term cross-communicability 
to denote the quality of the meta-communication of the system as whole, taking 
into account the user traversal between the different platforms. To assess cross-
communicability, we describe a novel approach to conduct the SIM, which in-
troduces a contrastive analysis of the designer-to-user meta-communication 
messages of each platform, based on a semiotic framing of design changes in-
itially proposed for End-User Development. The results from an analytical 
study indicate that this approach is capable of identifying and classifying sever-
al potential communication breakdowns particular to cross-platform systems, 
which in turn can inform the design or redesign of a cross-platform application. 

Keywords: Cross-platform, user interface design, communicability, semiotic 
inspection method, semiotic engineering. 

1 Introduction 

People are increasingly using applications and services that span a wide variety of 
computing devices, such as PCs, smartphones, tablets and digital TVs [1, 2, 3, 4, 5]. 
However, developing such systems can be a challenge because it is necessary to know 
not only how but also when to incorporate features available in one platform into the 
others, since each platform may differ in its capabilities and constraints (e.g., screen 
size and resolution, input mechanisms) [4, 5, 6, 7]. Hence, it can be difficult and cost-
ly to maintain the quality of the system across each platform. 

Evaluating cross-platform systems is as challenging as designing them [1, 4]. Tra-
ditional methods for assessing quality attributes of systems need to be adapted for the 
cross-platform context. The evaluated quality of separate parts (i.e., system versions 
on each platform) does not necessarily correspond to the quality of the whole cross-
platform system [2, 4]. People alternately use the “same” application in different plat-
forms, frequently switching from one to the other. When traversing between system 
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versions of a cross-platform system, a person should be able to reuse his or her know-
ledge of the available functions and of how tasks are performed. The usability aspects 
related to these traversals are introduced in [2] as inter-usability. 

Recent works have investigated the development [6, 7, 8, 9] and the evaluation [2, 
5, 10] of cross-platform systems by focusing mostly on their cognitive aspects, such 
as (inter) usability [2, 4, 10] and user experience [5]. In this paper, we shift the focus 
from evaluations based on cognitive theories to one based on Semiotics [11, 12]. 
Thus, instead of assessing the system’s usability, we assess its communicability [12, 
13], as described in the next section. 

In this paper, we introduce the concept of cross-communicability as the system 
communicability across platforms. To evaluate cross-communicability, we use a se-
miotic framing originally proposed for End-User Development [15] to extend the 
application of the Semiotic Inspection Method (SIM) [12, 14], enriching the evalua-
tion results and discussion. 

This paper is organized as follows. We begin by presenting the theoretical back-
ground for this work. We then present the details of the application of the extended 
SIM to evaluate cross-platform systems and the concept of cross-communicability. 
Next, we describe our analytical study and present the results. Finally, we present our 
conclusions and future works. 

2 Background 

2.1 Semiotic Engineering Basics 

Semiotic Engineering [11, 12] is a reflective and explanatory (as opposed to predic-
tive) theory of human-computer interaction (HCI) that focuses on communicative 
rather than cognitive aspects of HCI analysis and design. It views the user interfaces 
of interactive systems as meta-communication artifacts, i.e., through the user inter-
face, designers1 convey to the users their understanding of who the users are, what 
they know the users want or need to do, in which preferred ways, and why. Users then 
unfold and interpret this message as they interact with the system. This meta-
communication message can be paraphrased as [12]: 

“Here is my understanding of who you are, what I have learned you want or need 
to do, in which preferred ways, and why. This is the system I have therefore designed 
for you, and this is the way you can or should use it in order to fulfill a range of pur-
poses that fall within this vision.” (p.25) 

The designer-to-user message is comprised of signs [11, 12, 16]. A sign is anything 
that stands for something else, to somebody in some respect or capacity [17]. Signs 
compose one or more signification systems that arise from culturally (and, in the  
case of HCI, also artificially) encoded associations between content and expressions 
[11, 12, 15]. For example, words and images typically come from signification  

                                                           
1 In this paper designers should be interpreted as whoever speaks for the design team of a given 

application. 
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systems that exist in a culture outside the specific context of HCI, whereas mouse 
pointers belong to signification systems that are native to computer applications. 

Semiotic Engineering classifies the signs in three different types [12, 16, 18]: stat-
ic, dynamic and meta-linguistic. Static signs express and mean the system’s state. 
They are motionless and persistent when no interaction is taking place (e.g., icons, 
text areas, buttons at a given moment, menus). Dynamic signs express and mean the 
system behavior and emerge during interaction. They represent the transitions be-
tween the system states (e.g., a save button becomes enabled after entering the name 
of a client in a registration form). Meta-linguistic signs refer to other interface signs 
and are used by the designer to explicitly communicate to users the meanings encoded 
in the user interface and how they can be used (e.g., instructions and explanations, 
error and warning messages, hints). They are most commonly present in help systems, 
online/offline documentation, user manuals and promotional materials. 

Based on this theoretical framework, the quality of a user interface is given by its 
communicability, which is “the system’s property to convey effectively and efficient-
ly to users its underlying design and interactive principles” [12, 13]. On the one hand, 
when a user can comprehend how the system works because the designer expressed 
himself properly through the user interface (communicability), it becomes easier to 
learn how to use it (usability) [11, 12]. On the other hand, when the user fails to un-
derstand the communication intended by the designer, a communication breakdown 
takes place that may hinder or even preclude the use of the system [11, 12]. Semiotic 
Engineering has two qualitative and interpretive methods to assess the communicabil-
ity of a user interface [11, 12, 16]: the Communicability Evaluation Method (CEM) 
[12, 13], which involves user observation, and the Semiotic Inspection Method (SIM) 
[12, 14, 16, 18], which involves user interface inspection. While CEM focuses on the 
reception of the meta-communication message by the users, SIM focuses on its emis-
sion by the designer. Our paper extends SIM to cover the first part of the communica-
tion process – the emission of the message – in cross-platform systems. 

2.2 The Semiotic Inspection Method 

The Semiotic Inspection Method (SIM) [12, 14, 16, 18] is a qualitative inspection 
method grounded in Semiotic Engineering that allows the evaluation of the communi-
cability of a computer system through the analysis of its static, dynamic and  
meta-linguistic signs. The goal is to identify communication breakdowns that  
may take place during the user-system interaction and to reconstruct the designers’ 
meta-message conveyed by the user interface. Like other inspection methods (e.g. 
Heuristic Evaluation [19] and Cognitive Walkthrough [20]), SIM does not involve the 
participation of users [11]; it is the evaluator who examines the interface in search of 
ambiguities and inconsistencies in the signs chosen by the designer. Thus, as in any 
theory-based method, the more knowledge the evaluator has, the better the evaluation 
results will be. 

Heuristic evaluation and cognitive walkthroughs focus on identifying usability is-
sues, mostly related to the ease of use and learning of the system operations, while the 
strategic aspects of the system (the logic underlying the design decisions) conveyed 
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by the user interface are not covered. Instead of assuming users always adopt a plan-
based problem-solving method, semiotic engineering is more aligned with Suchman’s 
work on situated action [21], which suggests that users are constantly reevaluating 
their current circumstances and adapting their “plan sketches” via communicative 
actions performed at/through the user interface. By inspecting the user interface  
language, we are able to predict some of these breakdowns, which may lead to user 
interaction problems. Rather than relying on a cognitive plan-based analysis, our in-
spection draws on Linguistics and Semiotics, which provide us with clues on how 
people make sense of and negotiate meaning. 

SIM requires a preparation phase, in which the evaluator defines the purpose of the 
inspection, performs an informal inspection by navigating through the system to de-
fine the focus of the evaluation, and finally elaborates the inspection scenarios. Next, 
the evaluator proceeds to the execution of the inspection. To properly execute the 
method, the evaluator must assume a “user advocate” position. The execution of the 
method is carried out in five distinct steps: (1) a meta-linguistic signs inspection; (2) a 
static signs inspection; (3) a dynamic signs inspection; (4) a contrastive comparison of 
designer-to-user meta-communications identified in steps (1), (2), (3); and, finally, (5) 
a conclusive appreciation of the overall system communicability. In the first three 
steps, the evaluator inspects the signs within the scope of the evaluation and recon-
structs the meta-messages being conveyed by them at each level, filling out the  
template of the designer-to-user meta-communication and identifying potential com-
municability problems at each level. Because each sign level has distinct expressive 
possibilities, the generated messages may not be identical. Thus, in step (4) the evalu-
ator contrasts the meta-messages generated in the previous steps and checks for  
real or potential inconsistencies or ambiguities among them. Finally, in step (5), the 
evaluator qualitatively assesses the system communicability by unifying the meta-
communication messages and then generates an evaluation report. 

2.3 Impermeability and Computer Manipulations of Signs 

Before we proceed with the extended application of SIM to cross-platform systems, it 
is important to briefly present two semiotic concepts that will be used in our analysis: 
impermeability and computer manipulations of signs. 

In [15] those concepts were used to provide a semiotic framing for End-User  
Development (EUD). Both are related to the identity of an application, which is an 
important matter for both EUD and cross-platform development. While for EUD the 
main concern is how to empower users to customize or extend a system without los-
ing the designed system identity, the main concern of the designer of a cross-platform 
system is how to design a different version for each platform while preserving the 
system identity across them, so as not to hinder the alternate use of the various ver-
sions. By assuming that traversing between platforms bears resemblance to traversing 
between customized versions of a system, we propose to apply these concepts beyond 
the scope of EUD for the first time, to help in the semiotic inspection of cross-
platform systems. It should be made clear that the designer did not necessarily make 
these modifications, but based on the differences between supposedly equivalent signs 
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we can assume which manipulations are capable of transforming a system version 
into another. From the nature of the manipulation, we can identify potential cross-
communication breakdowns. 

The concept of impermeability [15] is related to the encapsulation of signs, i.e., the 
sign meaning is in an atomic capsule and therefore it cannot be altered. Thus, the 
originally encoded meaning of impermeable signs is always preserved. Impermeable 
signs can be essential or accidental. Essential impermeable signs can only be used in 
monotonic manipulations, i.e., those that do not destroy the basic meanings (identity) 
of the application. Accidental impermeable signs may not be changed either, but they 
may be subtracted from the application by means of an operation we call pruning. For 
instance, let us consider a "skip to next track" button. It is an impermeable sign and 
thus its meaning of skipping to the next track on a playlist should not be changed, 
otherwise it may confuse the user (e.g., if the next track button is used to skip to the 
next playlist instead). If this sign is essential (i.e., part of the system identity), it 
should also be present in any other platform. However, if it is not part of the system 
identity (i.e., it is an accidental sign), it may be pruned in any platform. 

From a computer symbol-processing point of view, two different kinds of modifi-
cations can be made to signs [15]: meaning-preserving modifications (types I, II, and 
III) and meaning-changing ones (types IV through VII). 

Meaning-preserving manipulations affect only impermeable signs and preserve the 
application identity. Type I changes correspond to renaming and aliasing operations 
that affect only lexical components. Changing the label of a button and changing an 
icon appearance are examples of renaming. Renaming should be limited to lexical 
items that are not part of the application’s identity to avoid confusing the user about 
its meaning. Type II manipulations involve making changes only to syntactic compo-
nents, such as reordering: changing the layout sequence of user interface elements or 
the order in which operations are performed. However, this reordering cannot change 
the meaning expressed by the individual reordered components. Finally, a type III 
manipulation (also known as pruning) corresponds to the possibility of selecting non-
essential (accidental) components to be included in or excluded from the application. 
Pruning must preserve not only the identity of the application, but also the impermea-
bility of the pruned components. Thus, an important design decision is to select which 
of the impermeable signs can be pruned if the application identity is to be preserved. 

When porting the system to a more constrained platform, the designer of cross-
platform systems usually has to leave features out (type III – pruning) or adjust them 
according to the space available in the screen (type II – reordering). Also due to space 
constraints or specific platform patterns, the designer may have to change the appear-
ance of some components (type I – renaming and aliasing). 

Every application requires that users learn a new and unique signification system 
that is used in HCI [15]. Therefore, the application’s identity and the notion of  
impermeability are important to keep the user’s semiosis sufficiently tied to the de-
signer’s vision, so that productive interpretations can be motivated, and unproductive 
ones discouraged [15]. This is especially important when it comes to cross-platform 
systems, since you may have many different versions of the same system. 
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Meaning-changing manipulations, however, can threaten the application identity, 
and therefore should be avoided whenever possible in order to minimize conflicts 
between system versions. A type IV manipulation, for example, involves using exist-
ing signs to mean something different from what they were designed to mean (e.g., 
the same button triggers different actions on each platform). Hence, when transition-
ing from one version to another, users may feel frustrated because of this conflict of 
meanings. A type V manipulation makes changes to meanings and lexical items but 
not to grammatical structures. Type VI may involve reordering components or even 
eliminating components that change the conveyed meaning. And finally, type VII 
makes changes to meanings, grammatical structures and lexical items, consisting of 
the biggest threat to the application identity. 

In our analytical study, we give examples of some of the manipulations we found 
and discuss about their potential consequences concerning cross-platform systems. 

3 Using SIM to Evaluate Cross-Communicability 

When evaluating each version of a cross-platform system separately, each one may 
have high communicability, i.e., it may efficiently and effectively convey to the users 
its underlying design intent and interactive principles. However, when traversing 
between platforms, the user carry understandings from one version that may not be 
applicable to another, creating conflicts and communication breakdowns. Besides, the 
meta-communication message of each version should also convey the composition of 
the cross-platform system, i.e., how functionalities are organized in and across plat-
forms [5]. The quality of the meta-communication conveyed by the cross-platform 
system as a whole, including all versions, is what we call cross-communicability. 

The traditional SIM alone is not suitable for evaluating cross-communicability, 
since we must also systematically contrast the meta-communication messages across 
system versions. Hence, after the preparation phase required to the traditional SIM 
described previously, we divide the execution of the method applied in two phases: 
vertical (within-platform) analysis and horizontal (between-platform) analysis. 

3.1 Vertical Analysis 

The first phase, called vertical analysis, is designed to evaluate the communicability 
of the system in each platform individually. Hence, it consists of conducting the same 
five steps of the traditional SIM, with one difference: the evaluator should also high-
light the signs that denote any compositional aspects of the cross-platform system 
(e.g., a sign that acknowledges the existence of another system version). 

Because the inspections must be conducted individually, different evaluators may 
conduct the inspection of each version. There are three main benefits of this approach: 
it distributes and reduces the cost of the inspection; it avoids contaminating the in-
spection of one version with another; and it allows designating each system version to 
the most appropriate evaluator, a professional with solid technical HCI knowledge in 
that platform. 
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3.2 Horizontal Analysis 

As stated before, when evaluating a cross-platform system it is important to contrast 
the meta-communication messages of each system version. Thus, after completing the 
communicability assessment of each version, the next phase consists of performing a 
horizontal analysis, which is divided in three steps: (1) identification and collation of 
sign manipulations between the evaluated platforms; (2) an analysis of the impact of 
each manipulation on the meta-communication of each version; and finally (3) a con-
clusive appreciation of the quality of the overall system cross-communicability. 

The signs collated in the vertical analysis may undergo modifications across the 
evaluated system versions due to the constraints, advantages or patterns of each plat-
form. Thus, the evaluator should (1) identify the meaning-preserving and meaning-
changing manipulations in each pairwise combination of the evaluated platforms; 
(2) examine the manipulations collated and categorized in the previous step to assess 
how they could negatively affect the horizontal meta-communication messages by 
intensifying already identified vertical communication breakdowns (e.g., causing 
ambiguities) or even by creating new ones; and (3) qualitatively assess the system 
cross-communicability by unifying the meta-communication message obtained in 
each previous step, judging the costs and benefits of the identified manipulations 
made between platforms, and then he generates an evaluation report. 

4 Analytical Study 

For the application of SIM on a cross-platform system, we chose an Internet radio and 
social networking website named 8tracks,2 which revolves around the concept of 
streaming user-curated playlists composed of at least 8 tracks. Besides being a popu-
lar cross-platform system, 8tracks was chosen because it has different versions avail-
able on different devices (desktop and mobile) and also has different versions availa-
ble on the same device (mobile native apps3 and mobile web app), therefore covering 
a broad range of combinations to analyze in our study. 

4.1 Preparation Phase 

The goal of this analysis is to identify different communication breakdowns that may 
occur individually on each platform version of a cross-platform system and their rela-
tion to other breakdowns that arise when these versions are put together. We defined 
the context of use for the evaluation through the following scenario: 

"Rodrigo will throw a party and needs to set a good playlist, but has no idea how to 
start. Gabriel, Rodrigo's friend, suggested he use 8tracks system, where he can discov-
er and listen to several different mixes. Rodrigo had already created an account  
in the past, but he has never really used the system. He thinks this might be the perfect 
opportunity to give it a try. He then searches 8tracks for mixes with the latest hits.  

                                                           
2 http://8tracks.com/ 
3 8tracks has two different mobile native apps available, an iOS and an Android version, but 

only the Android version was evaluated in our study. 
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He saves his favorite mixes, to be able to play them later at the party, if he so wants. 
He also creates his own mix only with the favorite songs from the mixes he has played. 
So as not to forget which ones they are, he will use another feature that allows saving 
only individual favorite tracks to be bought later, instead of saving full mixes." 

Although it was observed by a previous informal inspection that not all the func-
tionalities in the scenario would be available in all the evaluated system versions, we 
decided to let it be this way to evaluate how each version conveys information about 
the system composition as well. Next, we briefly present the main results from the 
vertical and horizontal analyses. 

4.2 Vertical Analysis 

A single evaluator conducted the study. Due to space constraints, in this paper, we do 
not describe the whole vertical analysis of the 8tracks versions, which consists of a 
typical application of SIM. Instead we present synthesized versions of the meta-
message, focusing on some communication issues found when analyzing the system 
communicability on each platform. Although the vertical analysis was conducted 
separately for each platform, some references will be made to similar characteristics 
across the versions to avoid repetition and also due to space constraints. 

Desktop Web App. Besides the hints and tips throughout the system, there are many 
internal pages (e.g., about, licensing, FAQ) and a blog available where some meta-
linguistic signs can be found. This documentation mainly explains the system purpose 
and its underlying concepts, instead of how to use it. Therefore, it is implied that the 
system is in general thought to be easy to use and to learn. The available explanations 
describe many aspects of the legal rules that the service must follow to allow the free 
streaming of music. These rules limit some functionalities of the system, but expect-
ing that users will probably not want to read the documentation before using the sys-
tem, the main rules are only briefly explained through dynamic messages to let users 
become aware of them by trial and error when interacting with the system. 

Some aspects of trial and error, however, can be frustrating due to the lack of ap-
propriate communication. When attempting to skip to a track one too many times, for 
instance, the following message is shown: “Apologies for the inconvenience, but our 
music license requires us to limit the number of tracks you may skip each hour.” 
Since there is no static or dynamic sign indicating how many tracks you have already 
skipped or may still skip, or how long it has been since you exceeded the number of 
“skips,” and also because the skip button is always enabled, the user may often try to 
skip a track, fail, and then receive the infamous message over and over again. 

The meta-communication message derived from the documentation and help con-
tent tells us that the service is designed for music-lovers that want to create, share and 
discover new mixes in a radio-style way, i.e., like a non-interactive music player. 
Static signs on the mix page (Figure 1) appropriately convey this radio-style music 
discovery experience depicted in the meta-linguistic signs: the music progress is 
represented by a very thin and discreet line, indicating that it is not so important and 
that users should not worry about it, just like on the radio; there is no bar over this 
thin line to control the music progress; and the only control buttons available are a 
button to play/pause the music, a button to skip to the next track or to the next mix. 
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Fig. 1. Part of the desktop web version’s mix page 

Regarding the search for mixes, a communication breakdown was found. Once a 
search has been done, the user may sort the results by hot, new or popular. Although it 
is easy to infer the outcome of sorting by newest mix, the same cannot be said about 
the other two criteria, and there is no explanation on the system about the difference 
between popular and hot mixes. 

Meta-linguistic signs on some of the internal web pages of the system and on the 
8tracks blog almost exclusively express the information regarding the system compo-
sition. References are made to both the mobile web and the mobile native versions. 
There is also a static sign at the bottom of each system page, a button, referring to the 
mobile native version. 

Mobile Web App. Besides the fact that the meta-linguistic signs available on docu-
mentation of the desktop web version discussed previously are also available to any 
other system version, in the mobile web app there is a direct link to the desktop web 
app’s “FAQ” and “About” pages, as if they were its own. Because of this and the fact 
that very little information about the mobile web version can be found in the system 
documentation, it can be assumed that this version has the same features of the desk-
top version. However, during the analysis of the static signs it became clear that not 
all the functions depicted in the meta-linguistic signs are available in this version. 
Hence, if a user consults the documentation he may be misled and frustrated after 
searching the whole app for a function that does not even exist in it. 

Although it is harder to present hints on a mobile web system because it is not 
possible to hover over user interface components, in general there are really few mes-
sages and instructions in this platform, possibly meaning that the designer believes 
that this interface is also fairly easy to use and no further explanation is necessary. 

In addition to the same meta-linguistic signs available at the desktop version, in 
this version two static signs can be found on the bottom of the dashboard page refer-
ring to both the mobile native and the desktop web versions. 

Another communication breakdown was found on the system search mechanism. 
Although there is a tip on the kind of text the user should type to perform a search, in 
the results page there is no indication of which criteria were used to search the mixes. 
Hence, the user does not know whether the text he typed was matched with the mixes 
tags, with the mixes names, with another criterion or with all of them. Another poten-
tial breakdown found on the results page is the lack of static or meta-linguistic signs 
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evidencing what happens when the user selects one out of the three options (most 
recent, hot this week or popular this month) on the search results page. Even with the 
aid of the dynamic signs, there is no clear evidence as to whether you are sorting or 
filtering the search results by one of these criteria. 

Users can also directly search mixes by selecting tags in the dashboard. Although 
the static signs indicate that you can search only by one tag at a time, it is actually 
also possible to search by a combination of tags if you perform a long press on each 
desired tag at a time, and then you press a go button that will appear next to the tags 
(Figure 2). However, since this is not explained to users, it is a communicability 
breakdown, and users may never perceive this search possibility even if they intensely 
interact with the system through trial and error. 

 

Fig. 2. Example of the mobile web version of a search where the user combined multiple tags 
as the search criteria 

Mobile Native App. Although there is no static sign referring to the other versions, 
this version contains an interesting new meta-linguistic sign regarding the system 
composition on its own internal FAQ: it clearly states that, if you want to create a mix 
or preview the songs you have added to your favorites, you need to use the desktop 
version. Hence, this sign not only recognizes the existence of another version but it 
also indicates the system distribution of functionalities, revealing more clearly the 
redundancy across these system versions. Nevertheless, there is no reference about the 
mobile web version on this platform. 

There are additional meta-linguistic signs available on the app’s Google Play page 
and also on an Update Log page internal to the app, clearly explaining the purpose, 
functionalities and limitations of this version. Both pages also display the changes 
made to each release of the app, which is important because it helps the user to interp-
ret new features or modifications made to previously known signs. 

The static signs indicate that the user can filter the mix search results by tags, but 
since this label is also next to the hot, new and popular buttons, the user may also 
wrongly infer that these buttons can filter the results (Figure 3). However, when in-
specting the dynamic signs we notice that the result count is not affected; therefore 
these buttons only sort the results. Still, a distracted user may never notice this dy-
namic sign, since it is quite subtle. 
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This version also introduces a new sign: a hidden left-hand menu, used to hide  
navigation options until someone taps a button to expose them (Figure 3). This  
off-canvas pattern is very common and useful in mobile applications, since it avoids 
occupying the small screen of the device all the time. However, the way this menu is 
accessed in this platform introduces a temporary failure [12]: it uses the sign of a 
home button, which naturally would make the user infer that he is going to a home or 
dashboard page of the system, which does not exist in this version. Some other prob-
lems previously discussed on the inspection of the desktop version were also found on 
this version, such as the hot/popular ambiguity. 

 

Fig. 3. Search results filtering page before (on the left) and after (on the right) pressing the 
home button, which actually triggers the hidden left-hand menu to appear on the screen. The 
highlighted signs are responsible for different vertical and horizontal breakdowns. 

4.3 Horizontal Analysis 

Having concluded the vertical analysis, we conducted the horizontal analysis to assess 
8tracks’s cross-communicability. First, we contrasted each evaluated version with the 
two others, resulting in six tables containing the modifications that could have been 
made at the user interface signs in going from one version to the other, classified by 
the nature of the manipulation. Manipulations from type I to V were identified, but 
most of them were meaning-preserving ones. Due to space constraints, only a sample 
of them is presented, classified by type to discuss the main communication break-
downs found across versions and to illustrate the benefits of this analysis. 

It is worth mentioning that, in a cross-platform system such as 8tracks, i.e., a sys-
tem whose functionality and content is available in multiple devices, many of the 
unchanged characteristics found across the platforms may indicate the identity of the 
system and some of its impermeable signs. For instance, the control buttons on the 
mix page, the buttons for liking the mix and for sharing the mix (Figure 1) are present  
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with their meanings unchanged in all the platforms. This indicates that they probably 
are some of the essential impermeable signs and part of the system’s identity. Howev-
er, these relations are still not so clear. 
 
Type I Manipulations. Only a few type I (renaming) manipulations were found: the 
label “Created” on the mobile versions is written “Published” on the desktop web 
version (Figure 4); there is a slight difference between the desktop and the mobile 
versions of the mix feed icons (Figure 5); and the label “recent” in the mobile web 
version is written “new” in the other versions (Figure 6). Although they may not lead 
the user to a failure, those unnecessary inconsistencies should be avoided. 

 

Fig. 4. From top to bottom, the mix description appearance on the desktop web, mobile web 
and mobile native versions, respectively. The highlighted tags are not clickable only in the 
mobile web version. 

 

Fig. 5. Example of type I manipulation and unnecessary inconsistency: difference in the ap-
pearance of the mix feed icon used in the mobile versions (on the left) and in the desktop web 
version (on the right) 
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Fig. 6. From top to bottom, part of the search results page on the desktop and mobile web ver-
sions and part of a mix page on the mobile native version, respectively. The highlighted ele-
ments reveal type I (rectangle) and type V manipulations (circle). 

Type II Manipulations. Type II manipulations (reordering) are most common and 
inevitable when it comes to cross-platform systems working in different devices. This 
happens because the display size and resolution of each device force designers to 
reorganize the layout to fit all the interface elements, or even to separate elements into 
two or more screens to avoid pruning some essential impermeable signs. Hence, it is 
inevitable to break the interface layout consistency to fit everything. 

However, it is possible to find on 8tracks some type II manipulations that resulted 
in unnecessary inconsistencies. For instance, in the mix description (Figure 4), the 
labels for the mix like and play counts are displayed in one order in the desktop ver-
sion and in the reverse order in the mobile versions, even though there are no space 
constraints. Although the latter example may not constitute a serious communication 
breakdown, it may negatively affect some cognitive aspects. For instance, a person 
who is already used to the order of the labels for mix like and play counts in a plat-
form will have to learn the order of the elements again in the other platforms. If in-
stead of labels the interface elements were buttons, for example, the same reordering 
would represent a bigger issue, since a distracted person might press the wrong button 
because the order (that the person was already used to) has changed. 

Another reordering problem found was that the same groups of mixes are arranged 
in the desktop web in a different order from the mobile web. Since the order of ele-
ments may also convey a relation of importance between them, there is an ambiguity 
on what the designer thought was more important to the user: the desktop web priori-
tizes the users’ mixes (i.e., their own mixes, liked mixes and mix feeds from whom he 
follows) while the mobile web prioritizes general featured and hot mixes. 
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Type III Manipulations. After the vertical analysis, the evaluator already has a clear 
vision of which features and components are present or not in each version, which 
makes it easy to identify type III (pruning) manipulations. Based on the collated type 
III manipulations, it became evident that the versions are complementary, i.e., 
although they share a set of data and functions, some of them provide access to data 
or functions that are not available in the others. 

Some of the observed pruning operations from the desktop to the mobile versions 
may be justified by either reduced platform capabilities or little utility. For instance, 
the functionality of creating mixes is not available in the mobile versions, maybe 
because of either platform limitations (slower internet connection when using 3G to 
upload each track and limited processing power in comparison to a desktop); or little 
utility, since the user will be using the system mostly on the go and therefore will not 
be interested or even capable of spending too much time looking at the device screen. 
Thus, the 8track’s designer may have intended that the users should only listen in 
their mobile devices to what had been produced on their desktop computers. 

In the desktop version, since some mix arts may contain inappropriate content to be 
shown during the service use in a public or work environment, the user may flag some 
arts as Not Safe For Work (NSFW) and configure them not to be shown. This feature 
is not available on the mobile versions, probably because Smartphones are highly 
personal; therefore there is little utility in avoiding displaying any type of inappro-
priate content, since only the user would see it on his device. 

Type III manipulations can indicate some interesting communication breakdowns 
across platforms, because the lack of some features between certain versions may 
represent an ambiguity for the user. In our study, one example is the feature of adding 
a track to the favorites. To do so, the user must press the track’s star button placed 
either next to where the current track is being shown or on the tracklist, which shows 
only the mix tracks already played. The vertical analysis of the mobile web version 
revealed that, on the tracklist page (Figure 7), there is only a button to buy each track 
and you can neither see the tracks you have added to your favorites nor add them; 
therefore you can only add a track to your favorite (or know that it has already been 
added to your favorite tracks) while it is still playing. When contrasted to the desktop 
and the mobile native versions, this issue is amplified, because the user in the desktop 
version can buy the track or add it to the favorites using buttons on the tracklist, and 
in the mobile native the user can only add but not buy the track in the tracklist (Figure 
7). Therefore a person used to these versions may get frustrated when trying to add a 
track to the favorites on the mobile web version after he has listened to the whole 
song, only to discover that he cannot do it. Since in 8tracks the user cannot go back to 
a previous track and the tracklist is shuffled each time the user listens again to a mix 
from the beginning, he would be forced to go to another version to see the full track-
list so far and then add the track to his favorites. Since pruning the button to buy a 
track from the tracklist does not represent a problem, but removing the star button (to 
add a track to the favorites) does, it is possible to infer that the tracklist and the star 
button together make up an impermeable sign, and therefore should not be separated. 
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Fig. 7. From top to bottom, a part of the tracklist page on the desktop web, mobile web and 
mobile native versions, respectively. The highlighted signs are responsible for a horizontal 
communication issue. 

Still regarding pruning manipulations, removing the dashboard page on the mobile 
native version per se would not lead to a communication problem across platforms. 
However, confusion arises because there is a similar home button that shows the left-
hand menu (Figure 3) instead of leading the user to a dashboard page (Type IV mani-
pulation – changing the meaning of a sign), which happens in the other platforms. 

Pruning manipulations can also be observed on the 8tracks meta-linguistic signs. 
Adding a new FAQ to the mobile native version results in interesting observations. 
First, its benefit to the mobile native version is clear, once it avoids the same commu-
nication breakdown as the mobile web version regarding the confusion about which 
functionalities are available or not. Second, the mobile native’s FAQ contains a piece 
of information about the purpose of the favorite tracks feature (i.e., save tracks to buy 
them later), which is missing from the meta-linguistic signs in the desktop version. 
Hence, if a user learns about this feature from the native app, he may understand it 
better than another user who inferred its behavior by its name on the desktop version. 

A similar situation can be observed regarding the feature of sorting search results 
by hot, new or popular. As mentioned before, a common breakdown in the desktop 
and mobile native versions is the lack of clarity on the difference between the hot and 
popular criteria. However, if a person has used this feature on the mobile web version, 
he can eliminate this doubt, since the labels there are more detailed: “hot this week” 
and “popular this month”. In the mobile web version the breakdown regards not 
knowing whether a sorting or a filtering operation was applied to the results after 
selecting one of the criteria. This problem can be either avoided or transformed into 
another issue, depending on which version was used prior to the mobile web one. If 
the user has already used the desktop version, he will know the results are sorted by 
one of those criteria. If the user has had previous experience only with the mobile 
native, he may mistakenly assume a similar behavior, i.e., that the results were filtered 
(Figure 3). Finally, contrasting the desktop and mobile versions altogether may lead 
to another breakdown, since the user may no longer be sure whether each version is 
behaving differently or similarly, and in case they are indeed doing the same opera-
tion, they might not know whether it is sorting or filtering the results. 
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The latter breakdown is probably due to one of two reasons: an unfortunate type I 
manipulation, because as stated before you should not change a label if you are 
changing an impermeable sign, and therefore you mislead the user into thinking that 
something means something else (sort versus filter); or a type II manipulation that 
went wrong, i.e., the label in the mobile native app was referring only to the tags but 
was misplaced next to the sorting options as well. 
 
Type IV Manipulations. Regarding meaning-changing manipulations, one type IV 
manipulation (only the meaning of a sign is changed) is responsible for a potential 
issue when the user selects a mix to go to its page: in the desktop and mobile web 
apps, when entering the mix page, the mix does not start playing right away (the user 
needs to press a play button), but the same is not true in the mobile native app. The 
fact that the mix will start playing once selected in the latter version may frustrate a 
person used to the other meaning of selecting a mix on the web versions of the sys-
tem, and vice-versa. 
 
Type V Manipulations. On the mobile web version, a button (Figure 6) on the head-
er of the search results page (which triggers the interface to go to the home or dash-
board page) can cause a breakdown because it does not resemble a home button and 
therefore its meaning cannot be easily interpreted or even learned by the user. When 
contrasting this version with the mobile native and desktop web versions, this button 
can cause additional breakdowns, because a very similar sign is used in those versions 
(Figure 6) with different meanings. Thus, we have the occurrence of a type V manipu-
lation (meanings and lexical items are changed). 

In the mobile native the meaning of this sign is to display the mix tracklist, while 
in the desktop web the meaning is to display the search results in a list (instead of in a 
grid). The same sign did not create a vertical communication problem in the desktop 
web and mobile native versions; it created a vertical communication problem in the 
mobile web version; and it also created a horizontal communication breakdown, since 
the user may get confused about which action is associated to the button on each plat-
form, leading to temporary failures. 

Another type V manipulation is responsible not for a new communication issue, 
but for amplifying a breakdown identified during the mobile version’s vertical analy-
sis: the tags on the mix description (Figure 4) resemble buttons, but they are not ac-
tually clickable. Since in the desktop web and mobile native versions the same tag 
buttons (although different in color) are clickable (triggering a search by a tag when 
clicked), this manipulation may lead the user to frustration, since he is likely try to 
click on the tags on the mobile web version if he is already used with the other system 
versions. 

5 Conclusion and Future Work 

This paper described a first effort to apply Semiotic Engineering and its methods to 
the evaluation of the quality of cross-platform systems, which we defined as cross-
communicability. We presented an analytical study using a new approach to SIM to 
assess how well the designer-to-user meta-communication message gets across to 
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users through each system version separately and also through the cross-platform 
system as a whole, taking into account the possible ambiguities and communicative 
breakdowns when traversing between versions. 

The proposed evaluation of the cross-communicability of a system consists of two 
analyses: a vertical analysis, which is mostly an application of the SIM to each system 
version; and a horizontal analysis, in which the signs and meta-messages from the 
previous analyses are contrasted and the differences are classified according to the 
type of sign manipulations that would be necessary to transform one version into 
another. This classification is based on a semiotic framing originally proposed for 
EUD. 

We could identify through our analytical study some interesting facts when con-
trasting the meta-messages of the different system versions: ambiguities and new 
communication breakdowns may arise in one or more system versions; individual 
breakdowns may be transmitted from one version to another; individual breakdowns 
in one version may be amplified by individual characteristics or issues of other ver-
sions; and also some individual breakdowns in one version may be overcome due to 
signs present on the other versions. 

Thus, we believe that by looking at the results of a SIM evaluation informed by our 
extended approach, the designer of cross-platform systems may become more aware 
of several communicative breakdowns regarding composition, continuity (i.e., how 
tasks state and actions are migrated across platforms) and consistency aspects, which 
can help them to better design or redesign each system version. The proposed sign 
organization by manipulations may also help to improve existing cross-platform de-
velopment processes, as in the graceful degradation [6] method, for instance. Results 
from a horizontal analysis could serve as a basis to refine the set of transformational 
rules applied during the graceful degradation approach, as well as to validate the 
priority ordering between the rules in the method. 

As future work, we plan to triangulate the results obtained with endogenous and 
exogenous sources. We also plan to conduct a study comparing the extended SIM 
with more traditional inspection approaches, such as heuristic evaluation and cogni-
tive walkthrough. Also we intend to investigate more closely the relation between the 
system’s identity and the quality of a cross-platform system, as well as how we can 
properly define which signs are impermeable and essential to one or more platforms, 
and to the system as a whole. We also plan to formulate a set of heuristics as a result 
of consistently applying SIM to multiple cross-platform applications. And finally, we 
plan to extend CEM to cross-platform systems as well. 
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Abstract. Sketch recognition is widely used in pen-based interaction, especially 
as the increasing popularity of devices with touch screens. It can enhance hu-
man-computer interaction by allowing a natural/free form of interaction. The 
main challenging problem is the variability in hand drawings. This paper 
presents an on-line sketch recognition method based on the direction feature. 
We also present two feature representations to train a classifier. We support our 
case by experimental results obtained from the NicIcon database. A recognition 
rate of 97.95% is achieved, and average runtime is 97.6ms using a Support Vec-
tor Machine classifier. 

Keywords: Sketched symbol recognition, NicIcon database, multi-stroke 
shapes. 

1 Introduction 

Sketching is a natural form of human communication. Sketch-based interaction  
is a fast and efficient means of capturing information by automatically interpreting 
hand-drawn sketches and can be an important part of the early design process, where 
it can help people explore rough ideas and solutions in an informal environment. 
Sketch recognition refers to the recognition of predefined symbols or free-form  
drawings (e.g., an unconstrained circuit drawing); in the latter case, the recognition 
task is generally preceded by segmentation in order to locate individual symbols. This 
paper focuses on the recognition of hand-drawn isolated symbols. With the growing 
popularity of devices with touch screens, there is increasing interest in building 
sketch-based user interfaces.  

However, many challenges remain in terms of intra-class compactness and  
inter-class separation due to the variability of sketching. Because it is likely that  
different people will have different drawing styles, such as the stroke-order, -number, 
and non-uniform scaling, as well as complex local shifts. Moreover, the style of  
the same individual at different times may differ. A good recognition algorithm 
should place few drawing constraints on users. Related research is that of handwriting 
recognition, such as handwritten digit and Chinese character recognition with many 
effective algorithms. 

This paper presents a new approach to sketched symbol recognition based on  
the direction feature. It is insulated from stroke order and number. We also present 
two feature representations, which obtain good experimental results in the NicIcon 
database. 
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2 Related Work 

One common approach to sketch recognition focuses on building structural shape 
descriptions. Its basis step is stroke segmentation and primitive recognition using 
temporal and spatial features. A sketched symbol can be represented as a tree or graph 
and the similarity between two sketches can be calculated by structural matching. 
Hammond and Davis [1] developed a hierarchical language to describe how diagrams 
are drawn, displayed, and edited. They used this language to perform automatic 
symbol recognition. The attributed relational graph (ARG) is an excellent statistical 
model to describe both geometry and topology of a symbol [2], and is insensitive to 
orientation, scaling, and drawing order. The advantage of structural methods is 
distinguishing similar shapes. Therefore, high accuracy in stroke segmentation and 
primitive recognition is necessary. 

An alternative approach looks at the visual appearance of shapes and symbols [3] 
instead of the relation between geometric primitives. Ouyang and Davis[3] proposed a 
visual approach to sketched symbol recognition, which is similar in spirit to our pro-
posed method. It used a set of visual features that captured on-line stroke properties 
like orientation and endpoint location. Almazan et al. [4] and Escalera et al. [5] de-
scribed a framework to learn a model of shape variability based on the Active Ap-
pearance Model (AAM), and proposed two types of modified Blurred Shape Model 
(BSM) descriptors(DBSM and nrBSM) as basic shape features to learn the model. 
Eitz et al. [6] described a large scale exploration of human sketches. They analyzed 
the distribution of non-expert sketches of everyday objects and developed a bag-of-
features sketch representation. Willems et al. [7] explored a large number of on-line 
features, which were sorted in three feature sets due to different levels of details. Re-
cently Delaye and Anquetil [8] presented a set of 49 features, called HBF49, for the 
representation of hand-drawn symbols for use as a reference for evaluation of symbol 
recognition systems. 

This paper presents an on-line sketched symbol recognition method using the di-
rection feature. The key contributions of our method are: 

1. A framework to recognize sketched symbols using the direction features. It is in-
sensitive to the variation in the order and number of strokes. 

2. Two feature representations. They are statistical vectors rather than structural re-
presentations of geometric primitives. This allows it to be robust to different draw-
ing styles. 

3. Obtaining high recognition accuracy in the NicIcon database using Support Vector 
Machine (SVM) classifier in real time. 

3 Our Approach 

We designed our approach primarily using the direction properties of symbols. An 
overview of the recognition process is shown in Fig. 1. First, preprocess the input 
trajectory, including resampling. Then the direction of every point is decomposed to 
four directions, horizontal, vertical, diagonal, and anti-diagonal. Feature 
representation is performed using the grid and direction feature. Finally, an SVM 
classifier is trained to perform classification. 
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Fig. 1. System overview 

3.1 Preprocessing 

The preprocessing of the input sketch directly facilitates the pattern description and 
affects the quality of the description. We choose to normalize patterns in scale and 
translation, and to apply a trajectory resampling strategy. These operations are simple 
to perform and guarantee a better stability of extracted features, for any type of input 
pattern. 

Since on-line strokes are typically sampled at a constant temporal frequency, the 
distance between neighboring points varies based on the pen speed. This produces 
more sampled points where the pen is typically slower. In order to make feature ex-
traction more reliable, we resample each stroke at a constant spatial distance. In our 
experiments the sampling interval is set to one. Next we remove differences of scale 
and translation. The coordinates of stroke points are simply shifted and scaled such 
that all points are enclosed in a standard box. In experiments we set . It 
means translating maximal dimension of a symbol to 100 with aspect ratio preserved 
[10]. We do not translate the on-line trajectory to image (such as in [3]). Therefore 
direction features are accurate with the absence of jagged edge. 

3.2 Decomposition of Direction 

The so-called direction feature is widely used in character recognition. Similar to 
Ouyang and Davis [3], we decompose direction vectors of resampling points into four 
directions, at 0, 45, 90 and 135 degrees. If the direction of a point lies between two 
standard directions, it is decomposed into two components in the two standard 
directions, as shown in Fig. 2. One major advantage of this representation is the 
independence of stroke direction. A stroke drawn left to right is the same as one 
drawn right to left. This is essential for free hand-drawn symbols. 
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Fig. 2. Decomposition of 
direction 

 

 
(a)               (b)            (c)             (d)      

Fig. 3. The procedure of grid generation [4]. (a) original shape 
points. (b) four sub-regions split by geometric centroid. (c) and (d) 
iterative procedure to obtain grids of 4x4 and 8x8 respectively. 

3.3 Grid Generation 

Grid is used to blur the features, for directly overcoming the local non-uniform 
variability. We learned that blurring should be considered as a means of obtaining 
latent dimensions(subspace) rather than as a means of reducing computational cost, 
though the effects might seem similar [9]. Moreover, the mesh size of 8x8 used in 
statistical approaches was determined by the optimum blurring parameter in light of 
the Shannon sampling theorem [9]. We refer to the grid generation by Almazan et 
al.[4]. First, we calculate the geometric centroid of all resampling points. Then the 
region is split into four sub-regions. Therefore, the points are split into four sets. Next, 
in each sub-region the iterative procedure works until we get a grid of size 8x8, as 
shown in Fig. 3.  

3.4 Feature Representation 

The representation schemes of the input sketch and the model database are important 
since the classification method depends strongly on them. We present two feature 
representations. The size of the grid is 8x8, and the sub-direction feature is  
S={xi , yi , dir1i , dir2i , dir3i , dir4i }, i=1,2,…,n, where n is number of resampling poi-
nts; {xi , yi} is coordinate of point Pi ; dir1i , dir2i , dir3i and dir4i describe sub-direction 
strength of Pi in above four directions, respectively. One simple feature representation 
is to cumulate sub-direction strength in each grid cell. That is  

{ }jV v= , 1 2 3 4{ , , , }
i j i j i j i j

j i i i i
p m p m p m p m

v dir dir dir dir
Î Î Î Î

= å å å å
 

where  i=1,2,…,n , j=1,2,…,82; and mj  is the jth cell in the grid, Pi is the ith point in 
sampling points, vj is direction feature of mj. So we can form a 8x8x4 dimensional 
vector, which can be used in a statistical classifier. We denoted this representation as 
‘Dir’ , compared with below ‘DirBSM’. 

Another feature representation is presented, called Directional Blurred Shape Mod-
el (DirBSM), is presented here. BSM[4,5] is a shape descriptor , whose main idea is 
to describe a given shape by a probability density function encoding the probability of 
pixel densities of a certain number of shape sub-regions. Given an image of a  



 On-Line Sketch Recognition Using Direction Feature 263 

 

particular symbol, each pixel contributes to compute the BSM descriptor. This is done 
by dividing the given image in a kxk grid (cells). Then, each cell receives votes not 
only from the shape pixel located inside its corresponding cell, but also from those 
located in the adjacent cells. Thereby, every pixel contributes to the density measure 
of its sub-region cell, and its neighboring ones. This contribution is weighted accord-
ing to the distance between the point and the centroid of the cell receiving the vote. 

However, in our approach the shape is not an image but a set of shape points with 
four direction attributes. We have modified the BSM descriptor to DirBSM. For each 
direction attribute, we calculate a BSM vector, as illustrated in Fig. 4. Then four vec-
tors can form a final shape descriptor, which is the feature representation of a symbol. 

 
Input: A grid of k k×  cells and { , , }i i iS x y dir=  , where idir  Î  
{ 1 2 3 4, , ,i i i idir dir dir dir  } ,  i∀ = 1,2,…,n 

Output: the BSM of one sub-direction 
1. Denote grid as 21{ ,..., }

k
R r r= , with jc  the centroid for grid cell jr . 

2. Denote N(r) as the neighbor cells of cell r, Let pr  be the cell which contains the point p. 

Initialize the probability vector v as v( j )=0, 21,2,...,j k= . 

3.For each point p(xi, yi)  
D=0 

For each ( )p
hr N r∈ ,    2( {1, 2,..., })h k∈  

    2( , ) || ||h h hd d p r p c= = −  

   1/ hD D d= +  

End for 
Update the probability vector v as ( ) ( ) /( )h h i hv r v r dir Dd= +  

End for 

4.Normalize 
2

1
( ) ( ) / ( )

k

j
v h v h v j

=
=   , h∀ = 1,2,…, 2k  

Fig. 4. Getting BSM vector of one direction feature 

To modify the feature distribution for improving the classification performance, all 
the measurements in the feature vectors are transformed by variable transformation 
y=xp [10]. In our experiments we tested different values of p to obtain optimal  
parameter. 

4 Experiments 

In this section, we show the performance of the proposed method for sketch recogni-
tion tasks using above two feature representations. 
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4.1 NicIcon Database 

The NicIcon database [11] is composed of 26,163 sketched symbols of 14 classes in 
the domain of crisis management and incident response systems. An example is 
shown in Fig. 5. The database comes from 34 different writers and it is commonly 
used for on-line symbol recognition, but off-line data is also available. The database is 
already divided into three subsets (TRAINING, TEST and EVALUATION sets) for 
both writer dependent and independent settings. Approximately, 36%, 24% and 40% 
of symbols are contained in the training, test and evaluation sets, respectively. We 
have selected the on-line data that is writer-independent, because it is the most similar 
to human-computer interaction.  

        

       

Fig. 5. Samples of 14 different classes of NicIcon database 

We compare two kinds of feature representations (Dir and DirBSM ). Training 
samples are used to train a classifier and test samples are used to test recognition ac-
curacy. We select the LibSVM toolbox with default parameters. 

 

Fig. 6. Getting optimal p using training set and test set 

In order to get optimal meta-parameter p, we train a classifier using the 
TRAINING set and test its performance using the TEST set. Fig. 6 shows the accura-
cy with parameter p. The optimal p is p=0.3. So all the measurements (both in traing 
and testing) in the feature vectors are transformed by variable transformation y=x0.3 
[10]. Then we use both the TRAINING and the TEST sets for training the classifier 
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and the EVALUATION set for measuring the recognition performance (T+V/E). The 
accuracy rates are 95.57% (DirBSM) and 97.95%(Dir) , respectively. 

4.2 Results and Discussion  

In Fig. 6, when p is small, the accuracy of Dir is better than that of DirBSM. The 
reason for this may be that the BSM descriptor blurs the shape and cannot distinguish 
shapes in details.  

As Table 1 indicates, on this dataset we achieved an best accuracy rate of 97.95%., 
compared to other results in the literatures [4,7,8].  

Table 1. Accuracy compared with other methods 

Methods Accuracy 

(a) combination of features[7] 92.63% * 
(b) NRAM+nrBSM(SVM) 94.29% * 
(c) NRAM+nrBSM(NN) 95.18% * 
(d) HBF49[8](SVM) 97.44% 

our approach(SVM) 
95.57  (DirBSM) 
97.95  (Dir) 

*The values of accuracy rate in (a), (b) and (c) come for reference[4]. And  
the experiments in (b) and (c) used off-line data in NicIcon database. 

 
For improvements in the recognition system, we analyzed misrecognition factors in 

the experiments. The top four false-positive symbols are accident, bomb, paramedics 
and electricity. It means there are other symbols that were misrecognized as them.  
And the top four false-negative ones, which were misrecognized as other symbols, are 
fire, casualty, police and fire brigade. Factor-1 is the large distortion in sketching. 
Some of these sketches cannot even be recognized by people, as shown in Fig. 7. 
Factor-2 is the presence of extra strokes or missing ones. Factor-3 is the similarity in 
direction features of sketches, mainly between the symbols gas and flood. Some dis-
torted symbols are similar to different patterns, when they are represented by direction 
features. These may be resolved in terms of introducing other useful features. 

 

    
(a)            (b)            (c)              (d)                (e)           (f) 

Fig. 7. Misrecognized samples. (a) too large distortion; (b) and (c) distortion of triangle becom-
ing a rectangle;(d) and (e) extra stroke; (f) distortion of rhombus becoming a trapezium 

4.3 Runtime Performance 

Finally, we evaluate the runtime performance of our approach. We use Matlab  
to program this method on a 3.10*2 GHz machine (Inter Core™ i5-2400). The  
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average runtime of recognizing one symbol is 97.6ms, including extracting feature 
and classifying with SVM-RBF. This method should therefore realistically be usable 
in real-time human-computer interaction. 

5 Conclusions 

This paper presents an on-line sketch recognition method based on the direction fea-
ture. It is a statistical method, which uses the visual feature of shape points instead of 
regarding the shape as an image or temporal sequences of geometric primitives. We 
also present two feature representations to train an SVM classifier. Experiments show 
that in the NicIcon database fine results are achieved, including high accuracy rate 
and real-time effects. This method is insensitive to stroke order and number. In future, 
we will do more experiments using larger databases with more classes, and introduce 
more feature to enhance accuracy rate. 
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Abstract. Two kinds of discourse typically define scientific productions: logi-
cal (epistemology of science) and rhetorical (sociology of science). We suggest 
that research projects can also be analyzed as poetical productions. While rhe-
torical strategies anticipate controversies and deploy techniques to defend 
projects and findings, poetical practices deepen the cultural and symbolic  
dimensions of technologies. Based on use cases that show different ways the 
poetics come to bear on research and development projects in information tech-
nology (IT), we discuss the play on words and images and how they contribute 
to the definition and creation of a new technology within research projects.  
Three cases of poetical practices are presented: naming technologies, christen-
ing projects, and designing logos. We give examples of naming and project 
identity formation to underscore how such a poetic stance impacts projects.  
Images and words help people imagine what the technology is about by giving 
imaginary traits and cultural substance. This paper’s analysis is a call for further 
work exposing the value of conscious use of poetical approaches to deepen the 
framing of IT projects. 

Keywords: Rhetoric, Poetics, Project Definition, Design, Sociology of Science, 
Sociology of Technology, Invention. 

1 Introduction: From the Rhetoric to the Poetics of Science 

Science endeavors to create and test hypotheses [1]. Scientific contribution is then 
based on logical demonstrations that distinguish it from social and other common 
knowledge discourses. The epistemologies of sciences detail the methods of valida-
tion of what they build as facts, either true or false. Inductive and deductive methods 
are discussed. But science is also about strategies to defend a territory, to plead for a 
cause, to affront enemies, to gather followers. This strategic part of science has been 
extensively analyzed by the sociology of science after Latour [2]. Actors build a  
full-fledged rhetorical strategy to support their project. The sociology of sciences and 
technologies [3] has shown that making science implies defending it and therefore 
elaborating a rhetoric that is going to convince the stakeholders. The father of rhetor-
ic, the Greek philosopher Aristotle, describes rhetoric as an art of persuasion that 
every citizen should learn so as to debate about things in the city. In society, things 
are being discussed and judged. Winning the audience is the focus point of rhetoric. 
Latour’s contribution has been to analyze the form and role of scientific rhetoric.  
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In particular, he shows that scientific papers are built around a defensive strategy that 
finds allies as a way to prevent dismissal. He describes how researchers use rhetorical 
arguments from theoretical background, “enrolling” other papers that have been writ-
ten so as to prevent attacks.  Latour speaks of “stratification” [2] that is to say the 
building of a system of authority within the paper.  This system also excludes those 
researches that do not follow the same direction. Research and scientific activities are 
therefore described like a court of law, where participants build up the defense of their 
case. For Latour, this rhetorical strategy makes it difficult for scientists to produce 
certain types of discourses. In particular, he points out that popularization is difficult 
because scientific texts are written to exclude people not to include them. What is 
more, scientific controversies need strong positions that do not leave space for dreams 
or imagination. 

However, certain texts (including images like drawings, photographs and videos) 
that are produced in the course of a research project cannot be totally described by 
either their deductive or inductive building of facts, nor their rhetorical function. Why 
call a technology Bluetooth after a king of Denmark? Why choose a cartoon character 
– Popeye - to represent an adhoc mobile communication research project? And why 
tell all kinds of stories when one might expect to communicate technical information 
by concentrating on algorithms and material implementations? We suggest the fol-
lowing answer: research done to study an area and engineering done to create tech-
nologies are not only based on logical demonstrations, or by negotiation between 
actors, they benefit by being subjective and cultural associations, poetic activities 
related to humanistic and literary practices too. They are using and working on sym-
bolic representations that expand the observations and definitions that researchers 
obtain within their methodological framework and constitute an alternative to the 
rhetorical inscription in society by a poetical invention of concepts and narratives. 
Though we describe practices that have been experienced by most researchers in HCI 
and engineering, these practices can be analyzed as an integral part of the research 
process rather than discarded as communication, or valorization practices. Our stand-
point is that these practices that focus on the subjective and cultural associations need 
to be considered as an essential part of the technical research as an invention. We 
consider invention along Simondon’s definition. The philosopher of science and tech-
nology defines invention by articulating imagination to cultural and social context 
through a tangible artifact [4]. 

This article contrasts the poetical and the rhetorical, and their role in the emergence 
of new technologies. We contend that engineers, designers and scientists expand their 
work with their literary and humanistic skills that we propose to call their poetic 
stance. Ignoring the poetic aspects of their work is detrimental to a clear understand-
ing of how it comes about. It could also be detrimental to strategies of innovation that 
have to take into consideration the whole gamut of activities around invention and 
creation to make sure that the potential of technologies are explored.  

Our goal here is to show the value of poetics in IT projects.  We first start from the 
poetic stance from Aristotle’s founding text and a recent body of literature on poetics. 
We then present several use cases that are samples of this poetic stance: naming of 
technology, christening of a project, and design of logo. The analysis of these use 
cases shows interactions between the poetic naming and narrative process (with words 
or images) and the projects themselves.   
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2 A Poetic Stance 

Before analyzing some of these poetic productions of science, we propose to start on 
the basis of Aristotle’s definition of “poetics” and how it has been developed in lite-
rary theory in order to understand what is at stake in these images and stories that use 
more fictional metaphors and concept visualizations than either fact based demonstra-
tions or rhetorical arguments [5]. Then we proceed to support our argument for poetic 
practices with examples of these poetic productions.  

Like rhetoric, poetics is an art of production. While over the centuries, poetics has 
been reduced to a collection of stylistic traits and can still be considered as such (the 
poetics of literary genres, like science fiction for instance) more recently, poetic stu-
dies have focused on the creative process itself and its specificity [6]. In particular, 
the linguist Jakobson proposes a model of language that takes into consideration its 
different functions. Among them, the poetic function of language refers to itself, in 
other words is its own material. It is opposed to the referential function of language 
that points to things [7]. Referential and poetic functions of language are further de-
veloped by semioticians, who distinguish denotation and connotation. Denotation is 
about the literal meaning and essentially descriptive while connotation is the subjec-
tive and cultural associations [8]. The poet and literary analyst Paul Valéry described 
this poetic stance happening when the purpose is not to use language as a persuasive 
means to create a social consensus but to transcend the here and then, because the 
writer or artist unfolds either latent or possible aspects of the world [9]. For Meschon-
nic too, specialist of poetry and translation, the creator questions what could be [10]. 
This production can be called prospective, not because it foretells the future but be-
cause it produces new meaning. Aristotle uses the word Dunamis or dynamis that 
means possibility or capability. It is not an abstract vision. The design work consists 
of processing, working on, and with a variety of materials: either language (styles, 
genres [11], or pigment or sound [12]. Playing with words, inventing stories, making 
images are not only there to teach, or to defend, or to demonstrate. They expand the 
way we think about the world. The artist taps into and reveals the potential of a me-
dium to transform and interpret the world.  

Such inventive practices within research projects have recently been the subject of 
social studies of scientific texts [13], in ethnography for instance [14], and of imaging 
and visualization. Scientific images, for instance, have been noted for their aesthetic 
ambition [15]. Sociologists of science, Burri and Dumit point out the  “engagement” 
that images produce and in particular how they are made instrumental in the produc-
tion of scientific knowledge [16] While Latour [2], Lynch and Woolgar [17] stress 
how images tend to objectify knowledge and to produce yet another argument in the 
rhetoric of science, we follow those who note the fecundity of images with respect to 
creativity and invention. Images in this respect are considered as epistemic creations 
[18].  

While the theme has been thoroughly studied in different fields of science, we 
think that it needs further analysis for at least two reasons. First we need to identify 
the diversity of poetic productions - not only images of science, but a whole gamut of 
other productions like names and logos. Second, we need to question their relation-
ships and their impact on the project. 
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3 Case Studies 

3.1 Methodology  

To study the poetic stance of inventors, designers and engineers we combined two 
methodological traditions. The authors participated and observed research projects 
from their inception to their completion and could therefore study the way names 
and narratives played a role in the maturation of the invention. These observations 
were eventually completed by in-depth interviews. These methods from social 
sciences, such as ethnographic observations and participations as well as interviews 
were complemented by methods from the humanities: literary analysis of texts, 
semiotic study of documents, analysis of media. These analyses focus on meaning-
making as defined in semiotics [19], anthropology of material culture [20] and more 
recently design studies [21]. They study the references to certain literary or visual 
traditions that are used within videos, texts, photos. These analyses show how 
words and tales not only can describe the technology, but also carry the imagination 
of the technology rather than its facts, and in doing so influence the way researchers 
look at their projects. 

Several aspects of this poetic process are exposed in this article: the question of 
naming the technologies in the view that they will become common names; the chris-
tening of projects with proper names, and the role of logos. 

We defined a corpus of texts related to research projects that either author was  
taking part in. Semiotics scholars define a corpus as a group of texts (linguistic and 
visual) that belong to the same genre [17]. Texts of the same genre share structural 
and pragmatic characteristics in so far as they are not only similar in style, narrative 
structure, or visual organization, but also as they are discussed by social actors as 
targeting the same audiences, for the same purposes, with similar textual strategies. 
The constitution of the corpus does not pretend to be exhaustive. It is always but a 
segment of the actual production. The purpose is to gather enough material to answer 
a research question. The method therefore consists in defining a corpus of textual 
elements and considering what are the shared elements and their purpose in the text. 
In this particular instance, the authors selected only part of the poetic elements of the 
research practice”. They focused the semiotic analysis on condensed forms of identity 
of the technology, of the group, through naming or representing by a logo over a  
diversity of situations: naming a field of research, a device, a communication norm. 
The purpose is to emphasize the similarities over different examples rather than to 
focus on the differences that should be further explored. 

3.2 Scientific Puns: Play on Words and Definitions 

In 1982, the three volumes AI Handbook attempted to present all of published AI 
projects of the time [22]. At that time the corpus consisted of 50 or so named research  
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systems1. They were named with words or acronyms that punctuate the index with a 
variety of poetic heritages.  WHY is a question answering system, BUGGY is a sys-
tem to help students debug their understanding; some 30 such as WHY, BUGGY or 
Scholar use functional and denotative names. 20 more of the research project names 
such as CRYSTALIS or MYCIN are clearly connotative whimsical names words to 
make them memorable or celebrate some joke that have no bearing on the function of 
the programs.  8 of the names such as SOPHIE could be easily given a person. As this 
simple retrospective of the AI handbook shows, first there is a variety of naming op-
tions, and second many of them are visibly not pushed by purely descriptive purposes. 

More generally, some words like 801.11 describe the way the technology came in-
to being.  Some words like "wi-fi" for supposedly "wireless fidelity" are the result of 
brand work.  Others like " mesh networks" rely on metaphors that seems to relate to a 
physical network. Still other names completely drop out from the technical descrip-
tion to refer to an apparently arbitrary choice as the term "Bluetooth". In, this article, 
the central methodology follows the ethnographic approach of identifying concepts 
from an analysis of specific example projects. Here we study three examples that 
seem to belong to different naming strategies: “Bluetooth” as a private joke within a 
community, “Artificial Intelligence” as relating a technology to artificial beings in 
literature, “TrackPoint” as renaming in a lineage of products.  
 
Bluetooth. Bluetooth as a name could have come from many places around the time 
of its creation. Blue lasers and LED’s were the high-tech discoveries that were being 
used to sterilize things, to drive higher bandwidth on laser disks and optical fibers. 
But none of these references had the least to do with the short range Bluetooth radio 
standard. The term "Bluetooth" came out of meetings between researchers who were 
attending normalization meetings on the issue of short-range radio frequency. A lead-
ing actor of the "Bluetooth" norm, Jim Kardach, posted on his blog that the diversity 
of technical names was such that it led to use a code name from the culture of some of 
the participants [23]. The name King Harold Bluetooth of Denmark, who succeeded 
at unifying the various Danish regions in the 10th century, had emerged in discussions 
and post conferences.  

                                                           
1 The 48 prominent AI research projects of the time are described in the1983  

AI handbook [22]. The names of these research projects can be classified as,  
A: a person’s name, B: connotative/whimsical or arbitrary, or C: functional. 
A. 8 of the 48 names could easily be used as a person’s name without notice:  
DEDALUS, GUIDON, HAM, NOAH, PECOS, SOPHIE, TEIRESAIS, WUMPUS. 
B. 20 of the names are connotative whimsical or arbitrary: 
ACRONYM, CRYSTALIS, CASNET, DEDALUS, GUIDON, HAM, HARPY, 
IRIS, LIBRA, MYCIN, MEMOD, MOLGEN, NOAH, PECOS, SAFE, SOPHIE, 
STRIPS TEIRESAIS, WEST, WUMPUS.  
C. 28 of the projects are named with functional or denotative names:  
ABSTRIPS, ACT, Alpha beta, AM, AQ11, BUGGY, CHI, CONGEN, DENDRAL, 
EPAM, EXCHECK, EXPERT, HACKER, HEARSAY, HWIM, INTERLISP, LEX, 
Meta-DENDRAL, MACYMA, Minimax, NLPQ, PROSPECTOR, Protosystem, 
PSI,  SCHOLAR, Student, The Programmers Apprentice, WHY. 
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“Bluetooth was borrowed from the 10th century, second King of Denmark, King Ha-
rald Bluetooth (King Harald I of Denmark) who was famous for uniting Scandinavia 
just as we (Intel, Ericsson, and Nokia) intended to unite the PC and cellular indus-
tries with a short-range wireless link.” [21] 

Rather than keeping complicated names or acronyms that were far too descriptive and 
technical the participants chose the name Bluetooth that started as a joke and finished 
as the expression for the norm.... 

“…it became apparent the need to have a single name; as Intel would talk to people 
about "Biz-RF", Ericsson about "MC-Link", and Nokia about "Low Power-RF", 
which also created confusion…” [21] 

While it was not meant to be the final name, it ultimately ended up becoming the 
official name of the standard.   

 
TrackPoint. Another example is the “TrackPoint” device. According to its inventor, 
Ted Selker, it was the subject of multiple debates. At IBM, several years were spent 
developing a way of moving a cursor without moving hands from the home keyboard 
position. The project was first called the “Jstick” for the use of the right index finger 
on the j key as a joystick.  Some people picked up this solution, included it in a few 
laptop computers in the mid 1990’s, and marketed it as “Jmouse”. 

Due to problems with discoverability, installation, button overloading and handed-
ness, the device moved out from under a key to between the g and h, and got chris-
tened with a functional name: “pointing stick” in press release and  presented at Inte-
ract1990 [24]. Various people proposed that if a 6 inch handle that users wiggled was  
named a joystick this little one  could be named “joy nub”. As IBM’s design consul-
tant Richard Sapper chose red for the device, many thought of calling it a clitoris or a 
nipple.  Scientific naming conversations focused on an easy way to remember the 
descriptive “objective” name, but product naming conversations focused on a descrip-
tive “subjective” name. In the objective case, its origin in some early experiments 
under the j had people calling it the “Jstick”, the underlying technical system being an 
isometric joystick and its use as a moving a cursor or focusing on a point on the 
screen got it called a “pointing stick”. In the subjective case, people described the 
appearance and the gesture and considered it as obviously erotic. As the device was 
about to go to product, the naming department of IBM gave it a different name which 
turned out to have a trademark problem after the launch team was already being 
trained. There were tense conversations with the naming person who thought naming 
this little feature was trivial as he had whole product lines and products to name… 
With only weeks till public communications were to begin, he chose a recycled name: 
TrackPointII. The name TrackPoint had been trademarked as a descriptive name for a 
mouse product that IBM made in 1991 [25] that could be turned over to be used as a 
trackball that a user rolled their hand over to move the cursor. The term track also 
changed the connotation:  from a person’s actions of rolling a ball to the person’s goal 
of tracking down a point or pointing at the screen.  In both devices, the “point” con-
centrates on the effect on the screen.   
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Artificial Intelligence. Finally, in interviews with Selker, the late Professor John 
McCarthy explained how he picked up the name for a new field: “Artificial Intelli-
gence” in the 1950s [26]. McCarthy was a huge fan of science fiction throughout his 
life. In many conversations he would state that he had thought Artificial Intelligence 
(AI) would captivate people’s imagination more than the other term he had been con-
sidering: “Machine Intelligence”. Embedded in his choice of name was his love  
of science fiction but also the fact that he supposed that people would be more inter-
ested in exploring human intelligence as well as more capable machines and he 
wanted to connect the two. Instead of simply describing the work as making yet 
another engineering field, he liked the Artificial Intelligence expression for its poke at 
anthropomorphizing the quest. 

3.3 Naming Projects: Acrobatic Acronyms  

Technologies that are invented need to be given a name. Similarly, though for a short-
er period of time, research projects are also baptized. There too, one can witness a 
variety of inspirations: eventually project participants may forget what the name of 
the project stands for. One of the reasons is that they are made of acrobatic acronyms. 
In fact, people often keep the acronym but change its explanation. Some names are 
more telling than the others: PLUG 2(Play Ubiquitous Games and Play More) that was 
chosen for an RFID mobile game sounded both relevant and evocative. “Transhum-
ance3”, “Safari4” that focused on adhoc networks, were suggestive of mobility, but did 
not give any real clue to how they were dealing with it. And of course, “Adam5” 

or “Popeye”6 are particularly obscure.Gentes could observe the naming process for 
a research project carried out by two departments of social sciences (Center for the 
Sociology of Innovation in Ecole des Mines and the Co-design Lab at Ecole des Tele-
com) as well as a legal research lab (CERNA). The team wanted to study the uses of 
peer-to-peer but also mobility and ad hoc networks. They wanted to understand how 
these technologies were spreading in our society. In fact, a good part of the discussion 
was about the object of research itself. For a part of the team, peer-to-peer was a good 
starting point, but it focused on applications, while the other members wanted to focus 
on infrastructures. Finally, the common denominator between the two groups was the 
fact that they were interested in Distributed Architectures. That sealed at least 2 letters 
of the acronym that the team was looking for: AD.  But Distributed Architectures is a 
much broader field than a project around communication could own.  Starting with 
AD, they played on a number of combinations based on the sonority and the connota-
tions of the words: AD + mobiles information: ADMIN that gave the project the con-
notation of computer management. The team tried: AD+ Evolution of Relations: 

                                                           
2  PLUG - play ubiquitous games- ANR/RIAM -2007-2009. 
3   Transhumance (Ad Hoc Services: Fulfilling a Platform for Peer to Peer Applications on  

Mobile Ad Hoc). 
4  Safari - Mobile Ad Hoc Networks – ANR/RNRT- 2003-2005.  
5  Architectures Distribuées Pour Applications Multiples,  
http://adam.hypotheses.org/ 

6 POPEYE (Professional Peer Environment Beyond Edge Computing) – STREP/IST – 2006-
2008.  
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ADER. But the group promptly remarked that it sounded like the inventor Clément 
Ader who was a major inventor in the aviation field and also for the telephone. AD + 
Ingénierie des Relations (engineering of relations): ADIR. But none of these names 
were “fun” and the group finally came up with ADAM that would stand for “Archi-
tectures Distribuées Pour Applications Multiples” (distributed architecture for mul-
tiple applications), that did not mean much more than the other options but that com-
bined applications with infrastructure and a biblical name, knowing that at the time 
there was only one man in the team.  

3.4 Scientific Logos: A Question of Identity 

The logo is a sign of branding permeating the logic of research as a commodification 
process [27] that “mediate the junctions between technological producers and con-
sumers”. Our view is that this trend of naming is not only functional, memorable and 
strategically positioning the project but also poetically adding to the identity of the 
project.  

We would like to go back to one particularly successful example that was, in  
effect, realized by a professional designer, while most of the time new project teams 
and research groups try to find the resources within their team, students, or friends 
who agree to do it for free… 

The project is called ILHAIRE: Introducing Laughter in Human Avatar Interac-
tion, Research and Experiment [26]. The logo was realized by one of the research 
partners, the French animation company:  La Cantoche. Though it is not a communi-
cation company and it does not do logos for a living, they have graphic designers and 
artists who could work on the project. The whole process is interesting in as much as 
it is quite different from an ordinary process of branding. According to the project 
manager, one of the main differences is that the team includes “a large variety of dis-
ciplines and interests in the project and there is no formal hierarchy between the 
members [interview with J.]” so making a decision was perhaps more complicated in 
that respect. Another difference is that the logo is defined in relation to the theme of 
the project (and not as could be the case in other circumstances to position the “prod-
uct” within a market). What makes it really precious then is that, according to J.,  “it 
focuses on the identity of the project, the “heart” of the project”.  

The exchanges between the different participants showed that this identity was a 
subject of controversies: social scientists contended that laughter was social, for oth-
ers it was important to see that laughter was necessary to health and well being. Engi-
neers focused on the models of gestures and acoustic dimensions. The team was also 
worried that talking about laughter would not be taken seriously. They wanted to 
make it clear that it was research, which was finally why the baseline was chosen: 
“the science of laughter”. The production of the logo was therefore one of the produc-
tive and possibly rare occasions where the different stakeholders explained and  
compared their viewpoints.  

What makes it a real poetical work is that the participants had to learn about the 
process itself, the impact of images, the role of signs and words. The role of the 
project manager was particularly important in sharing this vision about the making of 
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a logo. For instance, they had to understand that a logo is “not an illustration”. In 
particular, it was tempting to use an avatar as part of the logo but then it would work 
as an example, rather than a sign with a more general purpose. They also had to work 
on how to share values through the choice of a logo: “warm colors”, “playful”, or 
showing: “the collaboration between different fields of research (engineering + hu-
man sciences) [28]”. 

The process went from a culture of words with denotative value to a process of im-
ages with an emphasis on culture- from trying to deploy the acronym, to gradually 
incorporating the culture of cartoon, with references to the field of computer science. 

 

 

 
 

The final logo shows a mastery of graphical techniques: see for example, the  
bubble and emoticon that are left open by the frame of the rectangles. 

But more importantly, it played a role in the representation of the project for  
the participants. It crystalized a partnership, an identity, and the representation of a 
technology. 

4 Findings 

Despite the differences between giving names to technologies, to projects or design-
ing a logo, the examples in this paper emphasize the relationship between a technolo-
gy and the different ways to invent it. 

Names are caught between a denotative and connotative tension. In the naming 
process, the example of the TrackPoint naming story as told above is an epic journey 
of descriptive functional names (pointing stick) and descriptive joking names with 
sexual innuendos. Despite the differences, the top three options (“pointing stick”, “joy 
nub”, “TrackPoint”) struggled with an accurate description of the device. The name 
either points to the underlying technology or to its surface properties, how it works  
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or how it is perceived from a user perspective. The difficulty to choose between de-
notative options: pointing stick and TrackPoint, shows that to describe something 
might not be so easy in the first place. As demonstrated by Bucciareli [29], designing 
is about agreeing on a definition; different stakeholders have a different definition of 
what the technology is about. What this example as well as the Bluetooth example 
show is that the denotative choice is not solving the problem and that names are pro-
duced also with connotations in mind. This is obvious in both “Artificial Intelligence” 
and “Bluetooth” as well as the discarded “joy nub”. Connotations deepen the cultural 
relationship of the technology with other artificial products because they evoke lin-
guistic and social codes, rhetorical and ideological conventions and therefore enlarge 
the cultural references of the innovation. Play on words are used to explore and ex-
ploit connotations and support associations of ideas in the case of naming technolo-
gies or projects. As related by its inventor, “joy nub” was probably the more striking 
and memorable name, but was abandoned for reasons of propriety. Artificial Intelli-
gence was picked by its author with a background of at least two centuries of litera-
ture on artificial creatures. What was at stake was to stimulate the imagination and the 
research thanks to the evocative metaphor of intelligence and the open ended nature 
of the word artificial that no longer related the expression to an actual artifact but 
acted as far more diffused.     

Names are also compared to other names and finding the right name might have  
to do with the necessity to break from or on the contrary to establish a connection 
with other names. Trackpoint (at the beginning called Trackpoint II) was chosen to 
establish such a connection. It was thought of in relation to other existing products or 
devices. The naming process therefore focused on founding the new device within  
a family, and gave it a sense of continuity, an inscription in the history of tracking 
devices. Part of the imaginative process was about the lineage of technical artifacts. 
On the other hand, Bluetooth does not relate easily to any other existing technology 
and is strikingly original as it decidedly departs from any denotative and descriptive 
naming tradition. 

Giving a name to a project seems to be slightly different from giving a name to a 
technology. While the inventors of a technology aim at creating a common name, the 
groups who baptize their project inscribe their activity in history and identity through 
a proper name. Names given to project can be chosen to be descriptive, to remind 
people of the roots of or aspirations for the project, or simply be a memorable word or 
sound that will attach to people minds to help the project. According to Kripke [30] 
this proper name stands for the dubbing ceremony that accompanies its creation. As 
proper names, they have some relationships with the culture of their authors: Blue-
tooth is chosen by people mostly coming from Nordic countries, Adam is a private 
joke about the only man of the research team. The connotations are then exploited to 
signify not so much the technology as the collaborative work of the team. But the 
word then does not so much refer to anything (who really knows who Bluetooth was 
and what he did?) than build on the originality of the choice of words that appear truly 
poetic if not totally random: a tooth: something tiny but piercing, associated with the 
unlikely colour blue that might refer to a range of other technologies of the time (Blue 
Ray for instance). While proper names are the subject of debates between descriptive 
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or causal historical theories [31], an important point is that they are also context-
sensitive [32]. This means that they can take on meanings very differently according 
to the context of utterance. In fact, a proper name invites different viewpoints on the 
same thing because it is not purely descriptive: for each partner of the ADAM project, 
the identity of the project remains open to interpretation. In fact, the combination of 
Distributed Architecture on the one hand, and Multiple Applications on the other 
while originally chosen for evocation purposes, also forced the members of the team 
to think about the relationship between infrastructures, applications and services. It 
expanded the conceptualization of these systems. As a proper name, they benefit from 
a certain “looseness”, as defined by Searle [33]. They do not describe and give 
attributes to an object (or person) but still refer to it in ways that open to a whole fam-
ily of possible descriptions. A literary analysis of these names shows that they try to 
mix technical features with a symbolic representation of the technology.  

Designing logos apparently shares some of these issues of group identities and 
technological descriptions as the example of Ilhaire tends to show. The image is cho-
sen to represent the technology without using the usual tools of the trade, like scientif-
ic schemas. Rather the example shows that several cultural relationships are designed 
within the iconic choices. The logo is clearly related to the culture of cartoons. It also 
alludes to emoticons and finally to scientific images through the representation of a 
sound curve. It functions as a metonymy: the project is part of a wider scientific, cul-
tural and literary whole. Similarly to the expression “Artificial Intelligence”, it there-
fore opens up to larger realm of possible research and applications.  

5 Conclusion 

In this article, examples bring forward the value of imagination and strive to promote 
the study of poetic practices in research project. These examples show that we can use 
methods that combine sociological methods and methods from humanities to produce 
thorough analyses and comparisons and come up with typologies of poetic practices 
integral to all IT project. The primary function of these writing practices is not only 
descriptive. Names of technologies, acronyms for projects, logos and narratives, are 
motivating, aspirational and evocative practices that support the expansion of the 
scope of the technology. 

Poetics can be understood in production and in reception. In production, the poetic 
work is an aesthetic and intellectual work that looks for meaning. These productions, 
rather than working on precise attributes, operate what the logician and philosopher  
of language Saul Kripke, calls the “opening of possible worlds”. Even in the case  
of technology naming that tends to limit the possible connotations, we have seen that 
the exploration of names becomes an expansive part of a project with results hovering 
between denotation of what the project is about  and connotations of how people  
want to feel about it. In reception, the proper name of a project is also poetic, because 
like other proper names, it supports a context-sensitive diversity of interpretations. 
The Artificial Intelligence example above shows how the diversity of interpretations 
might be designed into a name to help the project to continually expand its goals. 
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Poetics as part of the aesthetic experience depends on the process of open interpreta-
tion. A word or an image that seems to close the object on its properties does not sup-
port the same interpretive leeway. We can use the difference that Umberto Eco [18] 
analyzes between a traffic sign and a work of art. The traffic sign is no longer a traffic 
sign if it is freely interpreted and discussed. But a work of art constitutes “an open 
product on account of its susceptibility to countless different interpretations which do 
not impinge on its unadulterable specificity. Every reception of a work of art is both 
an interpretation and a performance of it, because in every reception the work takes 
on a fresh perspective for itself [18]. Therefore, what is at stake in these poetical prac-
tices of engineering is to explore the cultural meanings of the technology, then to 
open it to a diversity of interpretations.  

This paper focuses on the semiotics of condensed forms of identity through name 
and logo. But poetic practices include other literary and visual forms that can affect 
research projects. In particular, we can concentrate on narratives such as use-cases or 
personas and the way they contribute to build and expand the scope of research 
projects. We could also compare these findings to research projects over time. Placing 
this research within a historical perspective would help us to consider different poetic 
practices, different genres and styles over time. For instance they would help to figure 
if the growing multidisciplinarity in research projects is a key factor in the production 
of figures of speech that gather the different disciplines. In further research, we can 
also explore how words and images that accompany the emergence of a technology 
not only help researchers anchor their technology in culture, but also contribute in 
special ways to the involvement of potential users. In particular, when users are asked 
to test technologies, how do they interpret them based on a diversity of factors includ-
ing their names and other representations. We should further enquire into how these 
representations help structure a design for debate around its value and use [34]. This 
research program can help to establish a taxonomy of poetic practices according to 
fields of research, actors, types of research products. Beyond the taxonomy, a theory 
of a poetic of research can help the process of invention by articulating findings to an 
artifact situated in and incorporating social and cultural context. 
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Abstract. Stories help us communicate knowledge, share and interpret expe-
riences. In this paper we discuss the use of storytelling in Business Intelligence 
(BI) analysis. We derive the actual practices in creating and sharing BI stories 
from in-depth interviews with expert BI analysts (both story “creators” and 
“readers”). These interviews revealed the need to extend current BI visual anal-
ysis applications to enable storytelling, as well as new requirements related to 
BI visual storytelling. Based on these requirements we designed and imple-
mented a storytelling prototype tool that is integrated in an analysis tool used by 
our experts, and allows easy transition from analysis to story creation and shar-
ing. We report experts’ recommendations and reactions to the use of the proto-
type to create stories, as well as novices’ reactions to reading these stories. 

Keywords: Visual Storytelling, Business Intelligence. 

1 Introduction 

Stories are one of humanity’s communication structures and storytelling a means of 
passing on wisdom and culture. Individually and collectively, stories help us make 
sense of our past and reason about the future. Johnson 17] and Maclntyre [21] argue 
that story narrative also goes beyond communication, it is also a process of extracting 
meaning from events, that is central to human experience and conduct.  

It is thus not surprising that intelligence analysts, who make sense of data, identify 
links between disparate pieces of intelligence, and communicate their findings to  
decision makers, are interested in storytelling. Their analysis process is supported by 
the construction of stories and narratives, both during sense-making and during pres-
entation of results. Bier et al. [3] point out that a story is a powerful abstraction to 
conceptualize threats and understand patterns as part of the analytical process, and 
story structures and storytelling is the means to present the analysis results. As ana-
lysts continue to work with increasingly large data sets, data visualization has become 
an incredibly important asset both during sensemaking analysis, and when communi-
cating findings to other analysts, decision makers or to a broader public [15, 27].  
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Given the importance of storytelling in different steps of the analysis process it is 
clear there is a need to enhance visual analysis tools with storytelling support. Never-
theless this process is not simple [33, 20], as analysts need to work within very large 
data resources and highlight and explain items or events of importance and their con-
nections to their audiences. Despite the growing use and research work on storytelling 
and narrative visualization in the visualization domain [26, 9, 15], related research on 
the domain of BI has not equally progressed. Our work attempts to rectify this.  

In Business Intelligence (BI) analysis, the most popular visualization tools are 
dashboards. Dashboards [8] are collections of visual components (such as charts or 
tables) on a single view [12], that permit analysts to explore their data and quickly 
view different aspects of complex datasets. Nevertheless, simple collections of visual 
representations cannot be interpreted by untrained audiences; to become meaningful 
they require interpretation and explanation, often presented in a story narrative.  

We attempt to answer the following research questions: What are the actual prac-
tices of BI experts in creating and communicating visual stories to their audiences, 
and do current BI visualization tools support well this story creation and storytelling 
process? How can we enhance BI visual analysis tools with narrative capabilities, and 
are these capabilities effective in communicating analysis stories to others?  

Our work makes the following contributions:  

(1) Interviews with expert BI analysts (story ”creators” and ”readers”), provide a 
better understanding of current practices in creating BI stories. BI stories are an asyn-
chronous, visual, and interactive means of transmitting and sharing information on 
data between analysts and their audience. They include visualized data (dashboards, 
charts or tables) and detailed explanations on the story structure in the form of presen-
tation(s), detailed textual annotations and external resources such as wikis. (2) Current 
tools fail to support the storytelling process, which remains cumbersome and requires 
frequent switching between software (analysis tools, screen captures, text editors, 
presentation tools, etc.). We emphasize the need for storytelling support, and extract 
requirements for enhancing BI tools with visual storytelling capabilities. (3) Follow-
ing these requirements and a user-centered design approach, we implement a storytel-
ling prototype incorporated in an existing visual analysis dashboard, to fluidly transi-
tion from analysis to story creation and reading. (4) We report on feedback from BI 
experts on the usefulness of the prototype as a communication and teaching medium, 
and from BI novices reading a story on its effectiveness for story communication. 

2 Related Work 

Stories are series of ordered events and facts, and their connections (Oxford English 
Dictionary). In intelligence analysis, it is furthermore an abstraction used by analysts 
to conceptualize threats and understand patterns in the analytical process [3], and 
communicate their findings to others [2].  

Stories in Business. In recent years, organizations and their leaders have identified 
the importance and value of narrative and anecdotal information conveyed in the form 
of stories [29], to present either complex ideas, the context and details of crucial in-
formation, or personal interpretation of that information [28].  
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Research conducted to date has demonstrated the value of storytelling to improve 
organizational structure [24] and collaboration quality [23, 6], socialization and adap-
tation of new employees [7, 18, 19], organizational and financial success [4, 5], inno-
vation and new product development [22], and teaching and learning [16].  

The majority of this work is a meta-analysis of the effect of storytelling within an 
organization, rather than identifying the storytellers’ needs in terms of supporting and 
enhancing the storytelling process as is our case. Moreover, the stories themselves 
discussed in this work, relate to the transmission of information and knowledge within 
an organization, mostly in textual or verbal form, rather than in visual form. The 
widespread use of visualization dashboards in the domain is a more recent develop-
ment [8], and so is the transmission of knowledge between organizations (dedicated 
BI analysis organizations and their clients). Thus storytelling needs in the domain 
have evolved. In Section 3 we explain current practices in visual knowledge transmis-
sion and we take a step at characterizing current problems and needs more precisely. 

Stories in Sense Making. Baber et al.[2] point out that contemporary theories of 
sense making rely on the idea of ’schema’, of a structure to organize and represent 
factual information, as well as the knowledge, beliefs and expectations of the people 
who are engaged in sense making. They can thus be considered as a collection of 
narratives. They further discuss the formalism of stories in sense making, and how the 
most effective stories are organized around the actors in the stories, their actions and 
rationale, events, their context, and most importantly the relationships between these. 
As argued by Bier et al.[3], for effective collaboration and communication we need to 
use less text, and organize knowledge around entities (people, places, things, times 
etc.) rather than free form text. Similarly, Pirolli & Russell [25] propose the mapping 
of intelligence facts and insights into frames, that can be expressed in a variety of 
forms including stories, maps, organizational diagrams or scripts. It is thus clear that 
conducting intelligence analysis, communicating findings, and organizing knowledge 
in stories, has a strong visual component that represents entities and their connections. 

Stories in data visualization. Often text or audio transmit the main story, while visu-
alizations support the story or provide details. Comics and flowcharts are special narr-
atives relaying mostly on visuals rather than text. Recently, we have seen an increase 
in integrating complex visualizations into narratives in many news organizations [11], 
journalism reports (e.g. New York Times, Washington Post, the Guardian), and tele-
vision reports (e.g. Gapminder1). Segel et al.[26] explore different aspects of narra-
tives from a variety of sources and identify distinct genres of narrative visualization. 

In the business intelligence domain the main visualization tools are dashboards [8], 
collections of multiple visual components (e.g. charts, tables) on a single view [12]. 
BI dashboards permit users to interpret data at a glance, and are very popular  
(e.g. [Dundas2, Oracle bi 10g3, Xcelsius, Spotfire4, Tableau5]). But as Wojtkowski and 
                                                           
1
 http://www.gapminder.org, 2010 

2
 http://www.dundas.com/microsite/dashboard 

3
 http://www.oracle.com/technetwork/middleware/ 
  bi-enterprise-edition/ 
4
  http://spotfire.tibco.com/ 

5 http://www.tableausoftware.com/ 
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Wojtkowski [33] point out, dashboards and other visualization tools used to analyze 
complex data cannot simply tell stories. They need to be ”tailored” to accommodate 
storytelling by better highlighting items of importance within very large data re-
sources [14], in a way that is efficient for the storyteller and clear for the audience.  

Some visualization systems began to integrate storytelling [20]. GeoTime [9], a 
geo-temporal event visualization system, integrates a story system that shows events 
in space and time, hypertext linked visualizations, and visual annotations to create an 
environment for both analytic exploration, and story creation and communication. 
The design of the tool was based on real user needs and has been evaluated with intel-
ligence analysts. Wohlfart and Hauser [32] present a system for demonstrating to 
audiences the path followed in analyzing 3D volumetric data, while providing au-
dience with limited interaction with the 3D data. Both these systems deal with a single 
visualization/chart seen over time or from different views. Thus their designs are not 
necessarily applicable to the multi-dimensional and multi-chart BI visualizations 
where the connections and links between data are not as clear.  

Storytelling tools in BI are not yet as advanced. Systems like Sense.us [15] and 
Tableau5 allow analysts to visualize data, conduct analysis, and store a history of the 
exploration, that can serve as a step towards creating a story. Many Eyes [31], Tab-
leau Public5 and Sense.us [15] publish interactive visualizations online, and permit 
collaborative analysis through comments on a single visualization, creating an evolv-
ing analysis. This collaborative annotation can be seen as a step towards a collabora-
tive knowledge narrative, where an analysis story could be extracted from the visuali-
zations and comments. Nevertheless, these tools do not provide explicit means to 
indicate story progression and highlight relationships between multiple visualizations 
(seen in dashboards), that are key to intelligence analysis and communication [2]. 

3 Interviews 

To support visual storytelling in BI, we first investigate current practices in transmit-
ting BI analysis results, and identify challenges experts face currently when creating 
and sharing their stories, or reading and interpreting stories of others. We interviewed 
5 BI experts in a leading business intelligence development company, with experience 
from 6 months to 12 years. Participants’ job descriptions included development 
project manager, project manager, development director, data warehouse engineer and 
delivery manager. Three experts used dashboards and communicated their analysis or 
read analysis from others daily, while two several times a week. Interviews were held 
in person or by phone and lasted over 1 hour (Table 1). We report next our major 
findings. Note that they hold true for all BI reporting tools available today, as indi-
cated by our experts’ experience with multiple tools, and our own investigation. 

Table 1. Experts’, experience, dashboard use and interview duration 

Experts P1 P2 P3 P4 P5 
Experience 7 years 6 months 6 years 3 years 3 years 
Dashboard use daily weekly weekly daily daily 
Duration 90 min 120 min 60 min 60 min 60 min 
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3.1  Current Practices: BI Reports  

All experts communicate their analysis or read analysis from others in the form of BI 
reports. These contain an entire dashboard, often accompanied by several single 
charts and tables. Their purpose is to help monitor aspects of business performance, 
by highlighting with charts key performance indicators (KPIs) that indicate success of 
project management and progression of development teams. Our experts were report 
creators, but occasionally acted as readers of others’ reports.  

A BI report can be a single page, with only a title and a dashboard (Fig.  1.). This 
one-page report summarizes the most important data, and can serve as a starting point 
for longer reports, up to 50 pages in length, that give more details. Details can be 
additional visualizations, tables, annotations, links to the data used in the visualiza-
tions, and finally block text, although all participants preferred limiting text to 5% of 
the space in a report. When possible, creators want to make their reports ”live”, with 
interactive visualizations for the audience to explore. Thus BI reports have a very 
strong visual component, with little text added for explanations. The one page report 
is preferred by clients like company managers, that want an ”at-a-glance view” of a 
project status, and that see many such reports during a day. Longer detailed reports 
are used to communicate findings to other analysts, project teams and product owners. 

  
 

Fig. 1. One page BI report from an expert: dashboard presenting bug status in a project. Note 
the lack of annotations/explanations, aside from chart titles and data dimensions. 

Experts mentioned that BI reports are used to (i) answer specific questions (e.g. 
What is the code development progress in project X the last 3 weeks?); (ii) investigate 
specific data (e.g. Investigate the increase of bugs in section Y of project X); (iii) 
manage conflicts and highlight problems (e.g. Team X completed less use cases than 
planned, because test team Y did not complete testing); and (iv) interpret past data 
and predict future trends (e.g. Given last year’s sales, what is this year’s projection?).  

BI reports are nevertheless only one of the tools used to communicate analysis 
findings, and are not a complete BI story.  
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3.2 Current Practices: Supporting Material for BI Storytelling 

Experts explained that reports are difficult to understand without detailed explana-
tions from the creator. Thus they don’t represent a complete BI story on their own. 
Before publishing a new report, the creator provides an introduction session to report 
readers. During this (usually one hour long) session, she explains with a presentation 
the entire story and goal of the report, the meaning of each chart, the relations be-
tween different KPIs in different charts, as well as in what sequence to read it. Thus 
their verbal explanations and presentation slides are ways for creators to explain their 
analysis path. These presentations often show relational diagrams, text explanations 
and interpretations, highlight specific visualizations or parts of visualizations using 
colored highlights, arrows and other symbols. The report creator often draws by hand 
on a chart the ideal data values, to help compare the current situation to target goals.  

The audience can ask questions during or after the training sessions, through 
emails or arranged meetings. Content similar to the presentation, is often put on a 
wiki page to answer follow-up questions. The session recording, wiki page, and pres-
entation slides, are made available to the audience as reminders and reference materi-
al. Experts explained that this material is not a complete story either, as it does not 
include the visualization and data details shown on the report.  

Thus a complete BI story is a collection of visual representations of the most im-
portant data followed by further data details (BI report), accompanied by instructions 
on how to read the visualizations (order, connections, importance) in the form of 
presentations and verbal or textual instructions on a wiki. Although creators present a 
desired way to view data, this structure is not enforced: the audience can pursue the 
story in a different sequence and dig for data details in the report. Thus a BI story 
differs from a simple fixed sequence presentation that prohibits exploration. Its goal is 
to communicate analysis findings and supporting evidence.  

3.3 Current Practices: Teaching BI Storytelling 

According to our experts, all the material making up a BI story is also a tool for train-
ing analysts. As a recently trained creator explained (P2), this material taught her the 
key aspects of BI reports and how to interpret them. When analysts start out they read 
in detail older reports and their supporting material to understand how to analyze 
visualizations, see relations, and identify important points and their link to KPIs.  

Experts mentioned that designing a new report is hard and requires a lot of expe-
rience, thus they often use a template that they modify according to their needs. Three 
(P2,P3,P4) stressed the influence of a senior creator (P1), and their reliance on her BI 
report templates to create their own. They still occasionally contact the senior creator 
when facing difficulties or are unsure of the clarity of their message in a report. 

The supporting material is also often reused. All experts explained that data (and 
thus reports) change, but often the structure of BI stories repeats itself. Moreover, 
they sometimes create a sequence of reports on dynamically evolving data (e.g. sales 
over several years). These stories change very little. Thus material on how to read 
reports can be re-used by adapting it to new stories, nevertheless, experts pointed out 
it can be a tedious and repetitive process. 
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3.4 Current Practices: Collaboration in BI Stories 

Experts explained that report creation follows several iterations of communication 
with a client (usually a decision maker like a manager or executive), who is one of 
many possible report readers. Thus the focus and structure of the story changes and 
evolves through the communication between the story teller and the story reader over 
time, and stories become the collaboration product of story tellers and readers. This 
process does not appear in most other visual analysis domains and visualization story-
telling, where the reader’s needs do not directly factor into the creation of the story.  

This interactive report evolution process can be heavyweight (through phone calls, 
emails, etc.) and take several iterations to iron out, while the communication details 
are often lost between different versions of the report. At each iteration, creators ex-
plore the desired data using interactive visualization dashboard tools, create initial 
visualizations, provide additional information and details about the analytical tech-
niques used, and finalize reading paths (i.e. how to read a report).  

Once the story is finalized, it serves to clarify connections in the data and answer 
specific questions analyzed by BI analysts (see section on BI Reports). These answers 
often result in more detailed or tangent questions from the audiences, and the need for 
analysts to conduct side data investigations and generate new stories. As in other vi-
sualization domains, BI stories are thus a visual communication medium between 
storytellers and their audiences, but contrary to other domains, there is an open com-
munication loop, where audiences can continue to ask for new stories.  

3.5 BI Storytelling Challenges 

All experts use an in-house reporting tool, that gives access to different data sources 
and can extract interactive dashboards, charts and tables from their dashboard analysis 
system. It also provides the capability of adding text. Three (P1,P3,P5) also used Ex-
cel for creating less complex reports. Our experts identified several issues with this 
process, which are similar to other BI analysis and reporting tools.  

When extracting interactive visualizations from their analysis tools, metadata and 
annotations from their analysis are not extracted and have to be recreated. Moreover, 
the annotation capabilities of the report creating software are very limited. They can-
not annotate specific data points, while sequences and connections cannot be dis-
played graphically but have to be explained in one of the supporting material. Finally 
the report creation tool can be in-house software. Thus to share reports, creators often 
extract static snapshots of the tool output and save it in PDF format for their readers.  

Some report creation tools give access to interactive visualizations and dashboards 
through hyperlinks. Our experts like this option and add these links to their non-
interactive reports (PDF, Excel) and presentations. Readers within the organization 
may have access to the in-house reporting tool, and can then interact with individual 
visualizations or dashboards (e.g. query and filter data, or drill down/up). This inte-
ractivity is lost when reports are communicated outside the company.  

To overcome the shortcomings of reporting tools, creators are forced to provide the 
supplementary material (presentations, wiki pages) and when possible links to interac-
tive visualizations for in-company clients. They described this process as limiting and 
requiring a lot of work duplication.  
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We requested clarification on two points regarding the possible integration of anal-
ysis and storytelling: (i) Given that analysis dashboards are exploratory environments 
that allow users to interact fully with data, should such interactions be allowed in the 
storytelling? (ii) If creators had the opportunity to create their entire story with all 
support material in one place, how would they prefer the story to be visualized?  

Interactivity. Due to the constraints of current reporting tools, shared reports are 
often non-interactive when accessed outside the organization. When creators were 
asked if they want the visualizations in the reports to be completely interactive and 
encourage readers to interact with them (e.g. using drill down/up, filter, link & brush), 
four (P1,P2,P3,P5) of our experts prefer to have interactive visualizations that permit 
linking and brushing (i.e. data selection). But they would limit the more advanced 
interactions such as drill down/up or filtering. They felt that all the data needed to tell 
the story should be displayed clearly in the report without the need to explore the data 
further. The fifth (P4) would not be opposed to fully interactive visualizations. Thus 
authors feel business stories should be mostly author-driven and constraint, known to 
work best when the goal is storytelling or efficient communication [26].  

Story Templates. Going from the current practices of storytelling (BI report, presen-
tations, wiki) to a dedicated storytelling tool is not straightforward. We thus showed 
our experts a group of story templates identified by Segel et al. [26] to see if they met 
their needs. All chose the ”Annotated chart” as the preferred template (Fig.  2), with 
the modification that it should have multiple charts on the same page (dashboard) that 
they can annotate. Four experts (P1,P2,P3,P5) identified ”Partitioned poster” as a 
potential template, where the side list of charts display details that support the main 
chart in the central region. Three (P1,P2,P5) mentioned that the ”Slide Show” tem-
plate is useful both as a means to focus on attention on each chart and zoom to details, 
and as a step-by-step presentation that clarifies the analysis path and the ideal reading 
sequence. One expert (P5) found the ”Flow Chart” useful for showing some business 
scenarios, like following bugs during development (discovered, tested, fixed etc.). 
Another (P3) found the ”Comic strip” useful template, but with added annotations.  

So besides the templates identified by Segel et al.[26], for BI stories we need a new 
template that consists of an annotated dashboard. Our users attempt to do this with 
their current reporting tools, but they are limited (cannot annotate detailed points and 
relations), or they create it manually in their presentations.  

 

Fig. 2. Genres of visual narratives templates from Segel et al. selected by our BI experts 
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4 Participatory Design Session 

We brought back the senior BI expert that trained other analysts (P1), to identify the 
best design for a BI storytelling tool. She provided us beforehand with one of her old 
reports and supplementary material. During this session we gave the expert a copy of 
her material, and several cut-outs of the entities in the report (charts, titles or tables). 
She was also given ”narrative aids”, such as arrows, lines, numbered items, grouping 
containers of different colors, and annotation bubbles. We asked her to construct a 
stand-alone story of the report on an A3 paper, with accompanying audio if necessary, 
in a way that it can be interpreted by a general audience with no training. The session 
lasted 2 hours and was recorded.  

Fig. 3 shows the final version of the manually created story by the expert, where 
we can see the intense usage of annotations and explanations, connected by arrows 
and lines. Other structures used by the participant were chart grouping rectangles  
(enclosures for placing charts that need to be read together), sequence markers (what 
needs to be read first), and highlight markers (to draw attention to part of the story). 

We asked our expert how she would prefer the readers to see the story, as a static 
image or an animated presentation. She explained that both are needed, the static  
representation shows the ”entire story and gives context”, whereas the animation  
”focuses the audience where I want”. She then played out for us how she wanted the 
animation to be presented, explaining when and how to zoom to specific areas of the 
story. This play-back was recorded using static shots.  

 

Fig. 3. Story created by an expert during the design session 
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5 Requirements for Creating BI Stories  

Based on expert self-reporting, BI reports, the main communication medium of BI 
analysis, consist of snapshots of visualizations and textual descriptions, made in a 
different environment than the one used for analysis. These reports are fact-based and 
can be interpreted only by an expert audience. To increase their audience, report crea-
tors use supplementary material, like wiki pages, presentations, and when possible 
links to interactive visualizations. Based on our experts’ interviews and a participato-
ry design session, we identified a set of requirements for enhancing BI analysis tools 
with storytelling capabilities: 

R1. Fluid Transition. Analysis tools used to explore data and create visualizations 
are different from report creation tools. Exporting visualizations from the first to the 
second to create a BI story costs time and effort, and limits the possibility of embed-
ding meta data or annotations created during the analysis. To ensure that creators do 
not recreate information, they require a fluid and integrated way to transition from 
their analysis and meta data associated with it, to report creation. 

R2. Integration. To tell their stories, BI creators need tools that combine all mate-
rials used currently in their story creation: BI reports, interactive visualizations, ways 
to indicate story structure, highlighting capabilities, presentation of the story in se-
quence, and textual or audio explanations. 

R3. Narrative visual aids. Report creators need to add focus expressions to draw 
attention to specific visualization data, such as highlighting, coloring, annotating and 
zooming. They also require ways to indicate reading sequence (e.g. vectorial refer-
ences, like arrows [13][30]). These are not available in reporting or BI analysis tools. 

R4. Interactive visualizations. Visualizations on shared reports are often non-
interactive when read outside the organization. A storytelling tool should have com-
pletely interactive visualizations, although the way that readers interact with the data 
should be limited (by default to brushing and linking) and be controlled by the crea-
tor. This balance has been identified as a challenging aspect of storytelling [20]. 

R5. Appropriate BI Story templates. BI stories have specific structure not neces-
sarily shared by other story narratives identified by Segel et al.[26]. Our experts iden-
tified templates of interest (Fig.  2) and highlighted the need for a new template that 
consists of an annotated dashboard.  

R6. Reuse. Although BI reports and data changes from analysis to analysis, often 
the underlying structure of BI stories remains the same. It is thus important to be able 
to easily reuse the structure of stories created within the tool both for stories of evolv-
ing data and similar future stories. 

R7. Optional playback. Readers should be provided with a static representation of 
the entire story to get an overview and explore it on their own pace, as well as a 
guided playback to help them follow analysis paths that not easy to discover and un-
derstand the important points according to the creator.  

Such storytelling support would facilitate the creation and learning to read BI sto-
ries. While the scientific visualization storytelling tool 32] supports R3,R4,R7, and 
GeoTime [9] supports R1 and R3, we are not aware of any BI dashboard or other 
multi-chart visualization system that provides all the above functionalities. 
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6 BI Narrative Prototype 

Following these requirements, we extended an existing dashboard exploration tool to 
support the creation of BI stories.  

6.1 Exploration/Annotation Dashboard (Fig.  4)  

The user starts from a traditional analysis dashboard, a collection of coordinated (syn-
chronized) charts connecting one or more data sets. It provides advanced exploration 
capabilities such as data selection and filtering, and OLAP functionality (e.g. drill-
up/down) [1]. We build our narrative tool on top of an existing visualization dash-
board system [10] that supports annotations on ”data targets”, such as charts or tables 
(e.g. a bar-chart) or parts of them (e.g. a specific bar in the chart). Annotated data 
targets are highlighted in the dashboard and an icon indicates the number of attached 
annotations. A list of all annotations is also available on the right.  

 

Fig. 4. Dashboard with visualizations created during analysis on the left, and list of annotations 
added to different data contexts while exploring analysis visualizations on the right. 

After or while conducting her analysis on the dashboard, the analyst can create a 
story. The menu option ”Create story”, opens up the narrative board window. All 
visualizations and their annotations (annotation text + data targets highlighted) are 
placed in the narrative board. Thus the analyst can transition fluidly (R1) from analy-
sis to story creation. Because dashboards can present evolving data, but a story can be 
an instance in time, by default each visualization is placed on the narrative board with 
a time-stamp to indicate when the visualization was taken from the data.  

6.2 Narrative board (Fig. 5)  

Here users create a BI story. Visualizations and annotations from the dashboard ap-
pear on the main window, arranged by default as in the dashboard (to support the 
dashboard template identified in our interviews R5). Users can resize and relocate all 
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story entities freely, or choose to organize them using other appropriate narrative 
templates (R5). They can edit visualization titles, annotations of entities, and add new 
text entities. Users can add visual entities that indicate relations, grouping and empha-
sis (R3) to help create stories, available at a tool palette on the right. The story can be 
seen in: a static representation, where all entities remain one screen; and a playback 
representation, where entities are highlighted sequentially according to an author-
defined sequence (R7). We categorize the entities available on the narrative board as:  

1. Information entities: visualizations, text, annotations. These are mainly imported 
visualizations and annotations created during the analysis. For annotated visualiza-
tions, the annotation text, the visualization, as well as the annotated data target (spe-
cific part of the visualization that is annotated), are all defined as story entries. Users 
can also place text anywhere on the narrative board to further explain their story. 

2. Relational entities: arrows, lines, html links. A story can include relationships 
between entities, such as causality. We provide visual arrows, lines, html links and 
other vectorial references to define relations between entities (Fig.  5.c). 

3. Organization entities: visual grouping and sequences. Previous work [25] and our 
interviews emphasized the need of visual grouping of entities that are to be seen to-
gether in a story. We support this with entity grouping borders. Our experts also indi-
cated the need to define a reading sequence for each entity, to help readers move 
through the story. We achieve this by allowing users to define the order of appearance 
of all entities through a sequence list (Fig.  5.c). Users can change the entity’s se-
quence in the list, delete, or rename any entity. They can also define a playback time 
for each entity, a time for the entity to be in focus in the playback presentation mode. 
Audio can also be recorded for any entity, to be played during the story playback. 

 

Fig. 5. (a) Narrative board containing all story entities arranged by the story teller: information, 
relational (arrows), organization (groupings) and emphasis entities, and numbers indicating 
author reading sequence. This sequence appears in a list (b), where authors can define playback 
properties and add audio commentary. Below is a pallet of relational and organization entities 
(c), and the Playback panel (d) to control playback through the story time line. 
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4. Emphasis entities: highlighting and zooming. To focus reader’s attention to a spe-
cific story entity, users can add color highlights to any entity (e.g. a visualization, an 
arrow, or text entity), or select and highlight parts of visualizations (e.g. a bar in a bar 
chart visualization). This color highlighting can be present in the static story presenta-
tion (always visible), or during playback (the color highlight appears at a specific 
point in the story timeline). Besides color highlighting, users can add zooming hig-
hlighting to any story entity, to take place in a specific point in time during playback. 

Playback. As discussed in (R7) our experts desire 2 ways of showing their stories to 
their readers, a static overview version that provides context and allows free explora-
tion, and a playback that shows a recording of the author suggested path. Our narra-
tive board acts as the static version. We provide three options of animated playback, 
giving focus to entities in sequence for a given duration. In the ”color highlight”, 
entities in focus change color to grab attention (default playback). In the ”max play-
back”, entities in focus are zoomed-in to the maximum possible size, taking up the 
entire narrative board. Finally, in the ”fade mode”, during playback, all entities except 
the entities in focus fade out (Fig.  6). As mentioned, authors can record audio to ac-
company the playback. Readers can pause the playback at any point to explore the 
story. 

 

Fig. 6. Two playback modes: Max (a), and Fade (b) 

Interactive Visualizations and Exploration. Our visualizations are imported with 
time-stamps referring to a “snapshot” of the dashboard data at the time of the story 
creation. Nevertheless, they are still connected to that version of the data and are still 
live. Thus users can still interact with them to perform brushing and linking actions 
(R4) and explore them further. By default we deactivate advanced interactions like 
drill-down/up, but authors can reactivate them through the visualization’s properties.  

The creators may also decide to take a new snapshot of the data (i.e. change the 
timestamp for the visualizations, and so the values of the data). Thus they can reuse 
the story structure for a new version of data (R6), which is particularly important for 
evolving dynamic data. Finally, users can select and replace any visualization with 
another, even from another dashboard loaded in the system. Thus they can reuse the 
story structure not only for dynamic data, but also for completely different datasets.  

Thus our system integrates all the material used currently in BI story creation (R2): 
BI reports (visualizations and annotations), interactive visualizations, ways to indicate 
story structure, highlighting, optional story presentation in sequence, and text or audio 
explanations. It can then be shared with readers with access to the prototype. With 
respect to other BI systems, ours is one based on a user-centered design based and 
expert user requirements, and is unique in supporting annotations that link multiple 
points in the story, different story playbacks, and providing templates for BI stories. 
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7 User Feedback  

We conducted two user feedback sessions to assess the usability and effectiveness of 
the system, both from the creator’s and the reader’s perspective.  

7.1 Story Creation by Experts 

We invited back two of the interviewed experts (P1,P2), and showed them the system 
in individual one hour sessions. Expert P1 was the experienced analyst (7 years) that 
has trained others. Expert P2 has been an analyst for 6 months and was trained by P1. 
They explored the prototype, saw story examples, and created stories themselves. 

General Feedback and Recommendations. Both experts were very enthusiastic 
with the prospect of having access to such a system for their work. They found it easy 
to use and helpful, especially as it is integrated in the exploration/annotation dash-
board tool. As P1 mentioned it ”saves me from recreating any charts or annotations to 
present to others”. It also saves time and effort not just in report creation, but also in 
communicating reports: as P1 explained, by using the prototype, there is no need for 
an explanation presentation to clients, for wiki pages or recreating interactive charts. 

Both creators reaffirmed that story reading must be guided by the story creator, 
else the goal of the story may be lost. Currently they enforce this by the order of ex-
planations used in their BI reports. They commented that the prototype supports this 
well with the numbered sequence for entities, while the playback (with fade out and 
zoom) guides readers through the story and keeps their focus on one entity at a time. 
But they appreciated that they can create and show a story on one page (even with 
scrolling), as opposed to the current multi-page reports, because as P1 mentioned 
”people tend to read only the first page, and explore less the following pages”. And 
because it gives readers flexibility ”the reader can always understand the position and 
link between parts and the overall story” and ”look for more details when she wants”.  

Participants liked the ability to use the annotated dashboard template, saying that 
”this is how we want to present our analysis story, similarly to our dashboard”. They 
both commented that annotations attached to data points are very important in point-
ing out to readers important data values ”I add a lot of manual arrows to point to an-
notations that refer to specific data points on a chart, and their ideal value”.   
Both experts suggested our system should support two types of BI narrative stories: 
(i)Fixed stories, that present snapshots of datasets at specific points in time, yet are 
interactive (e.g. for filtering), to be shared as tutorials, explanations, or reports. This is 
the default case in our system. And (ii) Online stories, that present dynamically evolv-
ing data, and can have the same analytic scenario regardless of data values. Thus sto-
ries may have the same chart descriptions (e.g. what data is shown), the same KPI 
relations, and the same reading sequence. Here visualizations in stories are no longer 
snapshots, but are updated with data changes. We have implemented this extension. 

Collaboration and Communication with BI Stories. Expert P2 commented on how 
this storytelling prototype can also be used as a means to evolve stories. Multiple 
analysts can integrate their own comments and knowledge in the story, encouraging 
peer learning, but also collaboratively creating more complete and detailed stories. 
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Expert P1 mentioned that she could envision using the system to iterate the defini-
tion of the story directly with her clients (a process conducted now by email or phone-
calls). She envisioned clients adding themselves on the story further explanations on 
specific entities and their relations (to explain patterns), possible summaries of deci-
sions they took based on the report, or highlighting what information is missing. This 
goes beyond collaborative analysis and storytelling: it directly empowers readers and 
becomes a medium to communicate what they want from the story.  

In both cases, the prototype moves from a one-way communication to a collabora-
tion medium, where the authoring of a story opens-up and evolves with the contribu-
tions of many users, and acts as an archive of knowledge and different points of view. 
Such a system, our experts explained, needs to clearly differentiate between the con-
tributions of individual authors. We are currently exploring this extension. 

Finally the story can be archived and used by new analysts that learn how to create 
stories (comment from our trainer analyst). P1 stressed how important such an archiv-
ing is for knowledge passing between analysts. The recently trained P2 stated the tool 
can help him further improve his reports by looking at the story structure of others. 

7.2 Story Reading by Novices 

We then ran a second session to evaluate the prototype from the reader’s perspective, 
and thus close the story communication cycle. We conducted 40 to 50 minute ses-
sions, with 5 BI novices. All were IT professionals, knew what a dashboard is but had 
never worked with one. Two had heard of BI reports but never used one. Participants 
were asked to (1) Read a BI report created by one of our experts, (2) Read a BI story 
(created by an expert in the previous session), and (3) Explore our prototype. 

The story presented the progress of a development project from different perspec-
tives: General (how is the project evolving in terms of finished code in a sprints time 
line, how many code components are added to a waiting list, and how many critical, 
major or minor code components are done each week); and Detailed (the progress of 
each development team in coding and testing each code component). The develop-
ment is not progressing according to plan because many bugs fixed are not critical, 
whereas new bug reports coming in add critical bugs to the waiting list. The bottom 
right chart in the report highlighted the problem and the rest provide details. 

Reading the Report. When given the report, all readers read the first page dashboard 
from left to right and up to down (which is not the ”author” suggested order). They 
understood the goal (progress of a project) and what the charts displayed (e.g. bugs in 
waiting list) with the aid of chart titles and legends. But they all struggled to find the 
problem illustrated in the report. Only one participant noticed that the project devel-
opment is not progressing over time, but she could not understand why. This supports 
our experts’ comment that reports cannot be read without the supporting material.  

Reading the Story. Participants found that reading a story was easier ”it showed the 
facts in an understandable manner”. All 5 readers found the system easy to use, un-
derstood the story, and were able to answer correctly comprehension question related 
to the story content. We report here our main observations and readers’ comments:  
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Memorization: All users remembered even detailed aspects of the story and only 
went back to the system when answering detailed quantitative questions (e.g. to re-
trieve numbers from charts), while all general comprehension questions were ans-
wered without going back to the story visualizations and comments. They tended to 
answer using the same terms used by the expert analyst in the story. When asked 
similar questions on the report, they went back to it each time to search for answers.  

Confidence: Readers were not confident in their understanding of the report as they 
had to draw their own conclusions. They expressed worry that they may have misun-
derstood or not noticed important points. While when reading the story, all felt confi-
dent, as their interpretations are confirmed by the analyst’s comments. 

Guidance: All readers appreciated the guidance in reading the story, both static and 
playback. They commented on the importance of both modes: ”the static mode per-
mits to understand the whole story” and ”dig for facts”, while in playback it ”is easier 
to follow” the story sequence and focus on important data. Four participants preferred 
the fade playback, and three the max mode when focusing on an entity. 

Understanding: All users understood the story using our tool, and found it easy to 
read and interpret. They commented on how it was easy to find answers both to qua-
litative and quantitative questions. The story structure showed clearly what is the 
problem, how to analyze it and how to find the cause. While they described the report 
as ambiguous, as they couldn’t identify the relation between charts or KPIs.  

Transmitting knowledge: All readers found annotations very helpful in explaining 
the relationships between charts and KPIs, and in teaching them the analysis logic 
they should follow. Four mentioned that the system can ”aid in transmitting different 
knowledge in the company between different users”, and two would like to use the 
system to communicate with their team their own data (even if they are not analysts). 

Engagement: Three readers got very engaged with the story, as ”stories are more 
encouraging than static reports”. They began searching in charts to find how this 
problem can be solved, exploring the story outside the suggested structure. 

The comparison of BI reports without supplementary material to our story proto-
type is clearly unfair and our goal is not to prove its superiority in terms of communi-
cation value. It serves to illustrate how our stand-alone prototype could be an effec-
tive means of communicating BI stories without additional material. A comparison of 
our tool against the collective BI story material used today is future work, but our 
experts already identified its superiority in terms of saving time on report creation, the 
sharing of interactive stories, and being a medium for collaborative story evolution. 

8 Discussion and Conclusions 

We identify for the first time the current practices and needs of BI storytelling. BI 
analysts often organize visually and communicate their analysis story to others. Nev-
ertheless their tools do not allow easy transition from visual analysis to storytelling. 
They often use multiple tools, replicate work, and train their audience to understand 
their analysis. This reinforces the need for explicit storytelling support, missing in 
most existing visual analytics systems even in other domains, and provides insights on 
how to address this need for dashboards and other coordinated view systems.  
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Based on interviews and a paper prototyping session with expert BI analysts, we 
derived requirements for extending BI visual analysis dashboards to support storytel-
ling. These can be adopted as-is by designers of BI systems, or inspire and inform 
visual storytelling research in other domains. For example providing an author sug-
gested story structure, seeing the story in either a playback or it in a static overview, 
and imposing exploration constraints to interactive visualizations, can apply to other 
domains. Others, like the need to reuse story structure, may be BI specific and need to 
be reexamined for other domains. Using these requirements we implemented an ex-
tension to a BI dashboard, allowing transition from analysis to storytelling.  

We evaluated our prototype with story creators and found the requirements and 
prototype meets their needs. More importantly, they highlighted the potential of story-
telling tools as (possibly asynchronous) two-way communication channels, were  
authors communicate their findings, and readers also pose questions directly on the 
story. This empowers readers, informs authors of limitations of their story, and cap-
tures the evolution of the story. In BI it also accelerates story creation, that is highly 
client driven, and whose details are often lost in emails and phone calls. Tools can 
also act as collaborative platforms, where multiple authors refine, create variations of, 
and archive stories. Our findings open questions regarding the archiving and naviga-
tion mechanisms of story versions, trust in authoring changes, and maintaining a clear 
story focus. These questions open up exciting new research avenues.  

We then presented a story from an expert to novice readers, to test the understan-
dability of stories in our system, and its potential as a stand-alone tool for communi-
cating BI stories. Readers understood the stories without training, and answered com-
plex comprehension questions. Few previous works (e.g. [9]) evaluate visual storytel-
ling systems from the reader’s perspective, a crucial step in the communication cycle. 

Our system was identified by experts as having great potential for reaching a 
broader audience, as little to no training is required to read stories, and for training 
analysis. Although designed as a stand-alone tool, it does not aim to replace expert 
analysts. As an expert mentioned, ours and other storytelling tools can aid novice 
analysts or readers to quickly read analysis results and focus their questions to experts 
on more complex aspects, such as methodology, goals, content details, etc.  

We are finalizing our prototype to give to BI analysts. We aim to verify require-
ments gathered through expert self-reported with more direct observations of the use 
of the tool and its impact on current analysis and communication practices. 
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Abstract. Employing an interdisciplinary perspective, this paper addresses how 
narrative research and portraiture - methods originating from, and commonly 
used in social sciences - can be beneficial for HCI and design research com-
munities. Narrative research takes stories as a basis for data collection and anal-
ysis, while portraiture can be used to create written narratives about interview 
participants. Drawing on this knowledge, we show how a focus on narrative da-
ta, and analysis of such data through portraiture, can be adopted for the specific 
purpose of enhancing design processes. We hope to encourage design and HCI 
researchers to consider adopting these methods. By drawing on an illustrative 
example, we show how these methods served to inform design ideas for digital 
crafting. Based on our experiences, we present guidelines for using narrative re-
search and portraiture for design research, as well as discussing opportunities 
and strengths, and limitations and risks.  

Keywords: Qualitative research, methods, narratives, story-telling, narrative re-
search, portraiture, design research, interaction design, craft.  

1 Introduction 

The use of qualitative research methods originating from social sciences – for exam-
ple, interviews, ethnography, and data coding – is well established in HCI and design 
research communities. In practice, however, there is still a significant gap between 
disciplines, because social science methods adopted in HCI do not always provide a 
close fit to the method’s original ethos, often ‘fail[ing] to do justice’ to the kinds of 
insights that such methods can provide [1, p.549]. There is still plenty of discussion 
about the role of the social sciences and humanities in the inherently ‘interventionary’ 
world of HCI, which was again illustrated by a vivid panel discussion about this topic 
at CHI 2012 [2]. This interdisciplinary paper aims to contribute to the discussion on 
how HCI may learn and benefit from closer investigation, appropriation, and collabo-
ration with the humanities and social sciences, and enable the diversity of human life 
to come to life through our research. This paper is aimed particularly at researchers in 
interaction design who seek to generate qualitative person-centered data to aid both 
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the design process and the understanding of the users, but who do not have an exten-
sive social science background. As such, researchers familiar with social science me-
thods may already be aware of some of the points made in this paper, although we 
hope that they may still benefit from the discussion around the adoption of such me-
thods in a design process. Specifically, we address how the HCI field can benefit from 
adopting the practices of narrative research and portraiture from the social sciences, 
and we illustrate how these practices can be used together in a design research 
process, firstly, to gather, analyze and present data, and secondly, to inform idea gen-
eration activities. Narrative research and portraiture methods provide means to engage 
creatively and holistically with research participant data. As we will illustrate, this 
approach is beneficial for increasing understanding in users, their diverse motivations 
and behaviors, and the context of use. In addition, these insights can then be actively 
utilized in the design process to create novel and appropriate design solutions which 
are sensitive to these diversities.   

The next section will address narrative research and portraiture in the social 
sciences, as well as the use of related methods in HCI and design. We then present an 
example of the use of narrative research and portraiture in a study on craft and idea-
tion for ‘digital craft’, followed by a section with specific guidelines on how to  
employ these methods in design and HCI. We conclude with a discussion of  
opportunities and strengths, and limitations and risks of using these methods. 

2 Related Work 

2.1 Narrative Research, and Related Methods within HCI 

Some twenty-five years ago, Bruner [3] posited the concept of ‘life as narrative’, ar-
guing that human beings construct meaning, make sense, and engage in ‘world mak-
ing’ [3, p.11] through ‘narrative’ – that is, through creating, telling, hearing, record-
ing, and reading stories. Relatedly, the field of narrative research seeks to engage 
analytically with the storied ways in which we make sense of meaning and expe-
riences, within the wider context of our social world and those social others within it 
[3, 4]. As such, narrative research is particularly useful for exploratory research 
projects, which seek to engage with experience and meaning-making processes of 
diverse individuals or groups, with such approaches being utilized across a range of 
subjects in the social sciences, including education [e.g. 5], health [e.g. 6] and crime 
[e.g. 7], as well as representing a primary staple of ethnographic research in any  
field [8].  

The use of ‘narrative’ data has long been established and recognized as crucial in 
the attempt to understand users’ needs within the HCI research community. In the 
main, however, we would argue – as Dourish did with reference to ethnographies [1] 
– that narrative-based research methods have been read too narrowly within the HCI 
and design field. For example, narratives and story-telling have featured primarily as 
an outcome or goal of design research [e.g. 9, 10, 11] rather than being fully em-
braced as a research approach across the entire process. Narrative research approaches 



300 C. Golsteijn and S. Wright 

appear almost exclusively within experience-centered design, which ‘aims to under-
stand and design digital technologies that support rich, social and meaningful expe-
riences in our everyday lives’ [12, p.1506, 13], rather than engaging in depth with the 
stories and lives of the research subjects. Here, the concept of ‘narratives’ has, for 
example, been adapted as a conversational interview technique, through the use of 
cultural probes [14], whilst other uses of ‘narrative’ in HCI research focus more on 
possessions and technologies than on individual lives, e.g. ‘deep narratives’ [15] and 
technology biographies [16]. Moreover, whilst some HCI methods share some com-
mon ground with narrative research – e.g. contextual inquiry’s commitment to in-
creasing understanding of users and their actions ‘in situ’ [17] – they lack other cru-
cial aspects (that is, CI focuses solely on the user in relation to their work, whilst most 
narrative studies within the social sciences go beyond the phenomenon of interest, 
engaging with the personal, social, and cultural life history of users). Similarly, whilst 
ethnographic approaches to design research [e.g. 1, 18] share some key aims with the  
narrative research and portraiture methods that we adopted for our research (e.g. deep 
understanding of individuals; rich descriptions of subjects and their environments; 
positive bias towards subjects’ perceptions), they have been read ‘too narrowly’, with 
an over-emphasis on ‘implications for design’ [1]. In contrast, instead of focusing on 
‘implications for design’, the approach we are advocating in this paper aims to in-
crease the importance of ethnographic data, by importing narrative data, integrity 
intact, into the ideation phase. Despite the presence of some common goals more 
broadly speaking, however, this does not render ethnography and narrative research 
methods synonymous; as noted by Lawrence-Lightfoot, ‘key contrasts’ exist between 
the two [19].  

In conclusion, whilst there is clearly a tradition of utilizing storied and narrative-
centered approaches within the field of HCI research, currently this appears to be 
primarily limited to the area of experience-centered design. Furthermore, methods 
designed within the social sciences have not always been adapted in a way that  
remains faithful to their original ethos. 

2.2 Portraiture, and Related Methods in Design and HCI 

Whilst a diverse range of methodologies exist for analysing storied data [20], the one 
that concerns us here is that of the ‘research portrait’ (often referred to simply as ‘por-
traiture’). A research portrait is a written narrative – for example, about an inter-
viewee – which aims to ‘capture the richness, complexity, and dimensionality of  
human experience in social and cultural context’ [21, p.3]. The purpose of this is to 
attend to ‘the aesthetic whole’ [22, p.48] of the research subject(s), and as such, a 
portrait must be strongly specific and contextual [19, 21]. The use of portraiture 
methodologies is most dominant within the social sciences, primarily within the so-
ciological study of education and educational leadership [e.g. 22], but its use extends 
to criminology [e.g. 4], psychology [e.g. 23], and health research [e.g. 6].  

Similar methods to the research portrait also have some degree of prominence 
within HCI and design research. However, here they primarily exist as a means for 
distilling and communicating the results of ethnographic fieldwork. For example, 
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Wright and McCarthy [24] highlight the narrative method of ‘ethnographic vignettes’ 
– ‘short pen pictures of people in a setting [which] have been used to capture the felt 
experience of working in a particular place or setting’ [24, p.642] – as a means to 
elicit empathic responses from readers [25]. Whilst Wright and McCarthy’s method 
shares with narrative and portraiture an interest in ‘felt experience’ and the use of 
‘pen pictures’ (which are, in essence, short research portraits) [24, p.642], it lacks our 
study’s full integration across the design process, e.g. as a dedicated tool in ideation.  

Similarly, ‘scenario-based design’ and ‘character-driven scenarios’ share with so-
ciological portraiture a focus on capturing users’ experiences in a storied form, which 
then facilitate the creation of fictional ‘rounded’ character descriptions [26], which act 
as placeholders for individual users. This is also a key aspect in the creation of ‘per-
sonas’, which are composite fictional characters, based on user data from field re-
search, which embody multiple users’ unique characteristics and beliefs [27]. Other 
methods related to personas are ‘pastiche scenarios’ (uses fictional characters from 
well-known cultural sources – e.g. novels, movies, plays – to encourage designers to 
explore alternative interpretations of technologies) [28], ‘extreme characters’ (uses 
fictional characters with exaggerated emotional attitudes, e.g. a drug dealer, or the 
Pope) [29], and ‘design alter egos’ (uses fictional characters based on the recollec-
tions and reflections of designers) [30]. Much like our own study, these approaches 
also utilize narrative/storied data within the ideation processes, however – to paraph-
rase Lawrence-Lightfoot and Davis – what they lack is the commitment to maintain-
ing ‘a view of the whole’ of each individual user, which is the art and science of por-
traiture [21]. In the aforementioned portraiture-related approaches, character sketches 
or personas are most frequently summarized and/or blended descriptions of multiple 
users into one or more realistic and characteristic – yet importantly, fictitious – users 
[31, 32]. Such an approach risks a lack of depth, detail, and ‘wholeness’ that is so 
central to portraiture, potentially leading to superficial, and even erroneous, assump-
tions [30]. Moreover, such approaches eschew the important reflexive question of the 
role of the researcher in producing the data generated, and through doing so, effec-
tively ‘neutraliz[e] out of existence’ the researcher in each individual instance [21, 
p.86]. This is highly problematic since it is ‘crucial that [the researcher/s] voice be 
monitored’ [21, p.86]. To fail to do so risks the dominance of the researcher’s inter-
pretation of the user’s data, and the loss of what was originally important to the  
person being consulted.  

Conversely, the portraiture approach addressed in this paper tells the story of each 
interviewed or observed person in a separate individual portrait, within the context of 
use and staying true to the real users, with an ever-present eye to reflexivity and re-
searcher ‘voice’, considering at all times whose perspective is being presented when 
the researcher relays a point. We believe our approach therefore minimizes the risks 
of stereotyping and oversimplifying users and their experiences inherent to the afore-
mentioned methods. In addition, we propose importing these holistic descriptions of 
real users directly in the ideation process. This ensures that attention remains focused 
on the diversity of the people in the target group throughout the process. This ap-
proach therefore contrasts quite strongly with the ways in which narrative data is used 
within personas, which are usually created between data collection and ideation  



302 C. Golsteijn and S. Wright 

phases, thus generalizing and summarizing – risking the loss of individual diversities - 
before ideation has begun. This may cause interesting insights to be lost earlier in the 
design process, which portraiture aims to prevent. To sum up, the narrative research 
and portraiture approach addressed in this paper distinguishes itself from other ethno-
graphic data gathering approaches – e.g. ethnography and contextual inquiry – by 
engaging holistically with users’ stories and by providing tools for integrating these 
stories throughout design processes, and from other data representation approaches – 
e.g. scenario-based design and personas – by retaining researcher reflexivity, and by 
carrying forward the stories of real users throughout the design process and into the 
ideation stages, which helps to retain the diversity of the target group, for both the 
communication of ethnographic fieldwork results and the generation of broad  
spectrums of ideas. 

3 Illustrative Example: Using Narrative Research and 
Portraiture to Design for Digital Crafting 

In this descriptive section, we present an illustrative example from our own study to 
demonstrate the ways in which a narrative and portraiture method of data generation 
and analysis contributed to our research within design and HCI. The section which 
follows on from this, which is more analytically-focused, will center on the ways in 
which the lessons we learned can be extrapolated for the benefit of wider design and 
HCI communities.  

Broadly, the study we will address was concerned with ‘everyday craft’; that is, the 
creative processes people engage in to carefully make things [33-35]. More specifical-
ly, we wanted to better understand everyday crafting practices with physical mate-
rials, in the attempt to initiate design explorations of how characteristics and 
processes of craft may be extrapolated to the digital realm. The study also looked to 
developing ideas for new products or systems related to ‘digital crafting’ (that is, 
crafting with digital materials and/or tools). Because in this paper we merely aim to 
illustrate the use of the method through the example of our craft study (and not so 
much to discuss the topic of craft itself), a literature review of what constitutes ‘craft’, 
and related HCI and design work, lie beyond the scope of this paper. 

In total we interviewed eight individuals who were involved in crafting/making 
things with physical materials in a diverse range of settings. In order to explore the 
breadth of everyday crafting, we recruited individuals with varying levels of exper-
tise, and included professionals, semi-professionals, and amateurs, hoping to cover all 
types of crafters from the ‘certified […] genius’, to those individuals who just 
‘seem[ed] to like making things […] in everyday life’ [34, p.75]. Each individual was 
chosen specifically for their work in craft- or art-oriented disciplines, in the hope that 
they would inspire our development of the ‘digital crafting’ concept. As such, the 
interviewees were: a guitar builder, a jewelry designer, a hairdresser, a paint artist, a 
glass artist, a silk painter, a wood and metal hobbyist, and a mixed media artist. We 
felt that the narrative and portraiture approaches were particularly appropriate because 
we wanted to engage with the meanings these individuals attached to ‘crafting’ and 
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the characteristics, processes and purposes behind its physical manifestation, in the 
hope that we could extrapolate these findings to better understand ‘craft’ within the 
digital realm. 

In order to illustrate the procedure of our method we will describe how the first au-
thor went about interviewing one of the participants – Paul, a Dutch guitar builder – 
using a narrative approach, before describing the process of ‘portraiture’ (i.e. writing 
Paul’s research portrait), and how we used this to generate ideas.  

3.1 Interviewing Paul Using a Narrative Approach 

Paul’s interview took place in his home in a small town in the south of the Nether-
lands. Before going to meet him, we had developed an interview guide that would act 
to encourage storied responses, rather than potentially close such responses down 
(often an issue with standard semi-structured interview guides) [4] – after all, one 
cannot work with narratives if one does not provide the conditions for their construc-
tion in the first instance. This was therefore a crucial step, one which is explored in 
detail in Section 4.1 below, to prevent the tedium of repetition. Briefly, the interview 
guide consisted of a list of topics we were interested in rather than a concrete set of 
questions, and included: how and why the participant started crafting, the process of 
crafting, how they learned it, and materials and tools they used. We further left plenty 
of room for discussion of unanticipated topics that were brought up by the participant. 

While the introduction was started in the living room, immediately thereafter the 
interviewer was invited to Paul’s workshop, which was located in the garage, which 
had been refurbished and dedicated to the craft of guitar building. Much like it is 
beneficial for contextual inquiry and ethnographic research more broadly, being in the 
guitar builder’s workshop also aided the narrative interview for a number of reasons. 
Firstly, it illustrated some of the topics Paul was talking about, and allowed the inter-
viewer to better understand and document (both through taking notes and photo-
graphs) the context of the crafting practice. Secondly, it gave both interviewer and 
interviewee handles for new topics to address, and thirdly – crucially – it benefitted 
the narrative character of the interview as Paul naturally (without prompting) started 
telling stories about materials, tools, and examples in the workshop. 

Because the main interest lay in exploring the breadth of the practice, it was impor-
tant to let Paul talk about his craft and his workshop freely, in order to facilitate the 
generation of storied data that was personally relevant to him. We began the interview 
by asking questions that would elicit storied responses [again, see Section 4.1], such 
as “Can you tell me something about the kind of crafting you do?”, and “Can you tell 
me how and when you started building guitars?” During the interview, the participant 
was encouraged to draw on examples and stories of personal relevance to him, gene-
rating ideas previously unanticipated by the researchers. A new topic was only intro-
duced by the interviewer when the participant had finished a story. Interviews lasted 
half an hour to little over an hour (44 minutes on average) and were audio recorded to 
allow the interviewer to more fully engage with the participant. The few written notes 
that were made focused mainly on aspects the audio recording would not capture, 
such as the interviewer’s observations and impressions during the interviews, e.g. on 
participants’ use of examples, the mood and personality of the crafter, and the  
appearance of the workshop, e.g.: 
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“As the interview takes place in his workshop, it gets hands-on by default and 
throughout the interview Paul keeps walking up and down the workshop, opening 
drawers, taking things from shelves, and handling tools and materials to show me 
exactly what he is talking about. I get the feeling the workshop further serves as a 
mental map to give Paul new handles for things to talk about and he visibly enjoys 
using the half-finished guitar parts lying around as examples.” 

3.2 Creating a Written Portrait 

After the interview the audio recordings, written notes and photos were used to write 
up a ‘research portrait’ about Paul. Because of the narrative character of the interview, 
rich qualitative data was collected and a two-phased analysis process helped to identi-
fy which parts of the interview and which quotes provided interesting insights, and 
helped to retain and communicate a coherent picture of Paul as a craftsman. In the 
first phase, notes were taken on interesting comments and observations while listen-
ing to the audio recordings, reading notes, and looking at captured photos. During this 
phase, relevant sections of the recording were transcribed verbatim, e.g. Paul’s expla-
nation of why he likes building guitars, or his experiences learning the craft. Also 
notes were included on the context of the interview and when an example was shown. 

In the second phase these notes were written up as a portrait which followed the 
structure of first introducing Paul’s craft and the context of the interview, before look-
ing at when and how he started, and the materials and tools he used, followed by any 
other interesting themes from the interview, including working by assignment, risks, 
and teaching guitar building. This meant that the portrait did not need to follow the 
sequence in which interview questions were asked. The portrait, in which the partici-
pant’s name was anonymized, was a rich description supported with lengthy quotes 
from the interview where this was considered useful, e.g. because of the level of detail 
or the relevance to the research aims. The portrait further combined ‘first order’ narra-
tives (those of the participant), and ‘second order’ narratives (the stories the research-
er is conveying) [36], including interesting observations, and interpretations that 
would later become important for ideation, such as Paul’s creation of his own tools: 

“As I look around the workshop I see, apart from an impressive collection of the 
obvious tool such as saws, chisels, and files, many devices and tools that are un-
known to me. Paul explains to me that he makes these himself to support parts of 
the process: ‘Most of the work involved in building a guitar is precision work and 
each time you have to measure something there is risk of error, so you start look-
ing for ways to limit this risk and create tools for this.’ He modestly adds that the 
ideas for these tools do not all come from him, but also from colleagues, books and 
the internet. His self-made tools range from hand-powered tools (for example, a 
large, round, slightly hollow sanding disc for sanding the top panel of the guitar’s 
belly, and a compass with a chisel to cut out a circular groove for the rosette 
around the sound hole), to advanced electronic devices (e.g. a sanding machine for 
shaping the large, thin wooden panels for the top and bottom of the belly, and an 
intricate-looking device for bending the thin panels for the sides of the belly with 
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the aid of a heating element). Paul tells me that when you start doing something as 
a hobby you have to prioritize and choose which devices to get within your finan-
cial possibilities. For the rest you have to make do with what you have, and ‘what 
you can do yourself… it is also fun to build that.’ He adds: ‘sometimes I get so into 
making a certain tool and when that is finished, you can just sit down, look at it, 
and enjoy it. That’s wonderful. […]’” 

Paul also told the interviewer about how he had started teaching guitar building to 
small groups of students who, like him, “don’t want a cheap guitar; they want the 
adventure of building it. They want the experience of the development of that thing 
and feeling what happens with the wood.” He said he was reluctant to teach at first, 
but when he saw that so many people were interested he decided he wanted to share 
his hobby and expertise. He likes these sessions with students because they are inter-
ested, and the following closing excerpt from the portrait aims to capture how impor-
tant this interest and appreciation from others is to Paul: 

“Throughout the interview I have gotten a strong feeling for Paul’s […] apprecia-
tion of my interest in his craft. He explains to me that sometimes people come over 
who just have a glance at his workshop, ask him questions like: ‘So, how many gui-
tars do you make a month?’ and they leave after 15 minutes. ‘They should just stay 
away,’ in Paul’s opinion. Not me, however, being a guitar-player myself I would 
have been unable to hide my enthusiasm and appreciation even beyond the scope 
of this interview, much to Paul’s liking. As I prepare to leave he repeatedly thanks 
me for listening and chuckles: ‘In 30 years’ time, when I’ve made my 200th guitar, 
come back and I can tell you much more.’” 

This further illustrates how researcher reflexivity was included in the portrait. 
Moreover, in recognizing the appreciation of the first author’s genuine interest in 
guitar-making, it enabled us to use this reflection to understand the importance of 
teaching, authenticity, and commitment to Paul’s crafting, which provided the basis 
for the ‘Online Guild’ idea outlined in the following section.  

3.3 Idea Generation Based on Paul’s Portrait 

Because the explored practice of crafting was so broad and there was no predefined 
direction in which design ideas for its digital equivalent should be sought, the crafter 
portraits were considered useful to provide a focus to ideation compared to using 
themes or design directions. The ideation phase consisted of individual brainstorm 
sessions by the first author in which each separate session focused on a specific craf-
ter. Inspired by our new understanding of what practical, hands-on crafting meant to 
those engaged in it, brainstorming centered on asking: “If this crafter would instead 
be crafting with digital media or digital technologies, what could be designed for him 
or her?” A brainstorm session began by writing down a few key points for each craf-
ter that arose from the portraits. For Paul these points were: knowledge of materials, 
patience and spending a long time, teaching the interested and appreciative, making 
his own tools, and the workshop as a mental map. Ideas were generated around these 
and other themes arising from the portrait, and the portrait was used intensely during 
the session: sections were read and reread, which triggered new ideas. Ten ideas were 
generated inspired by Paul’s portrait, which included: 
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─ A craft timer that captures the time spent crafting an object in the object itself or on 
a timeline, and connects relevant occurrences in your life to the crafted object, or 
captures things you have done or said to be embedded hidden in the object – based 
on the time and patience Paul has for creating objects, and valuing slow processes.  

─ A digital craft workshop, such as a desktop or software lay-out, that can function as 
a mental map by being flexible in how tools and media are organized and by show-
ing small previews around icons of specific tools and programs of what you have 
been working on last – based on the observation that Paul’s workshop seemed to 
function as a mental map for him. 

After this initial idea generation phase, ideas were distilled into a set of four or five 
idea statements that summarized and highlighted interesting ideas arising from the 
portrait, interview data, and design ideas, which for Paul included: contextual infor-
mation implicitly visible in photos (expertise of materials); online workshops and 
guilds rather than a ‘take what you need’ mentality (see idea below); and create your 
own digital tool (see idea below). Finally, two ideas were selected and concept 
sketches were made for further exploration and discussion within the research team: 

1. The Clay Tool (Figure 1a) allows you to create your own computer input device by 
making use of a set of sensors and actuators and a lump of clay, so you can make 
the appropriate tool for each task at hand instead of having to rely on manufac-
tured, generic tools – based on Paul’s creativity and interest in making his own 
tools for situations where standard tools do not suffice. 

2. The Online Guild (Figure 1b) is a place where interested crafters can get together 
to share their love for their craft. Rather than being able to download anything, 
members have to be invested in the guild and contribute to the community. It is a 
more personal environment than a forum and its functions could include: learning 
from a remote master, exchanging experiences and skills with peers, browsing a 
digital workshop, or having tailored sets of tasks within a learning scheme set by 
another member – based on Paul’s desire to teach only those who are interested 
and committed enough.  
 

 

Fig. 1. Concept sketches for a. the Clay Tool, and b. the Online Guild. 

 

  a.              b. 
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This method of narrative interviewing, portraiture, and ideation was applied to the 
eight interviews and over ten ideas per crafter were generated in the initial brainstorm 
rounds. Out of these ideas one or two ideas per crafter were selected, which resulted 
in a set of thirteen conceptual ideas for new forms of crafting with digital media or 
digital technology, based on the practical art as constructed within the research por-
traits we had created. These ideas were not only true to the crafters we interviewed, 
but also formed a varied set that addressed multiple angles on crafting. For our study, 
one of the ideas was chosen and developed into an interactive prototype for further 
evaluation and development, which lies outside the scope of this paper, but illustrates 
that the method is highly capable of supporting the generation of ideas that are suita-
ble for going into further design development phases. 

4 Lessons from Our Example: Applying the Tenets of Narrative 
Research and Portraiture to Design and HCI 

4.1 Generating Narrative Data 

Because we were interested in understanding the nature of crafting, our own interview 
guide – as noted above – included topics for discussion with each crafter (e.g. how 
they started, and their materials and tools), which were supplemented with a range of 
discussion ‘prompts’ (e.g. perfectionism, risks, and social aspects of the craft). This 
can be applied to any area of research, so readers wishing to adopt this method should 
similarly choose a list of topics – around ten to fifteen is ideal – which cluster around 
the area of substantive interest, and a list of related prompts which seek to provide 
depth in understanding the issue at hand. It is important that deviation from this guide 
– as happened in our study with the discussion of unanticipated topics brought up by 
the participant, such as personal challenge – should be considered positive, since it 
may generate ideas previously unanticipated by the research team.  

Of course, having constructed a topic guide is of little use if one cannot ask a ques-
tion likely to occasion a narrative response, and since the concept of narrative is in-
herently bound up with that of storytelling, it is crucial that the research methods cho-
sen are capable of eliciting storied data. In this sense, narrative-focused interviews are 
distinct from run-of-the-mill, semi-structured qualitative interviewing strategies, 
where even the favoured ‘open-ended question’ can act to suppress – and even eradi-
cate – the impulse and opportunity for storytelling [cf. 4]. To illustrate this, Hollway 
and Jefferson [4, p.35] recommended that researchers ‘narrativise topics’; that is, 
‘turn questions about given topics into story-telling invitations’. For example, a ques-
tion that we might have asked in a more semi-structured interview under the topic 
heading ‘Learning about crafting’ – e.g. “How did you learn your craft?” – could 
easily be answered in one short sentence, for example: ‘Through my college degree 
and placements.’ However, by ‘narrativising’ the question in the way suggested by 
Hollway and Jefferson above, and instead asking “Could you explain to me the proc-
esses and people by which you learned your craft?”, we increased the likelihood of 
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eliciting a personally relevant and detailed story about processes, experiences, and 
interactions with others. 

Also crucial to the construction of narrative data is the idea of situated context. For 
this reason, and based on our own experiences, we would suggest interviews are un-
dertaken within design environments or workspaces relevant to the study and design 
goals (as noted earlier, this is a common aspect of both narrative/portraitures, and 
methods of contextual inquiry and ethnography), although we acknowledge that this 
may not always be logistically viable. Researchers should also seek to ask questions 
which look to the broader personal histories and social influences behind an individu-
al’s reasoning, in order to provide shape and depth to the portrait.  

An audio recorder may be more important during narrative-focused interviews than 
standard interviews, owing to the centrality of rich descriptions and quotes so crucial 
in the analysis and portraiture stages of the research. Moreover, using a recording 
device frees up the interviewer’s note-taking to focus on the observations, non-verbal 
data, and reflexive considerations – which provide a depth and wholeness to the inter-
view, and can be used to build up a far more detailed research portrait at a later stage.  

In our craft study, it was also considered beneficial that the first author was in-
volved in the whole process from interviewing the crafters, data analysis and writing 
up the portraits, to the idea generation. This helped to build up a thorough understand-
ing of the crafters, and the characters they represented in the ideation. However, as a 
basis for idea generation, the portraits are believed to be a powerful tool to support 
designers even if they have not been involved in the data collection. Because of their 
richness and realistic qualities, being based on real, individual people, they are able to 
act as ‘substitute whole’ for even those without access to the raw data [4, p.70]. 

4.2 Writing the Portrait 

Research portraits, which can be used as analytical tools for any design research in-
volving experiential and storied data, are particularly useful when exploring insights 
of populations who have traditionally been denied a ‘voice’ within more mainstream 
research [21]. However, we also found it to be a useful tool for maintaining the pres-
ence of the participants within the analytical process. Therefore, you do not need to be 
working with an historically ‘voiceless’ population; simply, you need only an interest 
in keeping focus on the context (personal, social, and otherwise) within which partici-
pants’ insights arise, and an acknowledgement of the benefits that can be gained from 
doing this rather than removing the individual early in the process (as is the usual 
practice with personas, for example). 

A research portrait should include large, verbatim chunks of interview data. It 
should detail the setting in which the interview took place, and feature the research-
er’s feelings about the setting and the individual participant. In terms of structure, it 
should cluster around the key ‘narratives’, or storylines/plots, that underpin what the 
participant is telling you, ‘documenting their voices and visions – their authority, 
knowledge, and wisdom’ [37, p.51], as illustrated to some extent by the excerpts in 
the previous section. It should also include observations from the researcher, who acts 
both as witness to, and interpreter of, participant ‘voices’, and who engages in  
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sketching the design context, and systematically ‘scanning the action’ [21, p.87], do-
cumenting important contextual observations. 

An important tenet of both narrative research and portraiture is that of reflexivity 
(although not exclusively to them, since it is also central to ethnographic and feminist 
approaches, for example), which focuses on the importance of researcher(s) reflecting 
on the research scenario and their interaction within this context [38, 39]. When con-
ducting narrative research, it is important that one always considers the ways in which 
one’s own personal autobiography (think for example about gender, age, social class, 
educational/employment status and rank) might impact upon the biographies dis-
closed within the interviews [40], and the same is true of writing a research portrait, 
which is ‘shaped through dialogue between the portraitist and the subject’ [37, p.51]. 
Researchers employing this method should be aware – as we were – that their own 
backgrounds (in our case, interaction design and criminology), and even their hobbies 
(e.g. playing the guitar, or not) impact variously on their own views of the topics at 
hand, the ways in which interviews are conducted, and in which the portraits are writ-
ten. For example in our craft study, where the first author with a design background 
conducted the interviews, some participants felt intimidated at first to talk about their 
craft because they felt the interviewer was ‘very creative’, and extra attention needed 
to be given to reassuring participants that we were not assessing their skills but were 
interested in their stories.  

Whilst these interactions can be problematic if one is unaware of them and is writ-
ing up the findings oblivious to this, the reflexive researcher acknowledges such phe-
nomena, writes him or herself into the research in order to demonstrate this, and 
makes clear in writing up the point at which first-order narratives become second-
order. We also advocate following Miles and Huberman’s advice, who suggest that 
participants be allowed to read, and comment upon, their own portraits, being sure to 
question whether our interpretation of lives are ‘credible to the people we study’ [in: 
21, p.246]. This allows us to see where individuals may challenge the interpretations 
we have made from the data, and provide scope for us to more carefully reflect and 
consider those instances where our own autobiography may have acted to unwittingly 
shape  that which we had written. 

4.3 Ideation and Idea Development 

Building the portraits into a tool for design ideation moves beyond their original uses 
in the social sciences, and employs them as an active part of this innovative phase. 
Based on our experiences, designing for a broad topic area in which the direction for 
design ideas was not predetermined, portraits can provide useful handles and focus for 
idea generation in those cases where ‘anything is possible’. Of course, as with any 
ideation method, the use of portraits is not a guarantee for good ideas, but we found 
them to be effective when used as described below. We recommend that brainstorm 
sessions focus on generating ideas around the main question: “If we would be design-
ing [the design goal or topic] for this person, what would that need to be? What would 
be important to them?” As we have shown, this can be done in a process of first dis-
tilling interesting or striking findings from the interview in the form of short  
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statements, generating ideas around these findings, summarizing the key points from 
these ideas, and selecting or developing the main ideas. However, we have found it 
important to treat ideation as an iterative process and intensely use the portraits in this 
process: we recommend reading and rereading the portrait several times during the 
session because ideas may trigger different interpretations of the portrait and thus new 
ideas. Also, as in any idea generation approach, it is important to allow all ideas, no 
matter how unfeasible or ‘crazy’ they may seem.  

In most cases more than one participant will be interviewed and as such each par-
ticipant should get their own dedicated brainstorm session. We acknowledge that this 
is time consuming – however, we felt that in terms of outputs generated, this was a 
fair trade-off. As with most brainstorm approaches it is important to follow up an 
ideation phase with an idea selection and idea development phase. In this phase ideas 
are evaluated on originality, feasibility, cost, and any other practical demand the 
project may pose. For using portraiture in ideation we recommend at this point to put 
together ideas arising from different participants, look for overlap and possible oppor-
tunities to combine ideas, and select the most promising ideas.  

Further attention in this phase should go to assessing how specific to each person 
an idea is and how it may be generalized to a larger audience. Despite the fact that our 
ideas were generated starting from one specific person, we found that the resulting 
design concepts could be extrapolated to other target groups and use contexts: through 
the process of idea generation, selection and development, ideas were generalized, 
categorized, summarized, and extended to larger target groups, making sure they were 
relevant beyond idiosyncratic individuals whilst retaining their unique relevance to 
the interviewee. Similar to the designing for extreme characters approach [29] and 
pastiche scenario [28] approaches, we found developing or reformulating concepts to 
reach a broader audience afterwards generally easy to do, and the unique inspiration 
the individual initially provides, weighted up to this extra evaluation step. On the 
whole, we found that the embracing the portrait across the research process helped us 
to maintain the individual inspiration and diversity for idea generation that could have 
easily have gotten lost if categorization, generalization, and summarization had been 
done immediately after the interviews, as is the case with personas. As such, using 
portraiture for design takes into account the diversity of different people within a 
target group throughout the whole design process, and retains this attention for the 
individuals until the conclusion of the ideation process.    

5 Discussion 

Drawing on our experiences using narrative research and portraiture approaches in a 
design research process, we will critically assess the opportunities and strengths, and 
limitations and risks of these methods. Being highly qualitative in nature, and result-
ing in different findings for each participant, it is difficult to validate the method pre-
sented in this paper in any traditional sense, since its efficacy cannot objectively be 
measured. Further, because of the unique dialogue created between researcher and 
each researched individual, replicating any such study would be ‘exceedingly  
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difficult’ [37, p.55]. However, we believe the strength of this method goes beyond the 
success of any individual idea generated, or the level of increased empathy for the 
user. Its strength extends to the possibilities of studying and designing for topics 
which are broad and undefined, and which require a great deal of attention to diversity 
within the topic area and the target group throughout the design process, as we have 
aimed to illustrate. Moreover, employing a narrative and portraiture approach in the 
ways we have described allows for retaining the accounts of the individual users 
throughout ideation phases while generalizing and summarizing afterwards, as op-
posed to other methods, such as personas, which do so earlier in the process and thus 
increase the risk of oversimplifying and loosing interesting design opportunities. 

Following the guidelines we have provided we believe this method can be applied 
to a large number of different topics and projects, with ‘craft’ being just one example. 
We see the described method as exploratory, both regarding the topic under study and 
the ideas generated, and as with most methods aiming at ideation, further develop-
ment of the ideas and evaluations for feasibility are required in later stages of the 
process. We are further aware that the excerpts of the portrait provided in this paper 
may seem, to some extent, decontextualized – however, this is due to the limited 
space for the inclusion of full portraits. We believe that narrative research and portrai-
ture have great potential for providing more contextualization of interview findings, 
and the ‘full picture’ about an interviewee, because they combine participant and 
researcher narratives. They can therefore be a valuable tool in design processes, as 
long as the researcher takes into account and documents contextual specifics in the 
portrait, i.e. social, cultural, of the topic or activity that is under study in the interview. 

5.1 Opportunities and Strengths  

As we have shown, portraiture symbolises a creative means of organising and present-
ing research findings that can further be used to inform design activities. It forms a 
departure from often-employed thematic techniques of analysis, which may otherwise 
undermine the ‘holism’ of the user. In presenting the data holistically – including 
verbatim data from the transcript, researcher’s observations about the participant and 
their environment, as well as the use of contextual visual data (photos of the work-
spaces, materials, and tools) – the researcher may also find an ‘overarching vision’ 
[21, p.248]; that is, in viewing the ‘whole’ as well as the thematic. While more com-
monly-used methods such as personas are often created after data collection by sum-
marizing and blending multiple users into one or more fictional users – thereby letting 
the real users fade to the background before idea generation – portraiture takes into 
account the diversity of individual, real people, and retains valuable insights about 
these people throughout the design process. This can be greatly beneficial in prevent-
ing the adoption of superficial and erroneous assumptions [30] early in the process 
while ideation has yet to begin. 

As our case has illustrated, the portraiture method also offers the opportunity, par-
ticularly in explorative research where little is known about the topic or design, to 
generate a range of emergent themes and ideas. For the craft project there was no 
predefined direction in which design solutions should be sought, which made the data 
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collection and analysis cover a large variety of topics. Where a thematic analysis did 
not provide enough focus for the idea generation because of the breadth of the study 
and the large number of potential themes to explore, the portraits acted to provide 
depth and focus, because rather than thinking about ‘anything’ we could think about 
the needs of one specific person – a real person – and what could be designed for this 
person. Afterwards ideas could be extrapolated to a larger target group. Apart from 
focusing the idea generation, the portraits provided new insights which led to new, 
out-of-the-box ideas. When looking at designing based on portraits as opposed to 
designing based on specific design requirements or research questions, the portraits 
were perceived to be less restrictive and limiting. Quite simply, this is because whilst 
strict design requirements can act to stifle creativity and idea generation, portraits 
opened up the design space and allowed for the removal of limiting criteria, which 
was of vital importance to our brainstorming process. 

5.2 Limitations and Risks 

A potential limitation of the narrative approach is that not everyone will be able to 
narrate their lives and experiences. Although we did not encounter this in our study, 
not all people are equally capable of giving responses in storied form, even when 
prompted to do so [20]. This may lead to a distressed participant, a frustrated re-
searcher, and a wasted time slot for all concerned. It may therefore be worth having a 
back-up interview schedule, with more structured questions for those who – as the 
interview progresses – appear to lack the impulse, inclination, or ability to narrate.  

As already noted, narrative research approaches require a change in interview 
strategy: questions must provide opportunities to elicit storied responses [4]. This 
introduces the risk that the novice interviewer may experience difficulties, which 
could result in the data generated not being suitable for the intended analysis or idea-
tion. Bear in mind also that with this approach a single interview can generate many 
hours of data. Therefore it is important that whilst participants are given time and 
space to compose their stories, your topic list should be short and focused. . 

A narrative approach to research and analysis encompasses a range of unique ethi-
cal concerns in addition to those traditionally associated with qualitative research, 
particularly around anonymity, because of the level of contextual and personal detail 
[41]. The ways in which the words and meaning of the research participants are repre-
sented is also a contentious issue, and researchers must also be wary around claims to 
‘give voice’, when the reality is that the main aim of the research is to help the inter-
viewer, not the interviewee [42]. These critiques are counterbalanced by practices of 
self-awareness, reflexivity, and the explicit identification of the researcher’s own 
perspective within the portrait [19], as we noted above in Paul’s portrait. Furthermore, 
the perceived lack of means to assess the ‘validity’ is answerable by reference to the 
championing of multiple perspectives and ‘situated truths’ rather than absolutes, 
which characterizes both portraiture and narrative inquiry more broadly [20, p.185, 
21]. Ultimately, it remains the task of the responsible, reflexive, and conscientious 
researcher to see to it that these concerns are met, which may provide a challenge to 
the creation of portraits based on narratives.  
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Despite these challenges, narrative research approaches and portraiture have 
widely been used within the social sciences, and with our treatment of the methods 
and by providing guidelines to how they may be used for design and HCI, we hope to 
inspire researchers in these fields to continue to learn from social science practices 
and adopt these methods where appropriate to benefit their design and research  
processes. 

6 Conclusion 

As we have shown in this paper, the holistic incorporation of the portraiture approach 
to data analysis into idea generation processes can offer some additional benefits 
compared to existing methods within HCI and design research which utilize narratives 
and storied data. For us, the portraiture method comes into its own within the realm of 
design research, since it has the potential for dual functionality within this field. 
Firstly, it represents a deeply holistic and contextual means for analyzing and disse-
minating findings, thereby facilitating rich understanding of the users and their design 
needs. Secondly, in doing so, it can act as an active catalyst for innovative ideation, 
informing, shaping, and enhancing the subsequent design process. We have illustrated 
the use of narrative and portraiture methods for design research with an illustrative 
example from our research on digital crafting, and have provided transparent docu-
mentation as to the ways in which we achieved this. We have critically discussed the 
opportunities and strengths offered by the incorporation of these methods in our own 
study, as well as addressed its limitations and risks. We hope we have not only indi-
cated the benefits these specific analytical methods hold for HCI and design commun-
ities, as part of the wider trend towards narrative-centered research in these discip-
lines, but also the ways in which – as methods which hold at their core a commitment 
to maintaining participants’ voices and a sense of their various individual needs – 
these represent key methods in the important endeavor of ‘designing for diversity’.  
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Abstract. Designing software for exploring hierarchical data sets is challenging 
because users can easily become lost in large hierarchies. We present a novel 
interface, the hoptree, to assist users with navigating large hierarchies. The 
hoptree preserves navigational history and context and allows one-click naviga-
tion to recently-visited locations. We describe the design of hoptrees and an im-
plementation that we created for a tree exploration application. We discuss the 
potential for hoptrees to be used in a wide variety of hierarchy navigation sce-
narios. Through a controlled experiment, we compared the effectiveness of hop-
trees to a breadcrumb navigation interface. Study participants overwhelmingly 
preferred the hoptree, with improved time-on-task with no difference in error 
rates. 

Keywords: Navigation, tree visualization, hierarchy, breadcrumbs, visual inter-
faces, usability. 

1 Introduction 

Numerous visualization techniques have been developed to help users extract useful 
information from hierarchical data sets [1]. In large trees, the huge number of nodes 
presents a significant challenge. Many interfaces for browsing hierarchical structures 
show only a subset of the full hierarchy at one time; the user alters the view by refo-
cusing on a new section of the tree, navigating without viewing an overwhelming 
amount of information at once. 

Narrowing the focus solves one problem, but in doing so creates another: focusing 
on a subset of the tree makes it easy to get lost. Users seeking to return to a previous 
focus must exert additional cognitive effort to remember how the previous location 
relates to the current location, and must continue to remember that relationship as 
they navigate through the tree to the new focal point. Due to the limitations of human 
working memory, users may need to revisit locations multiple times, especially when 
comparing several areas in the tree. 

Navigation tools such as breadcrumb trails assist users with navigating complex 
website hierarchies, and browsing history features are included in all major web 
browsers. However, with either of these tools, if a user follows a non-linear series of 
steps through the hierarchy, part of the user’s browsing history becomes inaccessible. 
Moreover, these techniques fail to relate the structure of the user’s browsing history to 
the organization of the hierarchy. 
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In this paper, we present the hoptree, an interactive graphical interface for explor-
ing hierarchical data that addresses these issues by displaying a clickable, branching 
history of nodes visited, structured according to their relationships in the hierarchy. 
The hoptree was designed to reduce cognitive effort by preserving and displaying 
recently visited paths in the hierarchy. We describe the design of the hoptree, and a 
prototype implementation that we have released for public use in web-based tree na-
vigation applications. To evaluate the effectiveness of the hoptree, we conducted a 
controlled usability study comparing the hoptree widget to breadcrumb trails. With 
the hoptree, users completed comparison tasks more quickly, with fewer mouse 
clicks, and with greater satisfaction. 

2 Related Work 

2.1 Browsing Hierarchies 

Analysis and understanding of large, hierarchically structured data sets is of critical 
importance in many fields. The visualization research community has studied this 
problem, leading to a variety of visualization and exploration techniques. These em-
ploy strategies to make large, complex trees easier to interpret, e.g. specialized zoom 
techniques [2–4] and layout algorithms [5, 6]. This work has led to a variety of inno-
vative designs and strategies for presenting the most important information to users 
and hiding unneeded information, while simultaneously maintaining a sense of loca-
tion and context within the tree, such as the SpaceTree [7]. However, most existing 
techniques are targeted to specific tasks or domains and in large hierarchies,  
becoming lost continues to be a challenging problem. 

2.2 Breadcrumb Navigation 

For many classic hierarchy exploration and navigation tasks, such as browsing the 
web or working with a file system, the sophisticated techniques in the literature have 
not been widely adopted. The hoptree widget is a simple design that could make tree 
navigation tasks easier and faster in a variety of general applications. 

Breadcrumbs, or breadcrumb trails, are widely employed for helping users navigate 
on the web. Breadcrumbs usually consist of a linear sequence of links that provide a 
sense of location and facilitate quick navigation. Three types of breadcrumb trails are 
distinguished based on whether the trail reflects the application’s hierarchy, the user’s 
navigation history, or a set of dynamic attributes [8]. 

The benefits of breadcrumbs have been studied within the web usability communi-
ty. A 2003 lab study of navigation within a test website found that only 6% of users’ 
total page clicks were on the breadcrumbs, and did not detect any significant efficien-
cy gains from using the breadcrumb [9], although the breadcrumb trail did lead to 
more accurate mental models of website structure.  
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Hull found that demonstrating and explaining the use of breadcrumbs beforehand 
improved efficiency for search tasks [10]. Look-ahead breadcrumbs, an augmentation 
of traditional breadcrumbs where clicking on the breadcrumb trail provides a menu 
with pages reachable from that item [11], were preferred by participants in a lab 
study, although no significant speed improvements were detected [12]. 

2.3 History Tracking 

History tracking functionalities are available in many software applications, where 
they help users explore and recover application states. For supporting visual analysis 
tasks, Heer et al. describe a design space of graphical history tools and provide a re-
view of recent research in this area [13]. History tracking widgets with branching 
structures have also been investigated for visual analytics tasks [14, 15]. For history 
tracking in web browsers, the MosaicG graphical history constructed a node-link 
representation of web browsing history with pages connected according to the order 
that they were visited by the user [16]. Similarly, PadPrints constructs a graphical 
hierarchy of pages that the user visits in their web browser [17]. PadPrints was found 
to reduce the number of page accesses and reduce the time taken to complete tasks 
requiring revisiting pages. Graphical history mechanisms can facilitate exploration 
and iterative analysis because they provide the ability to easily return to a prior state. 

These history tracking tools present a history of linked states or actions. In the 
terminology of Cockburn and Greenberg’s analysis of requirements for effective revi-
sitation tools for web browsing, MosaicG and PadPrints structure their page display 
organization temporally, according to the user’s visit history [18]. Our goal in this 
paper is to help the user understand and navigate a predefined hierarchical informa-
tion structure. Accordingly, the hoptree primarily structures the graphical history 
according to the underlying information hierarchy, not according to user behavior. 

3 Hoptree Design 

We describe the features of the hoptree widget and the navigational problems each 
feature is designed to solve. We explain the hoptree design in terms of how it differs 
from breadcrumb trails. 

3.1 Preserving Navigation History 

Traditional breadcrumb trails display the “path” to the current location in the hie-
rarchy. Hoptrees display not only the path to the current location, but also the paths to 
previously visited locations. Before the user begins exploring the tree, the hoptree 
widget shows only the path to the current node (e.g. the tree’s root node). With each 
navigation action, the path to the new location is added to the hoptree’s representa-
tion. Thus, the hoptree gradually builds up a more complete diagram of the hierarchy 
that the user is exploring (Fig. 1). 
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Fig. 1. A hoptree showing nodes that the user recently visited. The user is currently viewing the 
Education node. 

Because it shows multiple paths at once, the hoptree helps users construct a mental 
model of the tree. While a breadcrumb trail may help users remember where they are 
relative to the root of the tree, the hoptree may also help the user remember how their 
current location relates to several previous locations. 

The hoptree lays out its node-link representation of the hierarchy according to a 
left-to-right, top-to-bottom algorithm. Within the bounds of the hoptree widget, the 
root node is positioned on the left. Child nodes are positioned to the right of their 
parents, with siblings grouped together and aligned vertically. Nodes are connected to 
one another by curved edges. 

3.2 Interactivity 

As with breadcrumb trails, the hoptree widget is interactive. The user may click on a 
node in the hoptree to quickly “hop” to that position in the hierarchy. This increases 
the speed with which users may navigate the tree. The hoptree is especially effective 
when the user wishes to compare several tree locations, because it facilitates quick 
revisiting of recently accessed nodes. 

3.3 Automatic Pruning 

A crucial aspect of hoptrees is a pruning strategy by which tree locations that are no 
longer of interest are removed from the display. Without such a pruning strategy, the 
hoptree would rapidly increase in size and complexity as the user explored new areas 
of the hierarchy, becoming unwieldy and hard to use. 

The hoptree’s design assumes that, most of the time, users do not require access to 
their entire history. The pruning strategy we selected allows the hoptree to display up 
to three different tree leaves. If the user’s next navigation would result in a fourth leaf 
being added to the hoptree, the update algorithm removes the oldest leaf in the hopt-
ree, along with all of its parents that are not parents of a remaining leaf. Fig. 2  
illustrates how a branch is removed after a typical update. 

 

Fig. 2. The same hoptree from Fig. 1, after the user has visited Reading instruction, causing a 
layout adjustment and the pruning of the Labor economics subtree. 
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Displaying three branches provides a balance between utility and usage of screen 
real-estate. At least two branches are needed to support simple two-way comparison 
tasks. Showing three branches also permits comparisons among three locations, or, 
alternatively, the preservation of a related branch while two other locations are com-
pared. The benefits of displaying more than three branches are not as clear; we leave 
alternative pruning strategies and branch limits to future work. 

All decisions about which tree locations to preserve and which to prune are han-
dled automatically by the hoptree update algorithm, eliminating maintenance work for 
the user. The tradeoff is that when the heuristic for estimating the relevance of nodes 
is incorrect, nodes that the user actually planned to revisit may occasionally be pruned 
from the tree. Thus, it is also be reasonable to investigate ways of giving the user 
more direct control over the hoptree’s pruning strategy. 

4 Prototype Implementation 

We created an implementation of the hoptree for a specific tree exploration tool, the 
Gender Browser, an application under ongoing development in our research group. 
The Gender Browser1 is implemented in JavaScript for display in HTML5-compliant 
web browsers. For completeness, we briefly describe the Gender Browser because it 
provides the context for our experiment. Then, we describe the architecture of our 
prototype hoptree implementation. 

4.1 The Gender Browser 

The Gender Browser is a tree exploration application that shows gender patterns in 
scholarly authorship across academic disciplines. The tree structure comes from au-
tomatic hierarchical clustering of a database of published journal articles provided to 
us by JSTOR2. The database used in our study contained approximately 350,000 ar-
ticles by 480,000 authors, from over 2,000 different journals. 

The Gender Browser displays a tree of scientific disciplines, and sub-disciplines 
based on articles a clustering of the article citation network using the hierarchical map 
equation algorithm [19]. In the version we used for our experiment, the tree contained 
15 top-level disciplines, each of these disciplines containing several sub-disciplines. 
There were 448 nodes total, with 283 leaves at a depth of about 6 levels. All but 36 
(8%) of the disciplines were manually labeled by examining its most-cited papers. We 
approximated the ratio of female to male authors in each discipline by automatically 
assigning a gender to every author using an approach similar to [20]. 

The tree of academic disciplines is displayed using an Icicle Plot visualization built 
using the JavaScript InfoVis Toolkit (JIT) [21] and jQuery. Each node in the tree is 
broken into two blocks of different colors, illustrating the percentage of women and 
men authors in that discipline. When the mouse cursor hovers over a node, a tooltip 
displays the associated discipline’s name and the percentage of female and male  
authors. Fig. 3 shows the Gender Browser with the hoptree positioned above it. 
                                                           
1 http://eigenfactor.org/gender 
2 http://www.jstor.org 
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Fig. 3. The Gender Browser. The user has visited several specialties within Economics, and is 
now focused on School effectiveness, an area within Education. The hoptree (A) is positioned 
above the main icicle plot (B). On the left, the back bar (C) allows the user to return to Educa-
tion. The detail views at the bottom (D) show the number of women and men authors in School 
effectiveness and the percentage of female authors in different positions on author lists. The red 
bar indicates the overall percentage of female authors in the field. 

Below the icicle plot are two additional displays showing details about the gender 
breakdown of the currently selected discipline, including the absolute number of men 
and women authors in the discipline, and the percentage of women authors in the 
discipline for each position in article author lists. On the left side of the window, the 
“top papers” button allows the user to swap out the two detail displays with a list of 
the 10 most cited papers within the current discipline. 

When the user clicks on a node in the icicle plot, the clicked node zooms to fill the 
height of the display. Parent and sibling nodes fade out, and child nodes expand. This 
allows the user to drill down into the hierarchy to explore finer disciplinary subdivi-
sions. A bar on the left side of the icicle plot shows the name of the discipline that is 
the parent of the currently selected discipline. Clicking on this “back” bar will jump 
up one level in the tree with an animated transition. 

A B 

C 

D 
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4.2 Hoptree Implementation 

We used the JavaScript InfoVis Toolkit to implement the hoptree prototype for the 
Gender Browser. The toolkit includes a SpaceTree visualization that was easily ex-
tended to display a hoptree. We wrapped the SpaceTree visualization with code to 
manage updates to the hoptree structure, including node additions and pruning. 

Users can navigate by clicking on either the Gender Browser’s icicle plot or nodes 
in the hoptree, and updates are synchronized between the two widgets. We have re-
leased our hoptree implementation as an open-source jQuery plugin that could be 
applied to a variety of web-based hierarchy browsing applications3. The hoptree pro-
totype exposes a simple programming interface for integration with hierarchy brows-
ing applications. On navigation events, the only information that must be passed to 
the hoptree is a string representing the new path. 

5 Empirical Evaluation 

In order to determine whether hoptrees are helpful for navigating a hierarchy, we 
compared our hoptree implementation to a breadcrumb trail navigation widget in a 
controlled experiment. 

We developed three versions of the Gender Browser that differed only in the type 
of navigational support provided. A “plain” version lacked any special navigation 
support beyond the “back” bar for navigating up one level in the tree. A second ver-
sion added a breadcrumb trail displayed above the icicle plot. The breadcrumb trail is 
implemented as a simplification of the hoptree (it displays only one branch at a time), 
providing a uniform visual appearance. The third version displays a hoptree widget 
above the icicle plot (Fig. 3). 

5.1 Hypotheses 

We designed the experiment to test three hypotheses. First, we expected that users 
would recognize the navigation advantages of the hoptree and breadcrumb interfaces 
over the plain version. Therefore, we hypothesized that they would express higher 
preferences for either the hoptree or the breadcrumb, and lower preferences for the 
plain interface. Because users might prefer familiar breadcrumb trails, we did not 
expect that the hoptree would necessarily have the highest preference scores overall. 

Second, because the breadcrumb and hoptree versions provide instant access to 
nodes that the user may be interested in, we hypothesized that users would complete 
tasks faster in the breadcrumb condition than the plain condition, but would be fastest 
in the hoptree condition. For the same reason, we expected users to perform fewer 
mouse clicks while completing the tasks with the hoptree, followed by the bread-
crumb trail and the plain interface. 

Third, we hypothesized that for more complicated comparison tasks, the rate of 
correct answers would be highest with the hoptree version of the Gender Browser, 
                                                           
3 http://github.com/michaelbrooks/hoptree 
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and to a lesser extent, the breadcrumb version. If users complete tasks faster using 
these interfaces, they may be better able to remember the data needed to make com-
parisons between several tree locations. For the same reason, we hypothesized that 
users would have higher confidence in their answers when using the hoptree and 
breadcrumb interfaces. 

5.2 Experiment Design 

We compared the three versions of the Gender Browser interface (Plain, Breadcrumb, 
and Hoptree) in a within-subjects experiment where participants completed three 
trials, one with each version of the Gender Browser. Each trial consisted of a set of 
eight questions that required comparisons among several different nodes at varying 
degrees of separation in the tree. We developed three distinct sets of questions that 
matched each other as closely as possible in difficulty and structure. We describe the 
questions in greater detail in the Tasks section, below. 

To control for ordering, we carefully considered all possible pairings of Interface 
and Question Set, all possible orderings of Interface and Question Set, and orderings 
of the combined factor Interface x Question Set. We assigned participants to interface 
and question set orderings so as to balance all of these combinations as closely as 
possible, given the number of participants in our study. 

Before beginning the experiment, participants were given a brief tutorial that ex-
plained the plain Gender Browser, but did not show or discuss either the breadcrumb 
trail or the hoptree. The purpose of the tutorial was to reduce the difficulty of learning 
how to answer questions about the Gender Browser’s main icicle plot and detail dis-
plays. For example, after completing the tutorial, users would already have an idea of 
where to look to find the percentage of first female authors in a given discipline. We 
did not explain or even show the hoptree or breadcrumb trail during the tutorial, in 
order to avoid unfairly biasing participants towards using these features. Each trial 
was preceded by an easy practice question so that participants could get used to the 
task format and the new interface. 

We handed participants cards with the questions printed on them one at a time. 
Participants were asked to read and understand the question on the card, and allowed 
to ask clarification questions. Once the question was understood, we began a timer 
and the participant attempted to use the Gender Browser to answer the question. 
When the participant had an answer ready, we stopped the timer and recorded the 
time taken to answer question, the number of clicks in different parts of the interface 
(recorded by the prototype itself), the correctness of the answer, and the participant’s 
confidence in their answer on a 1-to-10 scale. In between each question, the Gender 
Browser was not reset, so that on each question participants could benefit from the 
history they had already accumulated in the breadcrumb and hoptree widgets. 

After finishing each of the three trials, we asked participants to rate their own level 
of success, the difficulty of the questions, how much work was required to answer the 
questions, and level of frustration, all on 1-to-10 scales. Once all three trials were 
complete, we asked participants to choose from among the three different versions of 
the Gender Browser the one they preferred, which one was easiest to use, which one 
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was the most frustrating, and which one allowed them to complete the tasks fastest. 
We asked follow-up questions to understand the reasons behind these answers. 

5.3 Tasks 

In selecting tasks for the experiment, we emulated the activities users might normally 
engage in while using the Gender Browser. Based on our own usage of the tool and 
discussions with colleagues, we determined that a plausible usage pattern could in-
clude looking up a few specific disciplines of personal interest and comparing the 
gender patterns among them. For example, a researcher using the tool might first lo-
cate her own specialty within the tree. She might then compare the gender frequency 
in her specialty with some other fields she is familiar with. We based the experiment 
tasks on this style of exploration, focusing on comparisons among multiple fields. 

Using this approach, we developed a set of tasks, including revisiting [7, 22] and 
comparison tasks [23]. These task types are based on plausible user behavior and are 
supported by previous literature, a naturalistic evaluation would be required to deter-
mine if they are actually the tasks that users would normally perform using the tool. 

Because every participant used each version of the Gender Browser (Plain, Bread-
crumb, and Hoptree), we needed to develop three sets of questions. We first created 
one set of questions that we used as a template for the other two. Each question set 
followed the same structure, but was scoped within a different top-level branch of the 
Gender Browser’s tree, reducing the likelihood of direct interference during the study. 
The template question set focused on the Ecology and Evolution subtree, and began 
by asking the user to answer a few easier retrieval questions such as “What was the 
percentage of women authors in Small mammal ecology?” Questions grew progres-
sively more difficult, involving more comparison between ever more distant tree loca-
tions. For example, the last question in this set was “How much larger is the number 
of women who published papers in Migratory birds (within Avian reproductive ecol-
ogy) than on Ungulates (within Mammalian herbivore ecology)?” As illustrated in 
this example, for fields that would be difficult to locate because of their depth in the 
tree and unfamiliarity (e.g. Ungulates), we included a reference to the usually easier-
to-find parent node (e.g. Mammalian herbivore ecology in the above example). 

After creating the first question set as a template, we analyzed the trajectory 
through the tree that users would need to follow as they progressed from question to 
question. For the second and third question sets, we chose two different top-level 
branches of the Gender Browser’s tree (Molecular and cell biology and Education) 
where we were able to design questions that would reproduce this trajectory and 
maintain a similar difficulty level. Because it was impossible to create exactly equiva-
lent question sets, pairings and orderings of question sets and interfaces were changed 
for each participant. 

5.4 Participants 

We recruited eighteen people from engineering, biology, and design departments to 
participate in our experiment. Ages ranged from 19 to 54 (mean of 30), and there 
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were 8 women and 10 men. Six of the participants were undergraduates, while the rest 
had at least some graduate education. 

Because two of the question sets focused on specific academic topics, we asked 
participants if they had ever studied the three subject areas at a college level or higher: 
Ecology and evolution, Molecular and cell biology, and Education. Eight of the par-
ticipants had studied at least one of the biology topics, and six had studied Education. 
Twelve participants said that they had been authors on academic publications. We did 
not detect any important differences between these groups in the experiment. 

6 Results 

We summarize the results of our experiment for each of the measures we collected: 
user preferences, task time, mouse clicks, correctness, and confidence. 

6.1 Preferences 

After each trial, participants were asked to report how successful they felt they had 
been, how demanding the questions were, how much work the trial required, and how 
frustrating the trial had been. These answers were provided on 10 point scales. Fig. 4 
shows the mean scores for each of the three interfaces. 

We interpreted the ratings are ordinal data and used non-parametric Kruskal-Wallis 
tests to check for overall differences in preferences between the three interfaces. We 
found that interface differences had a significant overall effect on the amount of work 
participants felt they had to do to answer the questions (χ2(2) = 5.3, p = 0.02). Inter-
face differences also had a significant effect on how successful participants felt (χ2(2) 
= 4.76, p = 0.028). There was also a trend in the level of frustration (χ2(2) = 3.4,  
p = 0.063). For these measures, we detected no significant pairwise differences, using 
Mann-Whitney tests with a Bonferroni correction (α = 0.0166). 

 

Fig. 4. Mean ratings in four categories, for each three interface. * indicates significance. 
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In the post-experiment questionnaire where participants were asked to choose the 
most preferred, easiest to use, fastest, and most frustrating version of the Gender 
Browser, participants expressed strong and consistent preferences for the Hoptree 
version. Table 1 summarizes these results. Chi-square tests indicated that the distribu-
tion of participants’ answers over the three interfaces was significantly different from 
uniform on all four questions (p < 0.001). 

Table 1. Number of users who selected each of the three interfaces as most preferred, easiest, 
fastest, and most frustrating. * indicates significant differences between interfaces. 

 Plain Breadcrumb Hoptree 

* Preferred 0 2 16 

* Easiest 0 2 16 

* Fastest 1 1 16 

* Most Frustrating 13 5 0 

These results support our hypothesis that users prefer the Hoptree or the Bread-
crumb over the Plain interface. Most users also preferred the Hoptree over the Bread-
crumb despite any preexisting familiarity with breadcrumb trail navigation. 

6.2 Navigation Clicks 

For each participant, we recorded the number of clicks performed in each condition. 
We separately recorded the number of clicks on the Gender Browser’s main icicle 
plot, the Gender Browser’s back button, and the navigational widget (breadcrumb or 
hoptree, not present in the Plain condition). Overall, participants had the fewest clicks 
using the Hoptree interface and the most with the Plain interface. Fig. 5 shows mean 
clicks total and by interface component: icicle plot, back bar, or navigation widget. 

 

Fig. 5. Mean clicks on each interface. Total clicks, broken into clicks on the icicle plot, back 
bar, or navigation (hoptree or breadcrumb). * indicates significance. 
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Because the click count data was not normally distributed, we again used non-
parametric Kruskal-Wallis tests to check for overall differences. The difference in 
total number of clicks (not separated by area) was statistically significant (χ2(2) = 
15.8, p < 0.001). There were also significant differences between the three interfaces 
in the number of clicks on the icicle plot (χ2(2) = 3.4, p = 0.063), back button  
(χ2(2) = 21.8, p < 0.001), and navigation (χ2(2) = 23.6, p < 0.001). 

We compared the click counts between each pair of interfaces using Mann-
Whitney tests with a Bonferroni correction (α = 0.0166). Between the Hoptree and 
Breadcrumb interfaces, the difference in total click count was significant (p < 0.011) 
and the difference in icicle plot clicks was significant (p < 0.001). Between the 
Breadcrumb and Plain interfaces, the number of back button clicks was significantly 
different (p < 0.001). Between the Hoptree and Plain interfaces, all differences in 
click counts were significant (p < 0.001). 

Some participants barely used the navigational support widgets. Three out of the 
eighteen participants did not seem to realize that they could use the hoptree widget to 
navigate during the trial, and did not click on it at all. Three other participants clicked 
on it only once or twice, at the very end of the trial. All others clicked on the hoptree 
more than 10 times over the course of the 8 questions. For the Breadcrumb version of 
the interface, eight participants clicked on the breadcrumb zero or one times, and five 
of these participants were the same individuals who did not make use of the hoptree. 
Because the pre-trial tutorial did not include any description of the navigation wid-
gets, these participants may have simply ignored it, focusing their attention only on 
working with the icicle plot portion of the Gender Browser. 

6.3 Task Time 

Participants took an average of 327 seconds (± 81) to complete the entire trial (all 
eight questions) using the Plain interface, 325 seconds (± 71) using the Breadcrumb 
interface, and 302 seconds (± 91) with the Hoptree. The time taken by individual 
participants varied widely, contributing to the high standard deviations for these data. 
Because the questions varied in difficulty, there was also a great deal of variation in 
time taken for different questions within the trial. 

Before analyzing task time, we checked whether the data satisfied the assumptions 
required for parametric tests. A Shapiro-Wilk test indicated that the TimeTaken was 
not sufficiently normally distributed (p < 0.001). We transformed the timing data 
using a natural log transformation, which produced distributions that were acceptably 
normal for all three interfaces. 

We then analyzed Log(TimeTaken) using a mixed-effects model analysis of va-
riance. Like traditional repeated measures ANOVA, mixed model analyses can be 
used for factorial designs with between- and within-subjects factors. However, this 
technique is robust with missing data and imbalanced designs, and it models the expe-
rimental subject as a random effect because its levels are drawn randomly from a 
population. These tests retain larger denominator degrees of freedom than traditional 
ANOVAs, but detecting statistical significance is no easier because wider confidence 
intervals are used [24, 25]. The fixed-effects we used included Interface (Plain, 
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Breadcrumb, Hoptree), QuestionSet (1–3), Question (1–8), Trial (1–3), and several 
interaction effects; Participant was modeled as a random effect. 

There was a significant difference in Log(TimeTaken) for the three interface varia-
tions (F(2, 283.8)=4.73, p < 0.01). Pairwise comparisons between the three interfaces 
with a Bonferroni correction for multiple comparisons (α = 0.0166) indicated that the 
difference between the Hoptree interface and the Plain interface was significant  
(p < 0.005). With the significance correction, there was only a marginal difference 
between the Hoptree and Breadcrumb interfaces (p < 0.024). The difference between 
the Breadcrumb and Plain interfaces was also not significant. 

As mentioned previously, some participants did not use the hoptree or breadcrumb 
interfaces during the experiment. In a post-hoc analysis, we partitioned participants 
into users (13 participants) who clicked on either the breadcrumb or hoptree more 
than once, and non-users (5 participants) who clicked on neither interface more than 
once. Fig. 6 displays the average time to complete all eight questions with each of the 
three interfaces, for both users and non-users. A mixed-effects model analysis of 
variance of total time taken found a significant difference between interfaces within 
the group who used the navigation features (F(2, 235.9)=4.4, p < 0.013), and pairwise 
comparisons found that the Hoptree interface performed significantly better than both 
the Breadcrumb (p < 0.015) and Plain interfaces (p < 0.008). There were no  
significant differences detected within the non-users group. 

 

Fig. 6. Average total times by interface, for participants who used navigation features (users) 
and those who did not (non-users). * indicates significance. 

These results support the hypothesis that users could complete the tasks fastest 
with the hoptree, but suggest that increased awareness of the hoptree widget, through 
training, design changes, or longer usage time, may be necessary before these benefits 
can be fully realized. 

6.4 Correctness and Confidence 

Out of 432 total questions that were asked, only 22 incorrect answers were given. The 
Breadcrumb interface had 11 incorrect answers, followed by the Plain interface with 7 
and the Hoptree with 4. A chi-square test did not find this distribution to be  
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significantly different from uniform. The median confidence score given by  
participants was 9 out of 10, for all three interface conditions. 

These results do not support our hypotheses that there would be fewer incorrect an-
swers and higher confidence on the Hoptree and to some extent the Breadcrumb inter-
faces. The trend we observed toward a lower error rate on the Hoptree interface bears 
further study. 

6.5 Task Characteristics and Learning Effects 

We analyzed the differences in the amount of time taken between different questions 
and between different question sets to verify whether or not we had succeeded in 
designing questions with varying levels of difficulty and question sets with compara-
ble levels of difficulty. 

The time taken on the different question sets varied slightly. On Set 1, participants 
took an average of 37 seconds (± 22) to answer each of the questions; for Set 2, the 
average time was 43 seconds (± 29); and for Set 3, the average total was 39 seconds 
(± 25). However, the mixed-effects model analysis of variance, discussed previously, 
did not find a significant main effect of Question Set on Log(TimeTaken). 

Within the question sets, the time taken on each question increased gradually start-
ing with a mean of 13 seconds (± 5) on Question 1 and ending with a mean of 56 
seconds (± 25) on Question 8. Overall differences in Log(TimeTaken) among the eight 
questions were significant (F(7,84.7) = 124.8, p < 0.001). These results indicate that 
the question sets were fairly similar in difficulty, but that the questions within the sets 
varied in difficulty, as intended. 

We also checked for differences between the 1st, 2nd, and 3rd trials that participants 
completed, to determine the degree to which general familiarity with the interface or 
process improved task time. Participants did seem to get faster as they became accus-
tomed to the types of questions being asked and the Gender Browser interface. Ques-
tions completed in Trial 1 had a mean time of 43 seconds (± 27), in Trial 2 a time of 
38 seconds (± 25), and in Trial 3 a time of 37 seconds (± 24). However, the mixed-
effects model analysis of variance found only a trend in Log(TimeTaken) between the 
three trials (p = 0.067). 

7 Discussion 

The results indicate that hoptrees allow users to navigate the hierarchy more quickly 
and in fewer clicks. Users also preferred the hoptree over the other versions tested. 
We observed several interesting patterns of use that suggest future lines of research. 

As noted above, certain participants barely used the navigational widgets during 
the experiment. Because the tutorial prepared them for only the plain version of the 
interface, the participants may have simply ignored the addition of the relatively sub-
tle navigation widgets, perceiving it as outside the scope of the task, as it had been 
explained. It may be possible to improve the design of both the hoptree and  
breadcrumbs so that users more quickly recognize the affordances and utility of the 
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navigation widgets. Prior research on breadcrumbs found that, in a website navigation 
task, only a small percentage of clicks were on the breadcrumb trail [9] while another 
study found that training in how to use the breadcrumb resulted in greatly improved 
performance [10]. We would like to investigate the effects of design changes, train-
ing, or increased familiarity. Slight changes to the design of the hoptree, such as be-
veled edges or link-like underlining, may improve the discoverability of the tool. We 
predict that this would result in increased usage, leading to significant efficiency im-
provements. 

Some of the participants who did use the hoptree and breadcrumb trail seemed to 
instantly and naturally understand how it worked. For others, there was a detectable 
“aha moment” where they realized that they could use the hoptree to complete the 
tasks. For several participants who had already completed trials with the more tedious 
plain or breadcrumb interfaces, the moment when the hoptree first branched to show 
the history of their previous explorations was accompanied by smiles or appreciative 
exclamations such as “I like this thing right here” (pointing to the hoptree). When one 
participant began using the Breadcrumb interface after completing the Hoptree trial, 
he remarked “It’s amazing how much that thing helped.” The post-experiment rank-
ing results indicate that even for those participants who did not realize how the hopt-
ree worked until it was too late to take advantage of it still appreciated its advantages. 

Although our results suggest that the hoptree led to a significant decrease in time 
taken overall, we observed some cases where participants actually seemed to take 
longer with the hoptree than they would have with the breadcrumb or plain interfaces. 
This phenomenon sometimes occurred during the questions which required compari-
son between multiple tree locations. Specifically, with the plain or breadcrumb inter-
faces, participants answering a comparison question would often follow the following 
procedure: (1) visit the first location in the tree; (2) find and memorize the piece of 
information the question asked about; (3) find the second location; (4) find the re-
quired piece of information at that location; (5) perform the required comparison; (6) 
report the answer. 

On the other hand, when using the hoptree, there was a fast and easy way for par-
ticipants to hop back and forth between locations. Many participants took advantage 
of this, and did not memorize the information as they would have with the plain or 
breadcrumb interfaces. Instead they began by visiting all of the locations the question 
asked about, sometimes without even looking for the information at each location. 
Visiting the locations makes each of the locations available for revisiting through the 
hoptree, so participants would then quickly revisit each location through the hoptree 
widget to retrieve the required information. They sometimes visited all of the loca-
tions more than once to double check their answers. 

The popularity of this unexpected “measure twice” strategy, enabled by the hopt-
ree, may have reduced the size of the speed improvement we observed. At the same 
time, the ability to quickly check comparisons, instead of having to commit multiple 
pieces of data to memory, is itself an important advantage. We believe that the ease 
with which users could check their work with the hoptree contributes to the higher 
preference scores in our experiment. 
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Given this phenomenon, we would have expected to see higher rates of correct an-
swers and higher confidence ratings on the hoptree interface than on the breadcrumb 
and plain interfaces. However, there were very few incorrect responses overall and 
differences were not significant. From the data we collected, confidence levels also 
did not seem to be affected in any noticeable way by the different interfaces. It is 
possible that in a larger experiment, or with more difficult questions, differences 
would become apparent. The questions in our experiment all had right-or-wrong an-
swers, and most participants worked until they were sure they had the correct answer. 
As a result, most participants seemed uncertain how to rate their confidence, and in 
most cases they chose the same confidence level for nearly all of the questions. 

Several participants who used the hoptree widget more extensively commented on 
some aspects of the tool. Two participants mentioned that they were annoyed by the 
animations between tree locations that took place in the Gender Browser’s icicle plot. 
While not a direct feature of the hoptree, it seems that once the hoptree created the 
potential for instant traversal between locations, the Gender Browser’s relatively slow 
animated transitions became annoying. 

Some participants also commented on the hoptree’s pruning strategy. While sever-
al users said that the pruning strategy seemed appropriate and useful, a few people 
wanted either greater control over what the hoptree chose to preserve, or a more ex-
tensive history. The strategy we selected is designed to minimize the amount of main-
tenance work for users, at the risk of occasionally pruning nodes that the user wants to 
revisit. Depending on the application domain and the types of browsing activities that 
users are engaging in with the hierarchy, it might be preferable to allow a greater level 
of control. For example, allowing users to “pin” certain branches to the hoptree,  
preventing them from being pruned, could be a useful optional feature. 

8 Conclusions and Future Work 

We have introduced the hoptree, a novel visual interface for more quickly and easily 
navigating hierarchies, such as tree visualizations, web sites, and file systems. We 
have explained the design of the hoptree and our prototype implementation, which we 
have published as an open source jQuery plugin4. We compared the hoptree to a 
breadcrumb navigation widget within the context of the Gender Browser. Our results 
demonstrate that the hoptree has significant speed and efficiency advantages, and that 
users prefer the hoptree to breadcrumb trails for tasks involving comparisons. 

For this lab experiment we created tasks involving targeted information seeking 
and comparisons, but users interacting with a large hierarchy naturally might engage 
in more open-ended, exploratory activities. The path a user would naturally take 
through a hierarchy such as the Gender Browser would focus on personally meaning-
ful information, while the information we asked participants to find may have felt 
arbitrary. Future work should investigate the impact of hoptrees and navigation tools 
in open-ended scenarios. Do users explore the tree more deeply when the hoptree is 
present? Do they explore a larger number of disciplines? Do they spend more time 
exploring the tree? 

                                                           
4 http://github.com/michaelbrooks/hoptree 
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Future research should also study hoptrees in greater detail to extract more general 
principles that could guide the design of hierarchy navigation tools in the future. For 
example, an eye-tracking study could more precisely investigate the effects of hop-
trees and other navigation tools on cognitive load and lostness [26] during hierarchy 
exploration. Comparison of history tracking tools that are structured according to the 
information hierarchy, like hoptrees and breadcrumbs, against designs that are  
structured by the users’ visit path as in [17], may also yield new insight. 
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Abstract. Recommender Systems (RSs) aim at helping users search large 
amounts of contents and identify more effectively the items (products or servic-
es) that are likely to be more useful or attractive. The quality of a RS can be de-
fined from two perspectives: system-centric, in which quality measures  
(e.g., precision, recall) are evaluated using vast datasets of preferences and opi-
nions on items previously collected from users that are not interacting with the 
RS under study; user-centric, in which user measures are collected from users 
interacting with the RS under study. Prior research in e-commerce has provided 
some empirical evidence that system-centric and user-centric quality methods 
may lead to inconsistent results, e.g., RSs that were “best” according to system-
centric measures were not the top ones according to user-centric measures. The 
paper investigates if a similar mismatch also exists in the domain of e-tourism. 
We discuss two studies that have adopted a system-centric approach using data 
from 210000 users, and a user-centric approach involving 240 users interacting 
with an online hotel booking service. In both studies, we considered four RSs 
that employ an implicit user preference elicitation technique and different base-
line and state-of-the-art recommendation algorithms. In these four experimental 
conditions, we compared system-centric quality measures against user-centric 
evaluation results. System-centric quality measures were consistent with user-
centric measures, in contrast with past studies in e-commerce. This pinpoints 
that the relationship between the two kinds of metrics may depend on the busi-
ness sector, is more complex that we may expect, and is a challenging issues 
that deserves further research. 

Keywords: Recommender systems, E-tourism, Evaluation, Decision Making. 

1 Introduction 

Recommender Systems (RSs) aim at helping users search large amounts of digital 
contents and identify more effectively the items that are likely to be more useful or 
attractive. For consumers overwhelmed by excessively wide offer of products or ser-
vices, recommendations reduce information overload, facilitate the discovery of  
what they need or are interested to, help them to make choices among a vast set of 
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alternatives, and potentially improve their decision making process. From a provider’s 
perspective, RSs are regarded as a means to improve users’ satisfaction and ultimately 
increase business. 

Most recommender systems operate by predicting the opinion (i.e., the numerical 
rating) that a user would give to an item (such as a movie, or a hotel), using a statis-
tical model built from the characteristics of the item (content-based approaches) or the 
opinions of a community of users (collaborative-based approaches). 

Some research has explored the effectiveness of RSs as decision support tools in 
the e-tourism domain, and has investigated how they influence users’ decision making 
processes and outcomes [7,24,31,33,13,28]. Empirical evidence suggests that RSs 
improve user’s decision making and their influence depends on a variety of factors 
which are related to the quality of the recommender system.  

RS quality can be defined either in terms of system-oriented metrics, which are 
evaluated algorithmically (e.g., precision, recall), or with user-centric experiments. 
[8,12,28].  

─ In user-centric evaluation, users interact with a running recommender system and 
receive recommendations. Measures are collected by asking the user (e.g., through 
interviews or surveys), observing her behavior during use, or automatically record-
ing interactions and then subjecting system logs to various analyses (e.g., click 
through, conversion rate).  

─ With system-centric methods, the recommender system is evaluated against a pre-
built ground truth dataset of opinions. Users do not interact with the system under 
test but the evaluation, in terms of accuracy, is based on the comparison between 
the opinion of users on items as estimated by the recommender system and the 
judgments previously collected from real users on the same items. 

Although the user-centric approach is the only one able to truly measure the user’s 
satisfaction on recommendations and the quality of the decision making process, con-
ducting empirical tests involving real users is difficult, expensive, and resource  
demanding. On the contrary, system-centric evaluation has the advantage to be imme-
diate, economical and easy to perform on several domains and with multiple  
algorithms.  

Recently, many researchers have argued that the system-centric evaluation of RSs 
in e-commerce applications does not always correlate with how the users perceive the 
value of recommendations [2,5,6,19,22,27]. This may happen because system-centric 
evaluation cannot reliably measure non-accuracy metrics such as novelty – the exten-
sion to which recommendations are perceived as new – which more reflects the user 
and business dimensions. These works suggest that RS effectiveness in e-commerce 
applications should not be evaluated simply in terms of system-oriented accuracy but 
user-centric metrics should be adopted as well. 

These contrasting results between system-centric and user-centric evaluation of 
RSs do not necessarily hold for e-tourism applications, because of the peculiar nature 
of the touristic product [11,25,26,30]:  



336 P. Cremonesi, F. Garzotto, and R. Turrin 

─ Touristic products lack the feature of “try-before-buy” or “return in case the quality 
is below expectance”. Online tourist service purchasing involves a certain amount 
of risk taking. 

─ A priori comprehensive assessment of the quality of the touristic product is im-
possible: tourists must leave their daily environment to use it.  

─ The touristic product has to do with an overall emotional experience.  
─ In many circumstances, novelty is a weak quality attribute of touristic products. 

Tourists can “reuse” and buy the same product again and again if they consider the 
experience emotionally satisfying.  

Because of these differences that might impact on users’ decision making, the online 
selling of touristic services cannot be considered as a special case of e-commerce, and 
the quality characteristic of this process might differ significantly in the two domains.  

This paper explores the influence of recommendations on decision making in the 
wide application arena of online tourism services, specifically considering hotel book-
ing. Our research is grounded on a specific case study – the online reservations ser-
vice provided by Venere.com, a subsidiary company of the Expedia group, one of the 
worldwide leaders in the hotel booking market, featuring more than 120,000 hotels, 
bed and breakfasts and vacation rentals in 30,000 destinations worldwide. Our joint 
work with Expedia addresses the following research question: 

Do the algorithms which perform best in terms of system-centric quality gener-
ate recommendations that provide the best effects on decision making?  

We focus our research on the effects of recommendations on decision making in rela-
tionship to a specific design factor – the recommendation algorithm used. We aim at 
exploring the differences between users who use an online booking system without 
recommendations and those who use the same booking system extended with perso-
nalized recommendations generated by different algorithms. 

Our research investigates the effects of recommender algorithms from both a user-
centric (“subjective”) point of view and a system-centric (“objective”) perspective. To 
explore our general research question and to evaluate if system-oriented metrics are 
able to correctly capture the quality of the decision making process from a user pers-
pective, we carried on two wide and articulated empirical studies:  

1. a system-centric evaluation to measure the objective quality in terms of accuracy 
(recall and fallout); this involved 210,000 simulated users, characterized by ab-
sence or presence of personalized recommendations, the latter being generated by 
three different algorithms (collaborative, content-centric, and hybrid); 

2. a set of user-centric experiments involving 240 users and measuring different deci-
sion making attributes in four experimental conditions, characterized by the same 
four recommenders adopted in system centric evaluation. 

The comparison of the evaluation outcomes shows that system-centric and user-
centric metrics lead to consistent results, in contrast with past studies in e-commerce 
[5,6], and suggests that in the online hotel booking domain system-centric accuracy 
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measures are good predictors of the beneficial effect of personalized recommenda-
tions on user’s decision making.  Our findings pinpoints that the relationship between 
the system-centric and user-centric metrics may depend on the business sector, is 
more complex that we may expect, and is a challenging issues that deserves further 
research. 

2 Related Work 

2.1 Recommender Systems in e-Tourism 

The potential benefits of RSs in e-tourism have motivated some domain-specific  
researches. Ricci et al. in [24] present NutKing, an online system that helps the user to 
construct a travel plan by recommending attractive travel products or by proposing 
complete itineraries. The system collects information about personal and travel cha-
racteristics and provides hybrid recommendations. NutKing searches for user-centric 
similar items and later ranks them based on a content-centric similarity between items 
and user’s requirements. Levi et al. in [18] describes a recommender system for on-
line hotel booking. The system adopts a recommendation technique symmetric to 
technique described in [24] and adopts sentiment-analysis to estimate user’s rating 
from their reviews. Zanker et al. [33] present an interactive travel assistant, designed 
for an Austrian spa-resort, where preference and requirement elicitation is explicitly 
performed using a sequence of question/answer forms. Delgado et al. in [7] describe 
the application of a collaborative attribute-centric recommender system to the  
Ski-Europe.com web site, specialized in winter ski vacations. Recommendations are 
produce by taking into account both implicit and explicit user feedbacks. Implicit 
feedback is inferred whenever a user prints, bookmarks, or purchases an item  
(positive feedback) or does nothing after viewing an item (negative feedback).  

2.2 Evaluation of Recommender Systems 

Several studies have investigated how to measure the effectiveness of recommenders. 
A systematic review of system-centric evaluation techniques is reported by Herlocker 
et al. in [12]. More recently, some researchers [3,19,20,22,27] have argued that RS 
effectiveness should not be evaluated simply in terms of system-centric metrics  
and have investigated user-centric evaluation methods, which focus on the  
human/computer interaction process (or User eXperience, UX) [18,22,29].  

Swearingen and Sinha [27] were among the first studies to point out that subjective 
quality of a RS depends on factors that go beyond the quality of the algorithm itself. 
Without diminishing the importance of the recommendation algorithm, these authors 
claim that RS effectiveness should not be evaluated simply in terms of system-centric 
accuracy metrics. Other design aspects, ignored by these metrics, should be measured, 
and in particular those related to the acceptance of the recommender system and of its 
recommendations.  
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Along the same vein, other researchers have investigated the so called user-centric 
methods, which focus on how user characteristics are elicited and recommended items 
are presented, compared, or explained. They explore “subjective” quality of RSs and 
attempt to correlate it to different UX factors. They highlight that, from a user’s pers-
pective, an effective recommender system should inspire credibility and trust towards 
the system [22] and it should point users towards new, not-yet-experienced items [18]. 

Due to the intrinsic difficulty of performing user studies in the RS domain, empiri-
cal results in this field are tentative and preliminary. Celma and Herrera [4] report an 
experiment that studied how users judged novel recommendations provided by a CF 
and a CBF algorithm in the music recommendation context. Ziegler et al. [34] and 
Zhang et al. [32] propose diversity as a quality attribute: recommender algorithms 
should seek to provide optimal coverage of the entire range of user’s interests. This 
work is an example of a combined use of automatic and user-centric quality assess-
ment techniques. Pu et al. [22] developed a framework called ResQue, which defines 
a wide set of user-centric quality metrics to evaluate the perceived qualities of RSs 
and to predict users’ behavioral intentions as a result of these qualities. 

Table 1. Experimental conditions used in the two studies 

Study Type 
Independent 

variables 
(algorithms) 

Dependent 
variables Users 

1 
System-centric 

simulation 

HotelAvg 
PureSVD 

DirectContent 
Interleave 

Accuracy 
(recall and fallout) 

210,000 
(simulated) 

2 
User-centric 
experiment 

Choice satisfaction Satisfaction

subjective 

240 
(total) 

Choice  risk Trust 

Perceived time 

Effort Elapsed time 

objective Extent of hotel search 

Menu interactions Efficacy 

3 The Design of the Studies 

The research question presented in the Introduction has been explored with two stu-
dies – a system-centric simulation and a user-centric experiment – summarized in 
Table 1. In both the studies, the effects of recommendations have been explored under 
4 different experimental conditions defined by one manipulated variable: the recom-
mendation algorithm. Our study considers one non-personalized algorithm and three 
personalized RSs representatives of three different classes of algorithms: collabora-
tive, content and hybrid.  

─ HotelAvg is a non-personalized algorithm and presents hotels in decreasing order 
of average user rating [15]. This is the default ranking option adopted in our study 
when the user does not receive personalized recommendations. The same ranking 
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strategy is adopted by most online hotel booking systems such as TripAdvisor,  
Expedia, and Venere. 

─ PureSVD is a collaborative algorithm based on matrix-factorization; previous 
research shows that its accuracy is one of the best in the movie domain [6]. 

─ DirectContent recommends hotels whose content is similar to the content of ho-
tels the user has rated [18]. Content analysis takes into account the 481 features 
(e.g., category, price-range, facilities), the free text of the hotel description, and the 
free text of the hotel reviews. DirectContent is a simplified version of the LSA  
algorithm described in [1]. 

─ Interleave is a hybrid algorithm that generates a list of recommended hotels alter-
nating the results from PureSVD and DirectContent. Interleave has been proposed 
in [3] with the name “mixed hybridization” and, although trivial in its formulation, 
has been shown to improve diversity of recommendations. 

3.1 Study 1: System-Centric Evaluation 

The first study analyzes the accuracy of recommendations as a function of the re-
commender algorithm. For the evaluation, Venere.com made us available a catalog of 
more than 3,000 hotels and 72,000 related users’ reviews. Each accommodation is 
provided with a set of 481 features concerning, among the others: accommodation 
type (e.g., residence, hotel, hostel, B&B) and service level (number of stars), location 
(country, region, city, and city area), booking methods, average single-room price, 
amenities (e.g., spa), and added values (e.g., in-room dining). User’s reviews  
associated to each accommodation consist of numeric ratings and free-text.  

We have enriched the dataset with additional reviews extracted from the TripAdvi-
sor.com web site using a web crawling tool. Table 2 reports the detailed statistics of 
the dataset used in our experiments.1 

Table 2. Dataset used in the two studies  

 Total
(Venere+TripAdvisor)

Venere TripAdvisor 
(crawled) 

Hotels 3,100 3,100 − 

Users (reviewers) 210,000 72,000 138,000 

Reviews and ratings 246,000 81,000 165,000 

Hotel features 481 481 − 

Dependent Variables  
System-centric quality can be measured by using either accuracy metrics (e.g., preci-
sion, recall and fallout) or error metrics (e.g., RMSE and MAE). The hybrid algorithm 
tested in this study cannot be evaluated with error metrics since it does not compute 
actual ratings [15]. Hence we have considered only accuracy metrics. In particular we 

                                                           
1 The dataset is available by contacting the authors.  
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focused our attention on recall (the conditional probability of suggesting a hotel given 
it is relevant for the user) and fallout (the conditional probability of suggesting a hotel 
given it is irrelevant for the user) as the dependent variables. A good algorithm should 
have large recall (i.e., it should be able to recommend hotels of interest to the user) 
and low fall-out (i.e., it should avoid to recommend hotels of no interest to the user).  

The methodology adopted to measure the two variables is the same used in many 
works on recommender system – e.g., [6,16]. Ratings in the dataset were randomly 
split into two subsets: training set (90% of the ratings) and test set (10% of the rat-
ings). In order to measure recall, we first trained the algorithms using the ratings in 
the training set. Then, for each user in the test set and for each hotel in the test set that 
was rated 10-stars or 9-stars by the user (we assumed these hotels to be relevant for 
the users) we followed these steps: 

─ We randomly selected 1,000 additional hotels that were not rated by the user.  
We assumed that the user was not interested in most of them. 

─ We predicted the ratings for the relevant hotel and for the additional 1,000 hotels. 
─ We formed a recommendation list by picking the N hotels with the largest  

predicted ratings (top-N recommendation). 

For each recommendation we have a hit (e.g., a successful recommendation) if the 
relevant hotel is in the list. Therefore, the overall recall was computed by counting the 
number of hits (i.e., the number of successful recommendations) over the total  
number of recommendations recallሺܰሻ ൌ number of times the relevant hotel is in the listnumber of recommendations  

A similar approach was used to measure fallout, with the only difference being that 
we selected non-relevant hotels – defined as the hotels rated lower than 2 out of 10 
stars. The fallout was computed as falloutሺܰሻ ൌ number of times the nonrelevant hotel is in the listnumber of recommendations  

Recall and fallout range from 0% to 100%. An ideal algorithm should be able to  
recommend all of the interesting hotels (i.e., recall equals to 100%) and to discard all 
of the uninteresting hotels (i.e., fallout equals to 0%). 

3.2 Study 2: User-Centric Evaluation 

The second study analyzes opinions and behavior of 240 users interacting with an 
online hotel booking service. 

Dependent Variables  
We model the effects on decision making that can be associated to the introduction of 
personalized recommendations using some subjective attributes resulting from the 
user’s perception and judgment of the decision activity (subjective variables) as well 
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as some objectively measurable attributes of the decision processes (objective va-
riables). The variables, listed in Table 1, have been defined according to the model 
described in [30]:  

─ Choice satisfaction: the subjective evaluation of the reserved hotel in terms of 
quality/value for the user; 

─ Choice risk: the user’s perception of uncertainty and potentially adverse conse-
quences of booking the chosen hotel, measured in terms of the perceived degree of 
mismatching between the characteristics of the chosen hotel emerging from the use 
of the system and the real characteristic of the accommodation; 

─ Perceived time: the user’s judgment on the length of the decision making process; 
─ Elapsed time: the time taken for the user to search for hotel information and make 

a reservation decision; 
─ Extent of hotel search: the number of hotels that have been searched, for which 

detailed information has been acquired; 
─ Number of sorting changes: the number of times the user changed the ordering 

of hotels in the list view: the default ordering is (i) descending order of average us-
er ratings, when there are no recommendations, and (ii) descending order of esti-
mated user relevance, when there are recommendations. Ordering change is a 
measure of the efficacy of RSs in situations where the conversion rate, i.e., the per-
centage of recommended items that are actually purchased by users [33] cannot be 
assessed. This happens, for example, when a system does not present a separate 
list of recommended items, but recommendations are rendered by sorting items in 
descending order of relevance as estimated by the recommender algorithm, which 
represents the “de facto” recommendation list.  

A questionnaire has been used to measure choice satisfaction, choice risk and perce-
ive time. Measures of effort and efficacy (execution time, extent of hotel search, num-
ber of sorting changes) have been obtained by analyzing the interaction data collected 
from the system logs.   

Sorting

 

Fig. 1. Screenshot of the PoliVenus page showing a list of hotels 
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Instruments  
For the purpose of our study, we have developed PoliVenus, a web-centric testing 
framework for the hotel booking field, which can be easily configured to facilitate the 
execution of controlled empirical studies in e-tourism services (Figure 1). PoliVenus 
implements the same layout as Venere.com online portal and simulates all its functio-
nality with the exception of payment functions.  PoliVenus contains the same catalog 
of hotels and reviews used in the first study. The Polivenus framework is based on a 
modular architecture and can be easily customized to different datasets and types of 
recommendation algorithms. Its current library of algorithms comprises 20 algo-
rithms, developed in cooperation with ContentWise2. PoliVenus can operate in two 
different configurations:  

─ Baseline configuration: it corresponds to the existing Venere.com portal. Users 
can filter the hotel catalogue according to hotel characteristics (e.g., budget range, 
stars, accommodation type, city area), and retrieve non-personalized results. They 
can sort the list by popularity, service level, price, or user average rating (the de-
fault sorting option). The default sorting option corresponds to the HotelAvg non-
personalized recommender algorithm. 

─ Personalized configuration: it is almost identical to the baseline configuration, 
the only difference being the personalized recommendations. When watching a list 
of hotels previously filtered according to accommodation characteristics, the user 
is offered an additional option to sort hotels on the basis of the personalized  
recommendations (this is the default sorting option). 

The user profile required by the algorithms to generate recommendations is based on 
the user’s current interaction with the system (implicit elicitation). This choice is  
motivated by three specific reasons: 

(i) we want to support users who have no rating history or who are not interested in 
logging into the system; 

(ii) we are interested in exploring a smooth integration of personalized recommen-
dations in existing online booking systems; to enable explicit elicitation would 
require the introduction of an intrusive add-on; 

(iii) according to a large number of works, the lower effort of implicit elicitation (as 
compared to explicit elicitation) is related to higher perceived effectiveness of 
recommendations [9,10,14,23].  

The implicit elicitation mechanism adopted in PoliVenus is the following: whenever a 
user interacts with an object on the interface, the system assigns a score to the hotel 
related to that object (e.g. link, button, map, picure, etc.). With all these signals, Poli-
Venus builds the user profile for the current user session: the user profile contains 
implicit hotel ratings, where each rating is computed as the maximum of all the sig-
nals generated for that hotel. The user profile is continuously updated with every new 
signal and the list of recommended hotels is updated accordingly.  

Following the definition of Ricci and Del Missier in [24] we considered short-term 
and long-term signals. In our implementation the short-term signal is the last  
                                                           
2 www.contentwise.tv 
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interaction of the user with the system. All previous interactions with the system are 
considered long-term signals. In order to give more importance to the most recent 
interaction, we have employed an exponential decay function to the ratings. Whenev-
er a new signal enters in the user profile, all previous ratings are divided by a dump-
ing factor. The magnitude of the damping factor controls the decay rate. In our  
experiments we have used a damping factor of 2. 

Participants and Procedure  
Our main research audience is represented by users aged between 20 and 40 who have 
some familiarity with the use of the web and had never used Venere.com before the 
study (to control for the potentially confounding factor of biases or misconceptions 
derived from previous uses of the system). The total number of recruited subjects who 
completed the task and filled the questionnaire by the deadline was 240. They were 
equally distributed in the four experimental conditions. We recruited participants from 
current students and ex-alumni from the School of Engineering and the School of 
Industrial Design of our university. They were contacted by e-mail, using university 
mailing lists. The invitation included the description of the activities to be performed 
and the reward for taking part in the study. Users were not aware of the true goal of 
the experiment. 

To encourage participation, and to induce participants to play for real and to take 
decisions as they would actually do when planning a vacation, we used a lottery in-
centive [21]. Participants had the chance of winning a prize, offered to a randomly 
selected person who completed the assigned decision making task and filled the final 
questionnaire by a given deadline. The prize consisted of a coupon of the value of 
150€ to be used to stay in the hotel fictitiously reserved using PoliVenus.  

All participants were given the following instructions: “Imagine that you are plan-
ning a vacation in Rome and are looking for an accommodation during Christmas 
season; choose a hotel and make a reservation; dates and accommodation characte-
ristics (stars, room type, services, and location) are at your discretion. After  
confirming the reservation (simulated), please complete the final questionnaire”.  

Table 3. Excerpt from the questionnaire 

Question Range Dependent Variable 

How much are you satisfied with your final choice? 
1:not too much 
5:very much 

Choice Satisfaction 

The time required to book the hotel is:  1:short 
5:overmuch Perceived Time 

How much will the characteristics of the reserved 
hotel correspond to those of the real accommodation? 

1:not much, 
5:very much Choice Risk 

 
After accessing PoliVenus, reading the instructions, and agreeing on the study 

conditions (lottery participation and privacy rules), each participant was automatically 
moved to the homepage of the PoliVenus hotel reservation system and randomly  
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assigned to one of the four experimental conditions. After committing the reservation, 
the user was directed to the questionnaire page containing 11 questions, a subset of 
which is reported in Table 3.  

4 Results 

4.1 Study 1: System-Centric Evaluation 

Figure 2 presents a plot of recall versus fallout, where each point on the curve corres-
ponds to a value of the number N of recommended hotels. A perfect recommendation 
algorithm will generate a curve that goes straight to the upper left corner of the figure, 
until 100% of relevant hotels and 0% of non-relevant hotels have been recommended.  

The figure shows that the hybrid Interleaved algorithm is the most accurate. The 
accuracy of the content and collaborative algorithms (DirectContent and pureSVD) is 
not significantly better than the accuracy of the non-personalized baseline HotelAvg.  

 

Fig. 2. System-centric evaluation: Recall vs.Fallout 

4.2 Study 2: User-Centric Evaluation 

We first polished the collected data by removing the ones referring to subjects who 
showed apparent evidences of gaming with the testing system (e.g., those who inte-
racted with the system for less than 2 minutes) or left too many questions unanswered. 
In the end, we considered the data referring to 229 participants. They were almost 
equally distributed in the four experimental conditions, each one involving a number 
of subjects between 54 and 58.  
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Subjective Metrics 
We used ANOVA to test the effects of the algorithm on the dependent variables. The 
tests suggest that the algorithm has a significant impact (p<0.05) on all of the subjec-
tive variables (Choice Satisfaction, Perceived Risk, Perceived Time). We ran multiple 
pair-wise comparison post-hoc tests using Tukey’s method on subjective variables. 
The results are shown in Figures 3–5, where the mean is represented by a circle and 
the 95% confidence interval as a line.  

The results show that the adoption of the hybrid Interleaved algorithm significantly 
increases user satisfaction and decreases both perceived risk and effort with respect to 
the non-personalized HotelAvg configuration. On the contrary, content and collabora-
tive algorithms (DirectContent and pureSVD) do not affect user satisfaction and per-
ceived effort with respect to the baseline scenario, although DirectContent reduces the 
perceived risk.  

 

Fig. 3. Choice Satisfaction: how much are you satisfied with your final choice? (1: not too 
much – 5: very much) 

 

Fig. 4. Choice Risk: how much the characteristics of the reserved hotel will correspond to 
those of the real accommodation? (1: not much – 5: very much) 
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Fig. 5. Perceived Effort: the time required to book the hotel is … (1: short – 5: overmuch) 

Objective Metrics  
Behavioral data emerging from the tracking of users’ interaction provides some inter-
esting results. PoliVenus does not us enable to directly measure the efficacy of the RS 
using conversion rate metrics, because it does not explicitly present a separate list of 
recommended items. The hotel list view, where hotels are sorted in descending order 
of relevance as estimated by the recommender algorithm, is the actual recommenda-
tion list. As mentioned in the previous section, we have estimated the efficacy of the 
RS by measuring how many users changed the default sorting options (recommended 
hotels first) by setting other parameters (e.g., price, popularity, stars). The results 
show that only 37% of the users with personalized recommendations changed the 
sorting of hotels compared to 54% of the users in the baseline scenario (e.g., with 
non-personalized recommendations). 

Surprisingly, the value of the two objective effort variables (elapsed time and num-
ber of explored hotels) is not affected by the recommender systems. Regardless the 
presence of personalized recommendations, the number of explored hotels is between 
5 and 8 for almost all of the users. In other words, customers wish to compare in de-
tails at least 5 and no more than 8 alternative choices before committing to a final 
decision. Moreover, the time required to complete the task is between 10 and 22 mi-
nutes for 95% of the users and is not affected by the presence of personalized  
recommendations.  

5 Discussion and Conclusions 

This section discusses the validity of our empirical study, analyses the findings in 
relationship to our research question, and provides some possible interpretation of 
results, also in light of the current state of the art. 

5.1 Validity of Our Study 

The internal validity of our study is supported by the accuracy of our research design 
and by the quality of study execution. We have carefully implemented a mechanism 
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to randomly assign participants to the different experimental conditions. We have 
adopted a lottery incentive to improve the accuracy of the task’s execution and of-
fered a shared motivation to all participants. Obviously, the individuals’ intrinsic cha-
racteristics and actual behavior always bring to an experiment a myriad of factors that 
can be hardly controlled. In terms of external validity, the results of our study are 
limited to those participants and conditions used in our study. The applicability of our 
results might not be confined to the specific online booking system used. Most servic-
es available in the market provide a user experience very similar to Venere.com, in 
terms of filtering criteria and information/navigation structures, and it is likely that 
replications of our study on other systems may lead to results consistent with our 
findings. Finally, the high overall number of testers (240) and the relatively high 
number of subjects involved in each experimental condition (between 54 and 58) may 
allow us to generalize our results to a wider population of users aged 20-40. 

In the “with-RS” experimental conditions, there might be a potentially confound-
ing factor which might affect the results. The list of presented hotels for a user in the 
“with-RS” condition changes after each interaction, as the user profile is updated with 
each new “signal”. On the contrary, the user in the “without-RS” condition sees no 
updates to the list of presented hotels, unless she explicitly changes the search criteria.  
This phenomenon could explain why users not receiving personalized recommenda-
tions take more initiative in changing the sorting of hotels in the list. However, as the 
different “with-RS” conditions provided exactly the same results, we may argue that 
the effect of recommender systems on the users’ behavior is genuine and not affected 
by the different “dynamics” of the list of hotels “with” and “without recommenda-
tions”. To further validate this assumption, in future tests it may be worth considering 
changing the list of hotels in the menu entry of presented hotels after each signal also 
for the no-RS subjects (in some random re-sort).  

5.2 Research Question 

Overall, our findings answer our research question: system-centric evaluation can be 
used to compare the effects of different recommender algorithms on the decision-
making process in online hotel booking. A finer grained analysis of the statistically 
relevant relationships among all the different variables offers a much more articulated 
picture of the results, which are apparently in contrast with previous findings and 
suggest a number of interesting considerations for e-tourism applications:  

─ system-centric accuracy metrics (e.g., recall and fallout) are a good approximation 
of the quality perceived by the use; 

─ personalized recommendations do not reduce the decision-making effort;  
moreover, there is a mismatch between objective and perceived effort. 

System-centric vs. User-centric Evaluation  
The comparison between Figures 2 and 3 shows a strong consistency between system-
centric accuracy (e.g., recall and fallout) and the users’ perceived quality. We can 
claim that, in the e-tourism domain, system-centric quality attributes are good  
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predictors of how the users perceive the quality of a recommender algorithm. This 
result is apparently in contrast with previous works [6,19,22,27] which state that user 
satisfaction is not correlated with accuracy of algorithms.  

A possible interpretation of this result is to consider that, in traditional e-commerce 
applications, non-accuracy attributes such as novelty have an important role in shap-
ing the user satisfaction. This is not necessarily the case with touristic services as they 
have a number of peculiar aspects that call for a rethinking of the decision making 
process normally assumed in traditional e-commerce and affect which RSs attributes 
impact on the user final choices [11,25,26,30]:  

─ The touristic product is complex and emotional. Booking hotel rooms requires a 
considerable decision effort, as the user might lack background knowledge of the 
characteristic of the possible accommodations. A priori comprehensive assessment 
of hotel accommodations is impossible. Touristic products lack the feature of “try-
before-buy” or “return-if-not-satisfied”. In case the quality of the accommodation 
is below expectance, the whole travel experience will be negatively affected and 
the memory of it will be persistent over time. The opportunity to fill that particular 
period of the user life with a positive experience will be lost. 

─ The touristic product is volatile. Hotel rooms are limited in number and, especially 
in high-seasons, the best-value accommodations are sold-out months in advance. 
Even optimizers (i.e., users who would choose the "best" possible hotel) could be 
urged to take sub-optimal decisions. 

These aspects imply that (i) online hotel booking involves a certain amount of risk 
taking, and (ii) the user needs to minimize such risk by searching for an accommoda-
tion perfectly matching his/her largely unexpressed requirements. Accuracy, e.g., the 
perfect matching between user needs and solutions proposed, may become the most 
important attribute of recommendations as it reduces the perceived risk. 

Decision Effort 
There is no significant variation among personalized algorithms with respect to ob-
jective effort: none of them statistically differ from the baseline in terms of execution 
time and extent of product search, i.e., number of explored hotel pages. Our results 
show a mismatch between satisfaction and effort: users exposed to hybrid and content 
recommendations perceived the decision activity process as more satisfying than 
those without personalized recommendations, although they spent the same time in 
the process. Moreover, there is a mismatch between objective and perceived effort: 
users exposed to hybrid recommendations perceived the decision activity process as 
shorter (Figure 5), and more trustworthy (Figure 4), than the others, although they 
spent the same time and explored the same number of hotels.  

This result is partially in line with some previous studies which explored subjective 
vs. objective effort under different conditions of RS design [24]. Works on prefe-
rences elicitation pinpoint for example that more effort-intensive sign up activities do 
not necessarily imply higher perceived effort [27], as if the effort perception were  
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mitigated by the benefits of a more satisfying decision process. Other works  
hypothesize that, thanks to RSs, users spend less time in searching for items and more 
time in the more satisfactory activity of exploring information related to the choice 
processes [24]. 

5.3 Conclusions 

In spite of some limitations, our work represents a contribution to the research and 
practice in RS design and evaluation, for the specific domain of online booking and 
from a more general perspective. Our research differs from previous work in this 
domain for a number of aspects: 

─ We smoothly extend a true online booking system (Venere.com) with personalized 
recommendations without creating major modifications to the “standard” interac-
tion flow and overall user experience. Our user – both in the control group and in 
the treatment groups – is always in control of all information and functionality of 
conventional online booking services. In contrast, most previous works either are 
based on prototype RSs or create ad hoc user experiences for the subjects exposed 
to recommendations. 

─ We compare three different personalized algorithms against the baseline scenario 
(non-personalized) and against each other. Previous works limit their analysis to a 
single recommendation algorithm evaluated against a non personalized baseline. In 
addition, we consider recommenders involving implicit elicitation, while most of 
existing studies in the e-tourism domain address recommenders with (more intru-
sive) explicit elicitation 

─ Our results on the comparison between system-centric and user-centric evaluation 
are totally new for the e-tourism domain. They show that the peculiarity of the tou-
ristic products may exploit different aspects of recommender systems, and suggest 
the possibility to adopt system-centric evaluation techniques as a good approxima-
tion of the user experience.  

In relationship to other studies in e-tourism and in other domains, the research design 
of our empirical study is per se a strength of our work, for a number of reasons: the 
large number of variables that have been measured, the sophisticated technological 
instrument used (the PoliVenus framework), the vast size of the involved subjects 
(240), and the lottery based incentive mechanisms adopted to motivate users and 
commit them to realistic and sound task execution.  

Overall, our findings extend our understanding of the potential of introducing rec-
ommendations to improve decision making processes. At the same time, our results 
help us to identify potential weakness of current state of the art approaches in RSs and 
can orient future investigations in the field. 



350 P. Cremonesi, F. Garzotto, and R. Turrin 

References 

1. Bambini, R., Cremonesi, P., Turrin, R.: A Recommender System for an IPTV Service Pro-
vider: a Real Large-Scale Production Environment. In: Ricci, F., Rokach, L., Shapira, B., 
Kantor, P.B. (eds.) Recommender Systems Handbook, pp. 299–331. Springer, US (2011) 

2. Bollen, D., Knijnenburg, B.P., Willemsen, M.C., Graus, M.: Understanding choice over-
load in recommender systems. In: Proc. of the Fourth ACM Conference on Recommender 
Systems (RecSys 2010), pp. 63–70. ACM, New York (2010) 

3. Burke, R.: Hybrid web recommender systems. In: Brusilovsky, P., Kobsa, A., Nejdl, W. 
(eds.) Adaptive Web 2007. LNCS, vol. 4321, pp. 377–408. Springer, Heidelberg (2007) 

4. Celma, O., Herrera, P.: A new approach to evaluating novel recommendations. In: Pro-
ceedings of the 2008 ACM Conference on Recommender Systems (RecSys 2008),  
pp. 179–186. ACM, New York (2008) 

5. Cremonesi, P., Garzotto, F., Negro, S., Papadopoulos, A., Turrin, R.: Looking for “good” 
recommendations: a comparative evaluation of recommender systems. In: Campos, P., 
Graham, N., Jorge, J., Nunes, N., Palanque, P., Winckler, M. (eds.) INTERACT 2011, Part 
III. LNCS, vol. 6948, pp. 152–168. Springer, Heidelberg (2011) 

6. Cremonesi, P., Garzotto, F., Turrin, R.: Investigating the Persuasion Potential of Recom-
mender Systems from a Quality Perspective: an Empirical Study. ACM Transactions on 
Interactive Intelligent Systems 2(2), 41 pages (2012) 

7. Delgado, J., Davidson, R.: Knowledge bases and user profiling in travel and hospitality re-
commender systems (2002) 

8. Deshpande, M., Karypis, G.: Item-centric top-N recommendation algorithms. ACM Trans. 
Inf. Syst. 22(1), 143–177 (2004) 

9. Drenner, S., Sen, S., Terveen, L.: Crafting the initial user experience to achieve communi-
ty goals. In: Proc. of RecSys 2008, pp. 187–194. ACM, New York (2008) 

10. Golbandi, N., Koren, Y., Lempel, R.: On bootstrapping recommender systems. In: Proc. of 
the 19th ACM Int. Conf. on Information and Knowledge Management, pp. 1805–1808. 
ACM, New York (2010) 

11. Hennig-Thurau, T., Gwinner, K.P., Walsh, G., Gremler, D.D.: Electronic Word-of Mouth 
via Consumer-Opinion Platforms: What Motivates Consumers to Articulate Themselves 
on the Internet? Journal of Interactive Marketing 18(1), 38–52 (2004) 

12. Herlocker, J.L., Konstan, J.A., Terveen, L.G., Riedl, J.T.: Evaluating collaborative filtering 
recommender systems. ACM Trans. Inf. Syst. 22(1), 53 (2004) 

13. Jannach, D., Zanker, M., Jessenitschnig, M., Seidler, O.: Developing a conversational tra-
vel advisor with advisor suite. In: Sigala, M., Mich, L., Murphy, J. (eds.) Information and 
Communication Technologies in Tourism, pp. 43–52. Springer, Vienna (2007) 

14. Jones, N., Pu, P.: User technology adoption issues in recommender systems. In: Proc. of 
Networking and Electronic Commerce Research Conf. (NAEC 2007), pp. 379–394 (2007) 

15. Konstan, J.A., Riedl, J.: Recommender systems: from algorithms to user experience. User 
Model. User-Adapt. Interact. 22, 101–123 (2012) 

16. Koren, Y.: Factorization meets the neighborhood: a multifaceted collaborative filtering 
model. In: Proceedings of the 14th ACM SIGKDD International Conference on Know-
ledge Discovery and Data Mining (KDD 2008), pp. 426–434. ACM, New York (2008) 

17. Levi, A., Mokryn, O., Diot, C., Taft, N.: Finding a needle in a haystack of reviews: cold 
start context-centric hotel recommender system. In: Proceedings of the Sixth ACM Confe-
rence on Recommender Systems (RecSys 2012), pp. 115–122. ACM, New York (2012) 



 User-Centric vs. System-Centric Evaluation of Recommender Systems 351 

18. Lops, P., De Gemmis, M., Semeraro, G.: Content-centric recommender systems: State of 
the art and trends. In: Ricci, F., Rokach, L., Shapira, B., Kantor, P.B. (eds.) Recommender 
Systems Handbook, pp. 73–105. Springer, US (2011) 

19. Mahmood, T., Ricci, F., Venturini, A., Höpken, W.: Adaptive recommender systems for 
travel planning. In: Proceedings of the International Conference on Information Technolo-
gy and Travel & Tourism, ENTER, pp. 1–11. Springer (2008) 

20. Mcnee, S.M., Riedl, J., Konstan, J.A.: Being accurate is not enough: how accuracy metrics 
have hurt recommender systems. In: Extended Abstracts on Human Factors in Computing 
Systems (CHI 2006), pp. 1097–1101. ACM, New York (2006) 

21. Porter, S.R., Whitcomb, M.E.: The Impact of Lottery Incentives on Survey Response 
Rates. Research in Higher Education 44(4), 389–407 (2003) 

22. Pu, P., Chen, L., Hu, R.: A User-Centric Evaluation Framework for Recommender Sys-
tems. In: Proc. of RecSys 2011, pp. 157–164. ACM, New York (2011) 

23. Rashid, A.M., Karypis, G., Riedl, J.: Learning preferences of new users in recommender 
systems: an information theoretic approach. SIGKDD Explorer Newsletter 10, 90–100 
(2008) 

24. Ricci, F., Missier, F.: Supporting travel decision making through personalized recommen-
dation. In: Karat, C.-M., Blom, J., Karat, J. (eds.) Designing Personalized User Expe-
riences in eCommerce. Human–Computer Interaction Series, vol. 5, pp. 231–251. Sprin-
ger, Netherlands (2004) 

25. Ricci, F., Wietsma, R.: Product Reviews in Travel Decision Making. In: Proc. of the Inter-
national Conference on Information and Communication Technologies in Tourism 2006, 
Lausanne, Switzerland, pp. 296–307. Springer Verlag (2006) 

26. Senecal, S., Nantel, J.: The Influence of Online Product Recommendations on Consumers’ 
Online Choices. Journal of Retailing 80(2), 159–169 (2004) 

27. Swearingen, K., Sinha, R.: Beyond algorithms: An hci perspective on recommender sys-
tems. In: Proceedings of the ACM SIGIR Workshop on Recommender Systems (2001) 

28. Takács, G., Pilászy, I., Németh, B., Tikk, D.: Scalable Collaborative Filtering Approaches 
for Large Recommender Systems. J. Mach. Learn. Res. 10, 623–656 (2009) 

29. Tintarev, N.: Explanations of recommendations. In: Proceedings of the 2007 ACM Confe-
rence on Recommender Systems (RecSys 2007), pp. 203–206. ACM, New York (2007) 

30. Werthner, H., Ricci, F.: E-commerce and tourism. Commun. ACM 47(12), 101–105 
(2004) 

31. Xie, M., Lakshmanan, L.V.S., Wood, P.T.: Comprec-trip: A composite recommendation 
system for travel planning. In: 2011 IEEE 27th International Conference on Data Engi-
neering (ICDE), pp. 1352–1355 (April 2011) 

32. Zhang, Y., Callan, J., Minka, T.: Novelty and redundancy detection in adaptive filtering. 
In: Proceedings of the 25th Annual International ACM SIGIR Conference on Research and 
Development in Information Retrieval (SIGIR 2002), pp. 81–88. ACM, New York (2002) 

33. Zanker, M., Fuchs, M.W., Mario Tuta, H., Müller, N.: Evaluating recommender systems in 
tourism - a case study from austria. In: Proceedings of the International Conference on In-
formation Technology and Travel & Tourism, ENTER, pp. 24–34. Springer (2008) 

34. Ziegler, C.N., McNee, S.M., Konstan, J.A.: Lausen. G., Improving recommendation lists 
through topic diversification. In: Proceedings of the 14th International Conference on 
World Wide Web (WWW 2005), pp. 22–32. ACM, New York (2005) 



 

P. Kotzé et al. (Eds.): INTERACT 2013, Part III, LNCS 8119, pp. 352–369, 2013. 
© IFIP International Federation for Information Processing 2013 

Video Navigation with a Personal Viewing History 

Abir Al-Hajri, Gregor Miller, Sidney Fels, and Matthew Fong 

Human Communication Technologies Laboratory,  
University of British Columbia, Vancouver, BC, Canada 
{abira,gregor,ssfels,mfong}@ece.ubc.ca 

Abstract. We describe a new video interface based on a recorded personal na-
vigation history which provides simple mechanisms to quickly find and watch 
previously viewed intervals, highlight segments of video the user found inter-
esting and support other video tasks such as crowd-sourced video popularity 
measures and consumer-level video editing. Our novel history interface lets us-
ers find previously viewed intervals more quickly and provides a more enjoya-
ble video navigation experience, as demonstrated by the study we performed. 
The user study tasked participants with viewing a pre-defined history of a sub-
set of the video and answering questions about the video content: 83.9% of 
questions (average) were answered correctly using the personal navigation his-
tory, while 65.5% were answered using the state-of-art method; they took sig-
nificantly less time to answer a question using our method. The full video navi-
gation interface received an 82% average QUIS rating. The results show that 
our history interface can be an effective part of video players and browsers. 

Keywords: Video Navigation, Navigation History, Video Summarization.  

1 Introduction 

The dramatic increase in the quantity of video now available, either in the online form 
of services such as YouTubeTM, VimeoTM or the more personal form of home video, 
provides new challenges such as finding specific videos (or intervals within video), 
authoring new videos from existing content (e.g. video summarization or home movie 
editing), sharing video playlists (or even intervals) of online video and annotating 
dynamic content. The increased volume and shrinking average duration of online 
video has led to new use cases: users are generally free to skip ahead to find intervals 
which interest them; users may re-watch part of the video they enjoyed; users may 
employ temporal video links to provide instant access to a specific time within a vid-
eo, skipping irrelevant sections; playlists and temporal links provide opportunities for 
customization and sharing of video consumption among users. In short, users can and 
want to view personally interesting intervals easily and without viewing the entire 
video. These use cases are supported within current interfaces, however there are no 
existing mechanisms to support new use cases which arise as a natural consequence, 
such as navigation of previously viewed intervals. Additionally, users often re-watch 
segments of video as part of the contemporary browsing and navigation experience 
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[24, 25, 28], and may wish to share these intervals with others. A historical record of 
video viewing would allow users to quickly find popular intervals, comment on and 
share them. 

 

Fig. 1. Our video navigation interface: the majority of space is devoted to the currently playing 
video (top left) with a seek-bar preview; below is a horizontal array of Video Segments ar-
ranged by video-time (the Filmstrip), and a vertical array of Video Segments to the right (the 
History Timeline) ordered top-down by user-time i.e. the order the intervals were viewed. 
These components described in more details in section 4. 

We introduce our novel video interface, which captures the user’s viewing history 
(analogous to a web browser history) and allows them to reuse it as a navigation tool, 
through a user-time visualization with supporting interactions. The history supports 
actions such as faster access to previously viewed intervals, visualization of popular 
intervals within the video based on a user’s temporal view count, simpler authoring 
via selection of viewed intervals and provides the user with the ability to create a 
personalized map of the video (e.g. deciding on their own separation of the video into 
chapters, or highlighting interesting intervals). This type of history interface is not 
currently supported in commercial products, thus, we are studying interfaces for man-
aging personal viewing history to evaluate effectiveness for inclusion in future video 
interfaces. 

Our research focuses on the utility of video history, examining use cases and estab-
lishing which are significantly affected given a user-based timeline of video viewing. 
The interface we designed (shown in Figure 1) includes a filmstrip visualization be-
low the main video player representing the entire video, and a history to the right of 
the player with a sequence of intervals ordered top-down by user-time. We discovered 
through pilot studies that the filmstrip and history are equivalent in navigation speed 
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to find a previously viewed event in the case where the entire video is viewed, al-
though the history interface was preferred since users were able to customize which 
intervals were visualized. Our study shows that when a subset of the video is viewed, 
the history significantly outperforms the state-of-art, and 75% of participants pre-
ferred the history in this use case. The study found that our history-based authoring 
interface was useful, easy to use and enjoyable, and participants were keen to see this 
functionality in YouTube. 

We begin with a discussion of the related work, followed by a description of the 
video navigation interface (including all widgets and interactions used). The evalua-
tion of the use of a history and the interfaces we designed to support it is presented, 
looking at users’ impressions of using a personal video history and the power of using 
history for fast video navigation. 

2 Motivation 

Consider the following scenario with Robert and Elisa: 

Robert received a YouTube link from his friend Tom about his family vacation to 
Rome last summer. Robert and his wife Elisa watched the video along with other 
videos about Italy to enjoy a sense of Tom’s holiday. Robert enjoyed some seg-
ments of the videos and wanted to share them with his kids when they came home. 
When they arrive, he browses his history view and jumps to the good bits to show 
them. After seeing how nicely the Italy videos looked, Elisa suggests creating a 
video of their last vacation to Vancouver using various videos and photos they 
captured. Robert had watched these videos many times and he was excited about 
including particular events from the 12 hours of video he had obsessively taken 
during their 4-day holiday. He goes to his history view and grabs the shots of the 
parade and fire works of Canada day, the suspension bridge and swimming at 
Lynn Canyon Park, along with another 10 segments that he had watched at vari-
ous times with Elisa and the kids before. He then drags them into the authoring 
window and creates a new video that he shares with his friends. . 

This scenario emphasizes the major contributions of our work: (1) a novel video navi-
gation interface for video viewing that captures and visualizes a user’s personal histo-
ry; (2) an experiment that confirms using personal video navigation history is faster in 
finding previously seen events within videos in contrast to the state-of-art method, 
filmstrip; (3) a simple video mash-up tool that can be used to summarize videos by 
using intervals from history or simply watching the corresponding intervals, in com-
parison to other video editing software where users need to add a video clip, watch it, 
and then trim it.  

3 Related Work 

Retrieving and reusing information from the past is a common activity for users [6]. 
In the domain of web browsers, researchers have introduced and developed different 
tools that keep records of user’s browsing experiences for later use. However, keeping 
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and reusing navigation experiences in a video space has not received similar attention. 
Web browsing history is useful for various domains, thus, we expect our research on 
effective mechanisms for video watching history management will also benefit vari-
ous fields where video plays an increasingly important role e.g. education, entertain-
ment, etc. History of user actions has been widely investigated for multiple purposes 
in different domains including web [2, 19, 15], workflow [12, 21], tutorial generation 
[1] and information visualizations [14, 13]. These are based on mostly static media 
and so do not directly apply to video: unlike static media, two timelines exist when 
capturing user history: video timeline and user (or history) timeline. Recording a us-
er’s actions, therefore, requires more sophisticated representations, visualization 
layouts and interaction techniques. In our interface to eliminate the confusion between 
different timelines, we used a vertical layout to indicate a user’s timeline while a hori-
zontal layout indicates a video timeline consistent with usual video players. 

The relatively high interest in the social web, sharing and the use of videos online 
has motivated researchers to investigate the use of video navigation history. Users 
unintentionally leave footprints during their video-browsing process, which can add 
value to the content. Yu et al. [28] and Syeda et al. [25] investigated how users’ video 
browsing footprints can be utilized in video summarization and to facilitate future 
viewers. They used video browsing footprints to rank different scenes within a video, 
which can later be used to extract clips when generating video summaries or pre-
views. However, these systems [25, 28] have not given the users any control over 
their personal history during the viewing process (i.e. users cannot access their histo-
ry). They recorded the users’ actions, which were later used by the researchers to 
generate previews or evaluate the ranking of interesting parts within videos. In our 
interface we offer the users the ability to utilize their personal history for navigation 
and authoring as well as summarization. 

Video navigation history can play an important role in user-based information re-
trieval from videos on the web. Shamma et al. [24] and Yew et al. [27] have proposed 
a shift from content-based techniques to user-based analysis because it provides a 
more promising basis for indexing media content in ways that satisfy user needs. Lef-
theriotis et al. [18] proposed a video indexing tool on the web based on user interac-
tions to rank different videos. They generated a thumbnail to represent each video 
based on the frame that has been mostly viewed by users. Gkonela et al. [10] also 
indicated that this simple user heuristic while navigating videos can be used as effec-
tively to detect video-events as when content-based techniques are applied. In our 
interface, we applied a flexible thumbnail visualization of each history segment: in-
itially, each segment is visualized using a thumbnail that indicate the beginning of 
that segment which then changes while the user navigates this segment. 

Navigating a video space or even long videos can be demanding and time consum-
ing. There have been many interaction techniques proposed in the literature to address 
this problem in order to quickly navigate and search video content; here, we will only 
mention a few. Typical navigation tools used in most video systems are the VCR-like 
controls (play, pause, seek, fast forward, and rewind). DVD systems provided users 
with a higher level of video access using a random access to video segments based on 
scene indices and chapter boundaries via a table of contents index. Some researchers 
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[26, 23, 5, 8] allowed video navigation using their abstraction thumbnails or key-
frames (e.g. filmstrip), where clicking on a thumbnail directly positions the video at a 
particular point in time corresponding to that thumbnail. Others [3, 9] proposed new 
playback mechanisms to help users rapidly skim through uninteresting content while 
slowing down to watch interesting parts of the video. Since the video content changes 
as time passes, the separation between the video content and the controls used to ma-
nipulate the video introduces a target acquisition problem. Thus, some researchers 
have focused in introducing new techniques to manipulate the video timeline rather 
than using the traditional VCR controls. They allow users to navigate the video by 
directly manipulating the video content along its natural movement path rather than 
using the timeline slider [17, 16, 7, 11]. Pongnumkul et al. [22] developed a new na-
vigation tool that uses a map-based storyboard where different locations of video 
segments are directly visualized on the map. 

Video navigation history provides a potential interaction technique that can be used 
to facilitate fast navigation and event search. According to Shamma et al. [24], the 
more affective a scene is, the more the corresponding interval of the video is viewed 
or consumed. Thus, the cumulative seamless user interaction history could be leve-
raged for the benefit of future viewers (i.e. social navigation). For example in You-
Tube, when enough user data is available, user behavior will exhibit similar patterns 
which can then be used by new viewers to quickly navigate to the interesting part of 
that video. Yu et al. [28] used low-level feature extraction along with user’s footprints 
(i.e. view count) to rank each scene and offer users other scenes that have some corre-
lation with what they are watching. This provides users with a quick navigation me-
thod to similar scenes. Mertens et al. [20] visualized users’ footprints on the video 
timeline, which allowed users to quickly navigate to the corresponding scenes in the 
video. In our interface, we used VCR like controls along with thumbnails of the pre-
viously viewed video segments that allow simple navigation to these intervals. Our 
study revealed that using this method speeds up searching for previously seen events 
within the video. 

4 Video Navigation Interface 

Given the volume of available video data, methods to effectively navigate this space 
are needed to provide users with more enjoyable video viewing experiences. The 
principle goal of our interface is to provide efficient access to previously viewed vid-
eo: in particular, intervals within video. We accomplish this by recording a conti-
nuous video history for the user as they consume video content. This paper considers 
only the history of a single video as a starting point, and demonstrates that further 
research is warranted for multiple-video history based on our success. 

Internally, the user’s video watching history is represented by a very simple data 
structure organized by linear user time. Whenever a video begins playback the video 
ID and current user time are recorded; these are noted again when the video stops 
playing, to produce interval start and end timestamps. An accumulated view count is 
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maintained for every instant of time in the video: the structure stores intervals of view 
count derived from the intersection of all viewed intervals. 

We designed our interface in a way that allows users to play, view and navigate 
videos similar to any video player as we envision our history management to be used 
to augment it. Since our interface records the user’s navigation history, we propose 
new components that offer the users the flexibility of using this history for fast navi-
gation, summarization (or authoring) and sharing. Thus, our interface is based on five 
separate components: a Player which provides the user with a familiar video setting, a 
Filmstrip which provides a navigation tool for the entire video content, a History 
Timeline which visualizes the personal viewing history, a Video Mash-up and a Pre-
view Window which help users creating and previewing their own edit list for video 
summaries or previews. The main interface components are: the Player and the  
History Timeline. 

 

Fig. 2. The video player component contains play/pause button, video seek-bar, and a pop-up 
thumbnail shown when the pointer is over the time bar 

Player. A familiar video player (similar to YouTube, QuickTime, etc.), shown in 
Figure 2, contains: play/pause, applied via a button (bottom left) or by clicking direct-
ly on the video; seeking via playhead (white circle on timeline) or mouse click on the 
timeline (red/grey bar); a frame preview triggered by the mouse over the timeline 
(including when seeking interactively i.e. with mouse button held down over time 
slider); and a current playhead time label (white text, bottom right). This component 
is used for direct control of the selected video. To watch a specific video from disk, 
users click on the “Open” button and choose their video file. 

 

Fig. 3. The Filmstrip component visualizes the entire video into n equal length segments 

Filmstrip. The Filmstrip component, shown in Figure 3, is the state-of-art video na-
vigation tool. It provides a visualization aid to different parts of a video for faster 
navigation and supports access to the entire video content. The Filmstrip simply con-
sists of a fixed number of Video Segments (n) from the playing video. The entire 
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video is divided into n equal length intervals, where each interval is represented by a 
small seek-able Video Segment described below. These intervals are created syste-
matically based on the length of the video and the number of segments to be  
visualized.  

User Viewing History Timeline (History Timeline). This is the central component 
for visualizing the personal viewing history of the user. We use a filmstrip metaphor 
for visualization: the History Timeline consists of thumbnails (similar to interactive 
storyboards) as shown in Figure 1. These thumbnails represent Video Segments that 
the user watched. We represent this as a Video Segment component as discussed in 
the next section. Every time the user seeks to a new temporal location, a new Video 
Segment is added to the end of the user’s history list and represents the interval a user 
watches in the main video player. The History Timeline is a scrollable box, to provide 
navigation of the entire viewing history and allows the user to find a specific interval. 

The video history is similar conceptually to webpage bookmarks that are used to 
refer back to visited pages, however, it is more complicated as each Video Segment in 
the history view is a video interval and also includes a representation of the time the 
user watched it. Thus representing both of these quantities requires additional me-
chanisms for visualization and interaction. Moreover, there may be confusion with the 
currently viewed timeline and with the history views since there exist two timelines: 
when/what the user watched and the video’s timeline. We address this by visualizing 
the history timeline vertically, while the video timeline remains horizontal, consistent 
with user’s mental model of video. The history is unique in that it records in piece-
wise linear user-time, not video time (we only display the history of intervals watched 
and do not represent the complete video from where it came from in the History 
view.). Each Video Segment is a small interactive video widget described next. 

Video Segment. Each interval a user watches is represented as a small video widget 
that contains the viewed interval only, visualized by the starting frame of that interval. 
The location of the interval within the entire video is visualized as a red portion un-
derneath the widget to help users spatially contextualize the temporal location of in-
tervals within the complete video where it came from. The video widget, shown in 
Figure 1, is seek-able and playable to allow users to easily search within the intervals 
and minimize the time needed to search for a previously viewed scene. On mouse 
over, a play/pause overlay is displayed over the widget. Clicking on the overlay plays 
the corresponding video interval within this small widget only. (Note, while technical-
ly, this is a rewatching of video, we do not add this activity in the History View.) 
Moving the cursor over the bottom third portion of the widget pops up a zoom-in 
visualization of the interval timeline, which can be used to seek within the video in-
terval using mouse motion as a cue. The seeking point is visualized by a yellow line 
and the thumbnail updates to reflect the current seek position. To play a Video Seg-
ment in the main video player, users can drag the entire widget (or the seek location in 
the widget) to the main video player: dragging the entire widget plays the correspond-
ing interval from the beginning, while dragging the seek bar location plays from that 
specific time. 
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Fig. 4. The Video Mash-up component illustrates a user edit list which consists of a user de-
fined Video Segments with the options of delete , reorder , play (on click), navigate  
(on cursor move shown as a yellow line), and modify segment’s start and end times. 

Video Mash-Up. The video mash-up is used for short video composition such as 
summaries, previews, or trailers (analogous to video editing software e.g. iMovie, 
Movie Maker, etc). We included this component in our prototype to evaluate one of 
the use cases we idenitified that takes advantage of potential strength of having per-
sonal viewing history. The video mash-up, shown in Figure 4, represents a video edit 
list that shows the videos, and intervals within each video, that a user may combine 
into a summary. In summary creation mode, when the user subsequently plays a video 
(either through opening a new video, a segment from history or seeking within the 
current video) a new record is added to the edit list. If the video already exists in the 
edit list, a new interval is added (unless there is an existing identical interval). Other-
wise if the video does not exist, a new video record with the interval is added to the 
edit list. Thus, adding segments or intervals to the edit list is simply done by watching 
these intervals, in comparison to other video editing software where users need to add 
a video clip, watch it, and then trim it. Using this component makes video editing 
simpler for novice users as we discovered upon evaluation. 

The video mash-up component allows the user to preview a specific interval by us-
ing the play button for that interval. Users can also modify their edit list by directly 
updating interval start or end times, delete an interval, delete an entire video record, or 
reorder video records. Previewing the entire summary is provided by clicking on the 
“Preview” button. 

Summary Preview. After creating a video mash-up, the user can preview it using the 
summary preview mode, where a new video player window pops up, and the rest of 
the interface is disabled and darkened. The summary preview takes the user’s edit list 
as input and plays the intervals in order using this content. It allows users to replay, 
modify (back to the main interface to modify the edit list), or export it if they wish to 
save it - the edit list is exported as an XML file that can be shared or modified later. 

Personal Navigation Footprints. The recorded video history offers additional bene-
fits, such as within-video history and crowd-sourced user histories (neither of these 
were included in our study). The personal history or footprints offers users a visuali-
zation of the view count of every point of time in the video: the blue bar in Figure 5 
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becomes brighter for the most-viewed intervals, and each one can be selected to play. 
It provides the user with information on the most-viewed intervals of each video (a 
temporally tracked frequency). As mentioned previously, a view count is maintained 
for all points of time for each viewed video. As the user views a video the view count 
will dynamically change, thus the count is continuously updated and the information 
propagated backwards through the history. The view counts are then summed and 
normalized within each video.  

 

Fig. 5. A Video Timeline is combined with navigation footprints visualization, where the more 
an interval within a video is watched the brighter that region becomes. Blue: a single user histo-
ry (Personal Navigation Footprints), Red: a combined multiple users histories (Crowd-Sourced 
Navigation Footprints). 

Crowd-Sourced Navigation Footprints. The personal history from multiple users 
are combined to form the most popular intervals for a video (i.e. social navigation) 
similar to these are shown in the red bar in Figure 5. This provides users who are 
watching a video for the first time with a mechanism to watch what others have found 
to be most interesting. This is an efficient navigation technique, predicated on trusting 
the crowd to be “correct” on interesting video content. 

5 Evaluation 

An extensive set of pilot studies were performed (12 participants total) to investigate a 
user’s preferred scenario for history, and to triangulate the use cases in which a histo-
ry is beneficial for video viewing. Throughout this triangulation process it became 
more apparent to the authors how complex and intricate the video-viewing task can 
be. For tasks such as seeking to a specific time or finding a particular event from a 
previously watched video, using a history was found to be as good as using a filmstrip 
methodology. Under more modern viewing patterns (e.g. nonlinear viewing behavior) 
where users view only parts of the video (e.g. trailers, summaries, playlists or direct 
temporal links) using a history to find events and seek to them was found to be more 
efficient. 

Using this result from the pilot studies, a full comparative user study was per-
formed to evaluate the design and performance of our interface and to demonstrate the 
utility of personal video navigation histories. We developed an evaluation protocol 
which satisfies the use cases previously defined (without biasing our design or the 
control) and provides the user with sufficient viewing history while keeping the expe-
riment relatively short. For fair comparison we ensured our interface mimics currently 
adopted approaches with logical extensions. 

Using our protocol, we investigated whether visualizing and using a video naviga-
tion history would make searching for previously seen events more efficient. We con-
ducted a comparative between-subjects user study, comparing the performance of 
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users employing a personal navigation history against those with the state-of-the-art 
navigation method (Filmstrip) to find events within a previously seen video (i.e. find-
ing answers to questions similar to [28, 10]).  

Both methods have similar layouts and functionality, differing on the process of 
segment creation described in section 4. In Filmstrip the intervals are created syste-
matically, while in the History Timeline segments are constructed based on a personal 
navigation history; each participant tried both methods, on different videos. In 
Filmstrip tasks the participants were presented with the main Video Player and a hori-
zontal Filmstrip components only. They only used these components and their fea-
tures to find the answer to each question. In History Timeline tasks the participants 
were presented with the main Video Player and a vertical History Timeline  
components. 

Our experiment was divided into two phases: phase 1 was conducted to compare 
the two methods (Filmstrip and History), and phase 2 was performed to qualitatively 
analyze the entire proposed interface, described in section 4. In phase 1, participants 
experimented 3 components (Video Player, Filmstrip, and History Timeline) of the 
interface described in section 4, while in the second phase they were exposed to all 
components and features. 

5.1 Apparatus 

The experiment application was developed in Flash CS4 and ActionScript 3.0. The 
experiment ran on an Intel dual-processor dual-core 3 GHz Mac Pro desktop with 
8GB RAM and equipped with a 24” Dell LCD monitor with a resolution of 1920 x 
1200 pixels at a refresh rate 0f 60Hz. A Microsoft optical wheel mouse was used as 
the input pointing device with default settings and the Adobe Air environment was set 
to 1920 x 900 pixels while running the Flash program. 

5.2 Participants 

Twelve paid university students (different from those in the pilot studies), 6 female 
and 6 male, participated in the experiment. Participants ranged in age from 20 to 30, 
all were experienced computer users and have either normal or corrected-to-normal 
vision. Participants reported watching videos either on a daily basis (10 participants) 
or 3-5 times a week (2 participants). Each participant worked on the task individually. 

This project targets heavy video users, and according to Purcel1, video is a growing 
trend especially amongst those aged 18 to 29. Thus, students are a primary target 
audience as they are representative of the current/near-future heavy users of video 
interfaces. We used students across the University to capture this demographic. 

5.3 Design 

To evaluate the efficiency of using navigation history as an aid for efficient search 
within a previously seen video, we gave participants a pre-defined history, which they 
                                                           
1 http://www.pewinternet.org/ /media//Files/Reports/ 
 2010/PIP-The-State-of-Online-Video. 
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had to watch and subsequently answer questions based on the content. We followed 
this procedure rather than allowing participants to create their own history: this deci-
sion was made based on the pilot studies where participants found creating a history 
based on an unknown list of questions was confusing. Some participants said, “What 
interests me might not be what you are looking for”. Thus, they tried to create many 
history segments at each point they thought there was potential for a question. The 
result was a long list of short segments which required significant scrolling when 
searching. In short, the uncertainty of what should be included on the list led to a 
large number of segments and created some confusion that affected the performance 
while using the method. 

In order to tackle this problem, the participants could be allowed to create their 
own history based on their interest after which they can be asked questions that exist 
within these segments. However, the variation between participants interest would 
make the comparison difficult. Thus, instead of asking participants to create their own 
history we decided to give them all the same history from which to answer the list of 
questions (analogous to watching a playlist created by a friend or a video summary). 
All participants watched the same clips from the video and were asked questions from 
these clips only. Thus, we ensured they had experienced the same clips and eliminated 
the personalization factor within the history. Our method was compared with the 
state-of-the-art method (Filmstrip). The History Timeline contained the segments of 
the predefined history only while Filmstrip contained seven evenly divided intervals 
over the entire video. 

In this experiment, we used five different short videos (V1-5). V1 was used to ex-
plain the interface’s components and features and demonstrate how to use them. The 
other four videos were used for the actual experiment where each participant used a 
single method for each video. Each participant experienced each method in a different 
video to eliminate the learning effect. The number of questions per video were: V1: 
20; V2: 38; V3: 25; V4: 38; and V5: 32. 

The participants were divided into two groups, A and B. Both groups experienced 
the videos in the same sequence but with different method sequences. They both 
started the familiarity phase where they tried a hybrid of the two methods to answer 
example questions and to become familiar with both methods. Group A was given 
Filmstrip for V2 and V4 and History Timeline for V3 and V5, while group B used the 
opposite. Thus, the results were compared between the two groups for each video. 

To quantitatively compare the results of the two methods, we measured five va-
riables for each video: (1) The percentage of questions answered for each video with-
in a specified time range. The total time given is 15 seconds multiplied by the total 
number of questions (chosen based on the pilot studies); (2) The time needed to an-
swer each question - this is the time measured between two subsequent correct sub-
mission clicks; (3) The number of wrong submissions (errors) for each question, 
which is measured by counting the number of submission clicks that did not result in 
a correct answer; (4) The number of seeks within a video for each question; and (5) 
The number of previews performed in a video for each question, which is measured 
by counting the number of seeks and playbacks within the small Video Segments. 
These counts were tracked to analyze the user’s behaviour and to investigate the  
difference between the two methods. 
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The participants were also asked to fill out questionnaires and give their comments 
on the entire interface, and suggestions for improvement. This was conducted to qua-
litatively compare the two methods and to provide an indication of the importance of 
correcting each particular aspect of the proposed interface. Participants rated different 
interface features and tools using a 7-point Likert scale. The experiment lasted  
approximately two hours per participant. 

 

Fig. 6. The Experiment Interface2 illustrates the familiarity phase 

5.4 Procedure 

Participants were given a description of the procedures to be employed in the study, 
informed of the goals and purposes of the study, and informed consent was requested 
to participate in the study. Two methods were evaluated in the study: Filmstrip and 
History Timeline. 

The researcher started by showing the interface (shown in Figure 6), describing its 
components, explaining the functionality of the tools within the interface and how to 
answer a question in order to complete each task. Participants were then asked to try 
the same interface with the first video and task. They were given the freedom to play 
with the interface and ask any questions. This familiarity stage was intended to allow 
the participant to try all the interface components and become familiar with the avail-
able functionality. The participants started watching the video provided without 
knowing the questions they will be asked. 

For each video, the task started by playing the segments from the pre-defined histo-
ry in the main video player. Participants were asked to watch the playback and pay 
attention to the video content in order to answer questions later. Once all segments 
from the history were viewed, the video paused and a list of questions (compiled by 
researchers) was displayed to the left of the main video player, as shown in Figure 6. 

                                                           
2 The video images are for illustration purpose only as different stimulus was used in the  

experiment (i.e. Toy Story 3, Alma, Geri’s Game, and For the Birds.). 
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Participants were asked to read these questions before clicking on the “Start” button, 
when the timer starts and they could begin providing answers. After clicking on the 
“Start” button, the method’s corresponding components were only shown and partici-
pants were advised to answer as many questions as they can within the given time by 
watching the clip which contains the answer. 

The questions were randomly ordered (i.e. they were not temporally ordered ac-
cording to their occurrence in the video). Each participant had the freedom to choose 
the order they would like to follow to answer these questions (e.g. temporally, linear-
ly, difficulty, memorability, etc.). The participants started answering these questions 
by clicking on a “Start” button after reading the list of questions. In the familiarity 
phase, the participant could use either the Filmstrip or History Timeline to navigate 
the video in an attempt to find an answer. To answer a question the participant needed 
to re-watch the clip that contains the answer in the main video player. They navigated 
Video Segments in the provided component (Filmstrip or History Timeline) to find a 
clip or a video frame that contains the answer. Once they found the frame, they 
dragged the Video Segment of a specific video frame using the seek thumb of the 
Video Segment to the main video player to start playing that clip. After watching the 
interval that contains an answer for a single question they clicked on a submit button 
beside the corresponding question to proceed to the next question. 

Each submitted clip was automatically evaluated: it was considered correct if it 
contains at least one frame from the ground truth answer. If the answer was correct, 
the question was faded out from the list and a message was displayed to participants 
(e.g. “Great. You have 2:14 to answer the rest. Hurry up.”) to encourage them and 
maintain time pressure. However, if the answer was wrong, a message is shown 
which asks the participant to try again “Sorry. Try again”. Participants repeated the 
same actions till they answered all questions or the time elapsed. A new list of ques-
tions was displayed and the participants continued applying the same procedure to 
answer these questions. The questions for each video were divided into two lists to 
avoid overloading participants with so many questions. A short break was provided 
between question sets. 

After completing the second list of questions, the familiarity stage ended and the 
participants were advanced to phase 1 of the experiment where they watched a new 
video in similar settings to the watching phase of the familiarity stage. Upon the com-
pletion of the watching phase, a new list of questions was given based on the content 
of this video. In this stage the user was provided with only one method (Filmstrip or 
History Timeline) to be used in finding the answers. Once all questions were ans-
wered or the time elapsed, the participants proceeded to the next video where they 
repeated the previous stage but with a different video and using a different method 
than the one used for the previous video. Participants continued tasks until they com-
pleted all four videos. 

During the experiment, participants were asked to fill out three questionnaires. 
These questionnaires were designed using the standard Questionnaire for User Inter-
face Satisfaction (QUIS version 6.0 [4]), modified to reflect the functionality and 
tools applied and the usability of our interface. Some sections were removed  
(e.g. Terminology and system information, and System capabilities), some questions 
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were modified, and others were added. The first questionnaire was after V4 in which 
participants evaluated the method they used for that video. The second questionnaire 
was after V5 where participants rated the usability of the second method they used. 
After completing the second questionnaire, participants were advanced to the second 
phase of the experiment. They were given the full interface, described in section 4, 
where they have the freedom to create their own history and explore use cases which 
might be applicable to them. Every performed seek within the video or any watched 
interval in the main video player was recorded and visualized as a Video Segment in 
the History Timeline. This helped the participants to understand how history is 
created for later usage. Once they were satisfied playing with the interface, they were 
asked to fill out the last QUIS questionnaire, which evaluates the entire interface. 

Table 1. Methods Descriptives Using t-test for Equality of Means 

 Filmstrip  History Timeline  

 M SD  M SD t-test 

Mean % of answered questions 65.53 14.69  83.93 14.87 4.53** 

Average time per question 24.11 5.85  18.52 3.85 4.13** 
Average no. of seeks 1.59 0.45  1.50 0.48 ns 
Average no. of previews 14.37 5.14  12.74 4.91 ns 
Average no. of errors 0.15 0.09  0.14 0.11 ns 
**p < .01. 
Note. M = Mean. SD = Standard Deviation. ns = not significant. Average time per question 
is measured in seconds. 

5.5 Results and Discussions 

The study showed positive and promising results on the features of the interface. Most 
participants commented that they enjoyed their time using the interface and they can 
imagine seeing its features applied, especially in social networking websites  
(e.g. YouTube). They were impressed with the ease of learning and using the features 
within the interface. 

T-test analysis results, illustrated in Table 1, showed that our novel method  
(History Timeline) was significantly faster than the state-of-the-art (Filmstrip) which 
allowed participants to answer more questions within the same time. However, both 
methods demonestrated similar behaviour in terms of average number of seeks,  
previews and errors.  

Each participant answered two identical questionnaires, one for each method, to 
compare the overall reaction, the time it takes to learn and general impressions. Each 
questionnaire contains thirty-seven 7-point Likert scale questions. The data collected 
for the two methods were analyzed and compared in terms of these 37 questions. The 
results showed a significant difference taking the overall average rating of each  
method (Filmstrip (M = 5.05, SD = 1.35), History Timeline (M = 5.55, SD = 1.06), 
t(886)= 2.08, p < 0.04). The History Timeline showed no significant difference from 
the Filmstrip in all questions except for the question “Learning to use the method  
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features” where (1: Difficult, 7:Easy) History Timeline (M = 5.4, SD = 1.07), and 
Filmstrip (M = 4.7, SD = 1.16), t(22) = 2.27, p < 0.04. This also coincided with partic-
ipants preference where 9 participants out of 12 stated that the History Timeline was 
faster and easier in finding the answers for the questions. Participants reported that 
History Timeline was faster because it is based on a personal mental context map 
created for the video. It was easier for them to refer back to the corresponding seg-
ments when needed which is not the case for Filmstrip. Since Filmstrip segments was 
created systematically, participants needed at least to navigate one segment. If the 
answer was within that segment they submitted it, otherwise they needed to navigate 
the preceding or subsequent segment. This was also demonstrated by the participants’ 
quantitative results where they were able to answer more questions using History 
Timeline. All questions for both methods were rated above 5 out of 7 except for four 
questions: “Satisfaction with the method”, “Learning to use the method features”, 
“Number of steps per task”, and “Using the method is effortless”.  

After acquiring some familiarity with the overall interface in phase 2, participants 
were asked to complete a third questionnaire to rate the entire interface, described in 
section 4. Responses were compiled for each of the 12 participants in the study, along 
with any written comments that the participants had. The overall mean rating of all 
sections of the QUIS was 5.73, on a 7-point scale, and all questions were rated above 
5. For the “Overall Reaction” section, “Satisfaction” overall rating was the only factor 
that was rated significantly lower than the mean response (M = 5.2, SD = 0.57), indi-
cating that this area may need additional consideration. The “Ease of use” overall 
rating (M = 6, SD = 0.53) was significantly more than the mean response, indicating 
that users can easily learn and use the interface. From these “Overall Reactions” to the 
interface, we can conclude that users found our interface easy to use, helpful, useful, 
and flexible. In the “General Impressions” section, the overall ratings for “Screens are 
aesthetically pleasing”, “Screen designs and layout are attractive”, “Interface is im-
pressive”, “Interface can do a great deal”, and “Interface is fun to use”, were rated 
significantly better than the mean response. This indicates that users found our inter-
face aesthetically pleasing and fun to use. The remaining items of this section were 
not significantly different from the mean response. 

In addition to the QUIS item findings, participants were also asked to list three 
most negative and positive aspects of the interface. Some participants reported that “I 
found it weird to have a vertical list of video pieces”, “Not being able to delete seg-
ments from history”, and “Not being able to favorite some segments from history”. 
The comment about the vertical scrolling coincided with their responses to the loca-
tion of the component where the mean rating for the layout of History Timeline was 
significantly lower than that of the Filmstrip. We designed the component in this 
layout to eliminate the confusion between the History Timeline and the video time-
line; this may need additional investigation. Participants found the interface helpful 
and impressive in being able to dynamically create points or bookmarks, which would 
allow them to skip to a favorite clip. Most participants stated that the interface is fun 
to use once you get the hang of it. 

In order to explore whether users foresee some potentials for the interface we  
asked them “Where and how do they think video navigation history can be useful”.  
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Participants provided us with valuable responses that gave us some insights of how 
this interface can be further modified and tested. They foresee that it would be useful 
in educational environment as well for home usage. There were some overwhelming 
comments made by the participants about the interface. One participant commented “I 
definitely see how this would be really helpful for long videos because I will not have 
to waste my time watching the whole video again to get to the important stuff. I could 
directly use my previous history to navigate to these intervals”. Others said, “I would 
love to see this implemented within social websites. I could see how I would use it 
and definitely I will have more fun”; “I need to have this. Could we have it in You-
Tube?”; and finally “I really do like this interface and I would love to have it to create 
wonderful clips from my home videos”. 

Based on the participants’ valuable comments and suggestions, we believe using 
personal navigation history is helpful in navigating a video space. This could work for 
different applications such as highlights or summary of videos, a movie using home 
videos, sharing interesting clips, quickly navigating and skimming previously watch-
ed videos, and finally watching new videos’ interesting parts using crowd-sourced 
viewing histories. Receiving these positive feedbacks from the participants and how 
they welcomed the idea of using their personal navigation history motivate us to in-
vestigate how our interface would work if integrated with social websites (e.g. You-
Tube, Vimeo) and explore how this could change the way users consume and  
navigate video. 

6 Conclusion and Future Work 

The work we have presented describes a new way to navigate and view video media 
using a personal video history. We introduced a novel interface for video navigation 
through the creation and subsequent use of a user’s personal viewing history. The 
interface is based on observations of new use cases involving re-watching of within-
video intervals and the increasingly temporal nature of video navigation. We per-
formed a study that found positive results and highly positive affect and comments 
from participants. A comparative study based on a use case of fast navigation found 
significant results in favor of our method. To our knowledge, this is the first paper on 
using history navigation through video browsing, and as such, not enough work has 
been done in this area to evaluate the effectiveness on a larger scale. So we intend to 
investigate scalability, filtering mechanisms, interactions required when using a mul-
tiple-video history to allow users with large history to accurately navigate through 
them. Once these mechanisms have been tested, we aim to deploy a field study to 
check the validity and the scalability of history in action. 
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Abstract. Walking in Place (WIP) is an important locomotion technique used 
in virtual environments. This paper proposes a new approach to WIP, called 
Speed-Amplitude-Supported Walking-in-Place (SAS-WIP), which allows 
people, when walking along linear paths, to control their virtual speed based on 
footstep amplitude and speed metrics. We argue that our approach allows users 
to better control the virtual distance covered by the footsteps, achieve higher 
average speeds and experience less fatigue than when using state-of-the-art me-
thods based on footstep frequency, called GUD-WIP. 

An in-depth user evaluation with twenty participants compared our approach 
to GUD-WIP on common travel tasks over a range of short, medium and long 
distances. We measured task performance using four distinct criteria: effective-
ness, precision, efficiency and speed. The results show that SAS-WIP is both 
more efficient and faster than GUD-WIP when walking long distances while 
being more effective and precise over short distances. When asked their opinion 
via a post-test questionnaire, participants preferred SAS-WIP to GUD-WIP and 
reported experiencing less fatigue, having more fun and having a greater level 
of control when using our approach.  

Keywords: Walking in place, virtual locomotion, virtual speed control, perfor-
mance, motor control. 

1 Introduction 

Virtual locomotion is the most common task performed by users in virtual environ-
ments (VEs). Although in many cases virtual locomotion is not the primary user ob-
jective [12], the motion supports numerous other tasks, such as manipulating objects, 
collecting information [1] and surveying virtual environments. 

Navigation control can rely on either indirect interaction [17] using physical con-
trols (buttons or joystick) or direct interaction based on gestures expressed by the 
motion of body parts. Physical locomotion [12] is a metaphor that groups different 
locomotion techniques, such as real walking and Walking in Place (WIP). WIP is a 
popular technique because it enables people to control virtual locomotion, thus mi-
micking real walking movements [6]. Unlike unrestricted real walking, the WIP tech-
nique allows users to operate in small areas of interaction. This technique also frees 
the subject’s hands, making them available to perform other interaction tasks. One 
usage scenario is the architectural review task where reviewer moves through build-
ings or outside spaces using a WIP technique and points and writes notes using hands. 
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Different WIP systems have been devised with different inputs, outputs, control 
laws of the virtual displacement and simulated movements [6]. Different technologies 
have been used to detect steps in place: magnetic trackers [2,4,5], force sensors placed 
on shoe insoles [5], optical camera trackers [8], Wiimote NintendoTM accelerometers 
[14] and Wii Balance Boards [13]. Several different body segment motions are 
tracked to generate virtual output, including the head [4], knees [5,10] and shins [2,8]. 
These evolutions in user input have enabled the improvement of footstep latency 
times (starting and stopping travel) [2,10] and have assured the continuity and 
smoothness of the movement between and within steps [2,8]. In addition, different 
types of virtual locomotion control laws are based on neural networks [2], knee pat-
tern recognition [5], signal processing [2] and biomechanical state machines [8]. In 
reference to viewpoint movement, the Slater WIP system [4] updates a predefined 
virtual distance only when a footstep is detected. This type of displacement motion is 
discrete and confusing for users. Later systems [2,8] updated the viewpoint in each 
frame and attempted to simulate a sinusoidal forward velocity curve. 

GUD-WIP [8] is a state-of-the-art WIP method that estimates walking speed based 
on the subject’s height and mainly on the subject’s step frequency. These metrics 
emanate from the gaiting biomechanics literature [15], which indicates that are posi-
tively correlated with footstep horizontal length [16].   

However the physical movements of gaiting in place are slightly different. The feet 
movements are predominantly vertical and the time to perform footsteps can be dif-
ferent to the horizontal footsteps. To control speed using the step frequency users 
should manage the time variable. Due to different biomechanics features the mini-
mum time to perform vertical footsteps can be lower than to the horizontal footsteps. 
So, in the WIP method user can achieve unexpected higher speed values which cause 
difficulties to control forward walking.  

Other important metric derived from WIP biomechanics features is the footstep 
amplitude. This metric describes the footstep vertical length and is defined as the 
distance between the foot off (and foot strike) positions and the maximum foot height 
achieved. With this metric user manages the vertical distance covered by the foot to 
control virtual speed. We argue that user manages better this distance metric than the 
time metric to control virtual speed. So, our hypothesis states that is more affordable 
and perceptible to user control the virtual speed using the amplitude than the frequen-
cy metric in common walking tasks. 

We developed an exploratory study to understand how subjects establish a rela-
tionship between step vertical length and three simulated virtual rates of speed  
(i.e., slow, moderate and fast). Based on the quantitative results, we propose a new 
approach to walking in place, called SAS-WIP (Speed-Amplitude-Supported Walk-
ing-in-Place), which models the forward linear virtual speed as a function of two ki-
nematic metrics: footstep amplitude and speed. Our approach follows the main goals 
of the recent WIP systems and adds a simple and perceptible technique for transform-
ing step amplitude as a primary factor to generate virtual speed.  

Few studies have attempted to compare different WIP approaches and other inter-
faces [6]. Furthermore, many evaluations resort to subjective questionnaires, from 
which results are difficult to reproduce. To test our hypothesis we developed a  
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comparative study of our SAS-WIP approach and GUD-WIP [8]. We measured the 
task performance of twenty participants in travel and stopping precision tasks through 
three different distances (i.e., short, medium and long). We assessed the user perfor-
mance according different criteria: effectiveness, precision, speed and efficiency. 

We argue that SAS-WIP outperforms GUD-WIP with the following features: 

• Provides to users a better forecast of the virtual distance covered by a single step. 
• Allows for higher average speeds to be achieved, especially when covering long 

distances. 
• Requires less effort from users, resulting in less fatigue, especially when covering 

long distances. 

The results show that the SAS-WIP interface exhibited greater effectiveness and 
precision than the GUD-WIP interface in stopping precision tasks for short distances. 
Additionally, SAS-WIP was both more efficient and faster than GUD-WIP for long 
distances. 

The remainder of this paper is organized as follows. Related work is presented on 
the next section. Next, we describe the SAS-WIP approach, followed by the experi-
ment description, the results and the discussion of the main outcomes. In the  
conclusion section, we introduce the guidelines and summarize our work. 

2 Related Work 

Virtual locomotion is a common task involved in controlling virtual environments. 
This motion can either be the primary task or a secondary goal that allows people to 
perform specific tasks, such as manipulating objects or collecting information [1]. 
Different interaction techniques have been developed to support locomotion in VEs, 
and these techniques are typically used in complex navigation, including changes in 
direction and speed [6]. 

The WIP technique, which is considered a physical locomotion interface [12], was 
designed to improve the sensation of walking while providing efficient navigation in 
VEs [4]. This technique allows users to use small areas of interaction in the real 
world, unlike real walking, while freeing their hands for other interaction tasks. To 
this end, the users’ bodies are tracked and analyzed to simulate virtual locomotion in 
the VE. The movements of different body parts are detected to steer virtual displace-
ment via distinct approaches. 

Slater developed the first WIP system for controlling virtual locomotion in VEs 
[4]. This approach used a neural network to recognize patterns of head movement that 
correspond to walking-in-place actions. The starting and stopping step detection was 
not extremely precise, which confused users and caused them to overshoot their target 
stopping location. Moreover, the forward viewpoint movement is updated only one 
time for each step by one predefined length. User testing with this system revealed 
that WIP can increase presence compared to classical joystick-based interaction [7], 
which is similar to the conclusion reached by Razzaque et al. [9]. In that study, it was 
suggested that WIP might also increase cybersickness [7].  
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The Gaiter system [5] for military simulators is dependent on leg movement, and 
WIP is treated as a gesture that indicates that the user intends to take a virtual step. 
Gaiter uses the direction and the extent of knee movement to compute an implicit 
horizontal displacement of a body in the VE. However, to recognize a virtual step, the 
system must wait until the knee reaches the point of maximum extent, causing a half-
step latency [2].  

Another WIP system developed by Yan et al. [10] used the speed at which the knee 
lifts in stepping in place actions to determine the virtual locomotion speed. The au-
thors related different variables of the real locomotion (forward velocity/leg lifting 
speed, leg lifting speed/step frequency) and the stepping in place (leg frequency/leg 
lifting speed). The authors report that this system is more responsive than Gaiter sys-
tem without explicit proof.  

The output speed of the LLCM-WIP [2] system is dependent on a continuous sig-
nal of the foot heel position. This approach accomplishes the following goals: low 
starting and stopping latency, smooth locomotion between steps, continuous control 
of locomotion speed within each step and the incorporation of real-world turning and 
short-distance maneuvering into virtual locomotion [8]. The output speed curve varies 
considerably when the position differentiation is 0 when maximum foot height is 
achieved and between steps.  

The state of the art GUD-WIP model creates output speeds that better match those 
occurring during real walking and that better respond to variations in step frequency, 
including realistic starting and stopping control of virtual speed using the observed 
footstep frequency [8]. The virtual speed of this implementation shows considerably 
less within-step fluctuation than LLCM-WIP. The virtual speed is dependent on a 
walking equation from the biomechanics literature, which relates to step frequency 
and subject height and relies on in-place step events. The user-study analysis pre-
sented that real walking and GUD-WIP each provide a consistent step frequency to 
resulting speed. 

Although Wendt et al. hypothesized that consistency improves the user experience, 
which leads to improved usability [8], we are not certain that users correctly interpret 
step frequency to forecast the virtual distance covered by a single step in precision 
targeting tasks (short distances). For certain types of applications, such as traveling 
long distances in VEs at high speed, step frequency usage could be inefficient and 
tiring. The stopping latency of the GUD WIP may also be unacceptable for certain 
applications, as mentioned by the authors. 

The system of Wendt et al. was not evaluated by participants during VE travel 
tasks for comparison with other WIP systems or other navigation techniques to under-
stand the task performance addressed and the user experience. 

In this paper, we present a participant study to evaluate our SAS-WIP approach in 
comparison with GUD-WIP. The participants executed travel and target stopping 
tasks, and the performance is measured based on quantitative metrics. The user expe-
rience is articulated with a subjective questionnaire. In this manner, it is be possible to 
understand the usability provided by each system related to those criteria. 
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3 Our Approach 

To test our hypothesis we developed an exploratory study to understand how subjects 
establish a relationship between step vertical length and three simulated virtual rates 
of speed (i.e., slow, moderate and fast). The quantitative results showed a correlation 
between the two variables; higher footsteps correspond to higher simulated speed. 
Another feature emerged during this analysis: foot speed. Subjects also related the 
simulated virtual speed to different levels of foot swing speed. This relationship also 
proved to be consistent. 

Based on these results we develop the SAS-WIP model which primarily takes ad-
vantage of the foot height achieved during in-place steps and is complementary to the 
foot vertical speed. Our system addresses requirements similar to LLCM-WIP [2] and 
GUD-WIP [8] as smooth between-step locomotion speed, continuous within-step 
speed control, real-world turning and maneuvering, low starting latency, low stopping 
latency, in-place step events detection and biomechanics-inspired state machine.  

The next sections describe the development process, the features and the model  
algorithm of the SAS-WIP technique. 

3.1 Exploratory Study 

In the early stages of our research, we conducted informal observations of people 
walking in place. We asked subjects to perform sequences of in-place steps with the 
intention to represent different virtual speed levels (i.e., slow, moderate and fast).  
We only requested that participants relate foot height during steps to each virtual rate 
of speed. 

Most subjects exhibited common behavior patterns. When asked to simulate slow 
locomotion, subjects raised their feet to the lowest maximum height at slow foot 
speed. For moderate locomotion, the footsteps were raised higher and faster than for 
slow walking. Maximum height and foot speed were observed when we instructed 
participants to walk briskly. These observations allowed us to identify a subject-
consistent pattern in the use of foot height to control virtual speed, which suggests 
that people perceive that this metric controls different levels of speed. Another metric 
in subject behavior was also revealed: vertical foot speed. To achieve faster virtual 
speed, the subjects raised the feet faster. Therefore, we considered it important to 
study this feature in greater detail.   

We conducted a formal exploratory study to quantitatively confirm the results of 
those observations. We aimed to confirm that subjects consistently relate footstep 
amplitude and speed with the intended virtual speed. Five participants, four male and 
one female, aged 22 to 45, took part in the user study and were recruited from our 
local university campus. None of the participants had motor or physical impairments. 
The experiment was conducted in a laboratory equipped with an optical tracker sys-
tem [11] based on infra-red cameras, providing 6DOF tracking data at 100 Hz. To 
record the foot height and speed, one reflective marker was mounted on each heel. 
The heel position data for each foot is received as a continuous signal and allows for 
the calculation of the foot speed by vertical position differentiation.  
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Fig. 1. The footstep amplitude and vertical clustered for the five participants 

All participants were asked to walk in place inside a 3x3 meter square. At the be-
ginning of the experiment, the participants were informed of the purpose of the expe-
riment and were asked to perform three series of ten in-place steps for each level of 
simulated virtual locomotion speed: slow, moderate and fast. The position and time-
stamp data gathered allowed for the analysis of descriptive footstep amplitude and 
speed statistics and for the determination of the consistency between those metrics 
and the virtual speed levels perceived by the participants. As all the samples presented 
a normal distribution then we used an ANOVA to assess differences between the 
three speed levels on the two metrics within a significance of 0.05.  

A one-way repeated-measures ANOVA revealed significant differences among the 
three speed levels (F2 =65.071, p<0.001) as a function of footstep amplitude sample. 
A Bonferroni post-hoc test revealed significant differences between all speed levels: 
slow and moderate (p=0.009), slow and fast (p=0.001), and moderate and fast 
(p=0.023). 

These results suggest that participants expected that virtual speed changes consis-
tently with the footstep amplitude. Fig. 1 shows that amplitude values are consistent 
with each simulated rate of speed. 

We use mean speed to characterize foot motion during one step. This calculus is 
based on the vertical distance covered by the foot in the descendent and ascendant 
phases and the respective time periods as defined in Equation (1). The vertical dis-
tance value is the double of the amplitude value, ta is the ascendant time and td is the 
descendant time. The amplitude is the distance between the foot-off (and foot strike) 
detected position and the maximum foot height position. 

Vel= 2*amplitude/(ta+td) (1) 

A one-way repeated-measures ANOVA revealed significant differences among the 
three speed levels (F2 =154.981, p<0.001) as a function of footstep mean speed.  
A Bonferroni post-hoc test revealed differences between all cadences: slow and  
moderate (p=0.003), slow and fast (p<0.001), and moderate and fast (p=0.008).  
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These results show that participants naturally and consistently adapted their foot-
step speed to match each requested simulated speed. Fig. 1 confirms these results by 
demonstrating the variation of the vertical mean speed values of the five participants 
for each of the three simulated speed levels.  

Table 1. Descriptive stats of kinematic variables 

Virtual 
Speed 

Amplitude (m) Mean Foot Speed (m/s) 

Min. Mean St. Dev. Max Min. Mean St. Dev. Max 
 Slow 0.05 0.10 0.03 0.14 0.24 0.40 0.08 0.59 

 Moderate 0.08 0.20 0.03 0.30 0.38 0.70 0.09 0.84 

 Fast 0.22 0.31 0.06 0.46 0.68 0.99 0.09 1.13 

 
Table 1 shows the descriptive statistics of the footstep amplitude and mean speed 

metrics in greater detail. One can see that the amplitude values related to slow, mod-
erate and fast speeds are grouped at approximately 0.10 m, 0.20 m and 0.31 m, re-
spectively. Regarding the mean foot speed, their values are grouped at approximately 
0.40 m/s, 0.70 m/s and 0.99 m/s for the same speed levels, respectively. 

Based on these results, we propose to compute the linear virtual speed in our SAS-
WIP metaphor using the observed kinematics variables and their value ranges.  
The next section describes the primary decisions concerning SAS-WIP. 

3.2 SAS-WIP Model Parameters 

Our approach uses a biomechanics state machine with three states: ascending, des-
cending and foot support. The main events detected are foot-off, foot max height and 
foot strike. Fig. 2 shows the foot states and the conditions that trigger each event. The 
start event (foot off) occurs when the foot vertical position (Pvert) exceeds 0.035 m 
(P1) and the vertical velocity (Vvert) exceeds 1.0 m/s (V1). The transition from as-
cending to descending state occurs when the maximum height is achieved (i.e., Vvert 
is less than 0.05 ms (V2)). The foot strike occurs when Pvert is lower than 0.035 m.  

 

Fig. 2. The state transition diagram for an in-place step for a single foot 
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In the WIP starting phase, the virtual speed of the first step is updated at three mo-
ments, when the following events occur: foot off, max height and foot strike. There-
fore, when the foot off of the first step is detected, the system assigns a value of 0.24 
m/s to the initial virtual speed, which is the minimum value corresponding to the slow 
simulated speed achieved in the exploratory speed (see Table 1). 

In rhythmic phase, the speed is updated at two moments for each step cycle during 
the following events: max height and foot strike. The first event occurs at the end of 
the ascending phase, and the second event occurs at the end of the descending phase. 
Only for these two moments, the speed is updated based on Equation (2), allowing for 
the maintenance of steady speed within and between steps. 

Equation (2) to compute the virtual speed is supported by the kinematics results of 
the exploratory study. We separate the calculus into two conditions: (i) subjects that 
intend to achieve a slow speed or (ii) subjects that want faster speeds (moderate or 
fast).  

To achieve slow virtual speed, the footstep amplitude should be lower than 0.13 m. 
This value corresponds to the sum of the foot mean amplitude (0.10 m) and the stan-
dard deviation (0.03 m) of the slow simulated speed (see Table 1). We observed that 
users control slow speeds better using only their footstep mean speed.  

To achieve faster virtual speed, the main factor is footstep amplitude, which should 
be higher than the slow speed threshold (0.13 m). In this case, the amplitude is di-
vided by that threshold to obtain a linear scale factor of the virtual speed. This deci-
sion was made according to our concept that users expect that virtual speed changes 
consistently with the step amplitude. To calculate the virtual speed, the amplitude 
scale is multiplied by the foot speed. This metric assures consistency in the updating 
of the virtual speed and allows users to allocate or not allocate more walking effort or 
energy. 

 
  

       (2) 

 
Accurate stopping is important to users to better predict how to reach the desired 

locations. Two types of problems exist: false positives (the system stops without user 
intention) or stops long after the user orders a stop. In the stopping movement phase, 
we attempted to avoid these problems in the SAS-WIP system. The motion stops 
when one timeout occurs at the double support (when the feet are supported on the 
ground) state as described by Equation (3). This value is computed as a function of 
the mean foot speed of the last descending phase before the double support. This for-
mula was computed from data gathered from the exploratory study. We investigated 
how long the double support was sustained after different footstep speed levels (from 
slowest to fastest) occurred. 

 
Time= (-0.2*foot_speed+0.41)*1000 (3) 
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We identified a trend in the foot speed variation from the slowest to the fastest mo-
tions before the user stop actions. When the foot speed is higher, the timeout is short-
er. We opted to stop the virtual movement immediately after the timeout is achieved. 
GUD-WIP slows and smoothly stops the virtual speed. Our method decreases the 
stopping latency relatively to GUD-WIP, preventing unintentional motion stoppage. 

3.3 Speed Features 

Fig. 3 (right image) shows the virtual speed curve generated by the SAS-WIP algo-
rithm from two independent series of in-place footsteps (blue and red lines). The first 
three steps are slows, the following three steps are moderate and the three final steps 
are fast. The “Virtual Speed” axis discriminates the output speed generated by SAS-
WIP, and the “Position” axis represents the foot height achieved by each foot (left and 
right).  
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Fig. 3. Virtual speed is updated at the starting and rhythmic phases (left image); virtual speed 
curve generated by SAS-WIP (right image) 

In Fig. 3 (left image), it is possible to identify several features, such as the assign-
ment of the initial speed (0.24 m/s) at foot off of the first step as well as the speed 
updates at the max height and foot strike events. Regarding the rhythmic phase of the 
slow steps, the curve shows that the output speed is steady because the foot speeds are 
similar. Regarding the moderate steps, the effect of amplitude is evident. The virtual 
speed curve grows consistently with footstep amplitude. The speed control is  
continuous and responsive to amplitude changes between- and within-step. 

The stopping latency is exhibited in the last step of each sequence. There is an evi-
dent delay between the end of the last step and the virtual stopping. However, this 
timeout is detected immediately and is assigned a null speed in the virtual movement. 

4 Experiment 

To assess the performance afforded by SAS-WIP, we developed a participant study to 
compare our approach with GUD-WIP. 
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4.1 Tasks 

The participants were asked to execute two different tasks: (i) travel through nine 
paths of different distances and (ii) stop in front of nine prescribed target locations. 
The sequence and the distances of the nine paths traveled are as follows: P1 (6.0 m), 
P2 (1.0 m), P3 (12.0 m), P4 (0.5 m), P5 (24.0 m), P6 (1.5 m), P7 (3.0 m), P8 (48.0 m) 
and P9 (2.0 m). These different paths covered different distances: short (0.5 m, 1.0 m, 
1.5 m, 2.0 m and 3.0 m), medium (6.0 m and 12.0 m) and long (24.0 m and 48.0 m). 
The short distances are suited to test the precision and the effectiveness provided by 
the interfaces in the stopping task, and the medium and long distances can check the 
efficiency and the speed offered to participants by the locomotion interfaces. 

In the stopping task, the participants attempt to stop as close as possible in front of 
a target without overshooting it. This task occurred at the end of the travel task. Each 
of the nine paths is bound by rectangular targets (length: 1 m, width: 0.1 m) posi-
tioned on the sidewalk floor (length: 100 m), as exhibited in Fig. 4. The participants 
control the viewpoint in this experiment by using the first person model and perceive 
the proximity to the target by measuring the distance between that object position and 
the bottom line of the viewport. Therefore, the participants should stop the viewpoint 
motion when the rectangle is as near as possible to the bottom line of the screen. 

The task performance offered to participants by the interfaces is determined by the 
following criteria: effectiveness, precision, mean speed and efficiency. 

4.2 Participants 

Twenty participants, 15 male and five female, ranging in age from 20 to 33 years 
(mean=24.5 years) took part in the user study and were recruited from our local uni-
versity campus. The majority of the participants had played videogames that use vir-
tual navigation, and no one had motor or physical impairments. No participant had 
previously tested physical locomotion interfaces like the WIP systems. 

4.3 Procedure 

At the beginning of the experiment, the participants were told the purpose of the 
study, and the script was explained. A pre-test questionnaire was administered to 
gather demographic and navigation skills data for each participant. 

Before testing each interface, participants practiced for at least 10 minutes in an 
environment similar to the formal tests, performing travel and stopping tasks. When 
ready, the participants began each interface trial, traveling all the nine paths and mak-
ing stops before each target. When a system error occurred or a participant sensed a 
particular difficulty, the trial was repeated. Regarding the travel task, the participants 
were asked to complete each assigned path as fast as they could. At the end of each 
interface, the trial subjects completed a post-test questionnaire to respond to questions 
about their experience. Each participant experimented with both interfaces in an order 
determined using a Latin Square approach to avoid bias associated with the sequence 
of the trials. 
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After all the participant trials were complete, a post-experiment questionnaire was 
administered in order to allow the participants to compare and rank the interfaces 
based on their subjective preferences. 

4.4 Apparatus 

This experiment was developed in the same laboratory where the exploratory study 
occurred. The output of the virtual environment was displayed on a large-scale screen 
(4x2.25 square meters) as shown in Fig. 4 (bottom picture). The participants are posi-
tioned approximately 2.0 m from the screen, within a 3x3 meter square area. The foot 
motion capture was supported by an optical tracker system [11], which determines the 
heel position for each foot.  

   
Fig. 4. The 3D virtual environment and the experiment apparatus (from left to right) 

4.5 Ensure Equity with GUD-WIP 

To ensure a fair comparison between our approach and GUD-WIP, we implemented 
several adjustments to this system. Because the GUD-WIP stopping latency is slow, 
we adapted the SAS-WIP stopping mechanism, which described by Equation (3). 
Therefore, the effectiveness and precision of the two interfaces were only affected by 
the interface features provided to the participants. 

To compare the speed provided by each interface, it is necessary to assure that their 
value ranges are similar. Theoretically, the two WIP interfaces allow similar speed 
levels for the slowest and fastest cases, as exhibited in Table 2. 

Table 2. Comparison of 3 representative speed levels generated by SAS-WIP and GUD-WIP 

GUD-WIP SAS-WIP 

Freq. (hz) Virtual Speed(m/s) Ampl.(m) Foot Speed (m/s) Virtual Speed (m/s)

2.50 2.54 0.31 0.99 2.36 
1.75 1.24 0.20 0.70 1.07 
1.00 0.41 0.10 0.40 0.40 

Table 2 compares three representative speed levels for each interface, correspond-
ing to slow, medium and fast values. In this comparison, the GUD-WIP virtual speed 



 A New Approach to Walking in Place 381 

 

is computed with a constant height of 1.72m. The variable values of SAS-WIP are 
obtained from the mean values of Table 1 for the three speed levels. The GUD-WIP 
frequency values are based on reference values from the literature [15] that are repre-
sentative of the range speed. The comparative virtual speed values suggest that the 
two interfaces can provide similar speed levels. Therefore, the speed achieved by the 
participants should depend on the affordance provided by each interface. 

4.6 Design and Data Analysis 

We used a within-subjects design where each participant tested all the three interfac-
es. The nine paths were grouped in three different distance classes: short, medium and 
long, as explained previously. Therefore, the analyzed data consisted of 20 partici-
pants x 3 distance classes x 3 interfaces, which equals 180 paths/targets. 

The quantitative results are dependent on the following task metrics: target over-
shoots frequency, final distance to target, mean speed and number of steps. The data 
samples of the overshoot frequency and the final distance to target did not present a 
normal distribution, so we used the non-parametric Wilcoxon test to determine the 
pairwise differences among the interfaces. 

Regarding the “mean speed” and “number of steps” metrics, a two-way repeated-
measures ANOVA (interfaces x paths) was applied. In this case, the Greenhouse-
Geisser’s sphericity corrections were applied whenever Mauchly’s test of sphericity 
showed a significant effect. In both metrics, the paired t-test was used to determine 
the pairwise differences among the two interfaces. 

The subjective questionnaire results were analyzed using the Friedman non-
parametric test on the different six criteria (i.e., Fun, Ease of use, Fatigue, Precision, 
Naturalness and Global Appreciation) and the Wilcoxon post-hoc test. 

The level of significance used for all of the hypothesis tests was α=0.05. 

5 Results and Discussion 

The quantitative data gathered from the trials were statically analyzed to understand 
the comparative performance provided by the two interfaces. In this section, we ex-
plain the effects of the interfaces on the metrics, which are the overshoot frequency, 
final distance to target, mean speed and the number of steps. 

Table 3. Mean and interval confidence values of the metrics: A-Frequency Overshoots,  
B- Distance to Target (m), C-Mean Speed (m/s) and D-Number of Steps 

 SAS-WIP GUD-WIP 
 Short Med. Long Short Med. Long 
 µ CI µ CI µ CI µ CI µ CI µ CI 

A 0.58 0.25 0.48 0.21 0.48 0.25 0.80 0.35 0.65 0.28 0.60 0.26 

B 0.05 0.02 0.08 0.03 0.12 0.12 0.14 0.14 0.14 0.14 0.14 0.14 

C 0.50 0.06 1.21 0.23 2.64 0.39 0.50 0.07 0.88 0.11 1.93 0.23 

D 4.63 0.62 11.6 1.87 19.3 1.87 3.73 0.49 14.2 1.53 37.0 4.75 
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In this section, results obtained from the subjective questionnaire post-test are also 
described. 

5.1 Effectiveness 

The target overshoot data were recorded during the stopping tasks. One overshoot 
represented an error by the participant. The performance effectiveness criterion is 
related to the overshoot frequency. Fewer overshoots indicates greater effectiveness. 

Table 3 shows the mean overshoot frequency for the two interfaces grouped by dis-
tance classes. The SAS-WIP interface allows, on average, a lower overshoot frequen-
cy than GUD-WIP for the three distance classes.  

 Relative to short distances, the test showed significant differences between SAS-
WIP and GUD-WIP (p=0.004). For medium and long distances, significant differenc-
es between SAS-WIP and GUD-WIP (p=0.080, p=0.856, respectively) were not 
found. We contend that short distances are suited to assess the effectiveness provided 
by the interfaces because users have less time and space to forecast the virtual dis-
tance covered by each footstep, in contrast with longer distances. We argue that 
smaller distances allow for better understanding of which interface provides the best 
effectiveness control. These arguments and the results suggest that SAS-WIP provides 
more effectiveness to users than GUD-WIP. In contrast, for medium and long dis-
tances, SAS-WIP and GUD-WIP assured similar effectiveness in those tasks. In these 
cases, the distances do not affect the interface results because participants had greater 
time and space to predict and adjust the distances covered to stop at the desired point. 

5.2 Precision 

During the stopping tasks, the participants were instructed to stop as near as possible 
to the target without overshooting the target. From the trials, the distance between the 
stop position and the target position was recorded for all targets that were not ex-
ceeded. The exceeded cases are analyzed on frequency overshoot metric. This metric 
was named “final distance to the target” and determines the precision level that an 
interface provides to participants. A smaller final distance to the target indicates 
greater precision. 

Table 3 shows the mean final distance to the target provided by the interfaces 
grouped by the three distance classes. On average, the SAS-WIP interface provided 
the lowest final distance to the target. Regarding short and medium distances, the test 
showed significant differences between GUD-WIP and SAS-WIP (p=0.002, p=0.015) 
in contrast to the long distances, where differences between the two interfaces were 
not revealed (p=0.466). 

Similarly to effectiveness, we consider that smaller distances allow for better un-
derstanding of which interface provides the finest action control and consequently the 
best precision. From these arguments and from the short distance results, we can con-
clude that SAS-WIP provides more precision to users than GUD-WIP in stopping 
tasks. This last conclusion was complemented by the medium distance results. The 
long distance precision results were consistent with the long distance effectiveness 
results. 
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5.3 Mean Speed 

The time and the distance traveled across the different paths were recorded to calcu-
late the mean speed for each path. Greater mean speed indicates faster participant 
travel. This metric provides how fast the user can walk using each interface.  

Table 3 shows the averages of the mean speed provided by the interfaces for the 
three distance classes. For medium and long distances, on average, SAS-WIP is faster 
than GUD-WIP, although for short distances, the two WIP interfaces are similar. 

The two-way repeated-measures ANOVA revealed the significant effect of the in-
terface (F1.0,16.0 =8.067, p=0.012) and of the distance (F2.0,32.0=216.722, p<0.001) on 
the mean speed. Interactions between interfaces and distance classes were found 
(F2.0,32 =7.600, p=0.002). 

For short distances, the paired t-test did not reveal differences between the two in-
terfaces regarding the mean speed (t17 =-0.148, p=0.884). Concerning medium and 
long distances, the paired t-test revealed significant differences between the interfaces 
on the mean speed (t17 =3.104, p=0.006; t16 =2.805, p=0.013, respectively). 

For medium and long distances, the SAS-WIP approach induces participants to 
travel faster than GUD-WIP, but for short distances, the two WIP interfaces are simi-
lar. The speed in performing paths is more important and critical to longer distances. 
In this manner, the results show that SAS-WIP provides to participants a higher aver-
age speed than GUD-WIP. This conclusion suggests that participants more consistent-
ly map the virtual speed values to the footstep amplitude than to the footstep  
frequency. 

The tests allow for the identification of several errors committed by participants 
when they want to achieve faster speeds with GUD-WIP. When the step frequency is 
high (e.g., 20 Hz) because the footstep period is very short (e.g., 50 ms), the speed 
achieved is “supersonic” (e.g., 169.91 m/s). This problem occurs when participants 
increase the step cadence, shortening times between footsteps to travel faster  
(sometimes the viewpoint moves out of the VE scenario). 

5.4 Efficiency 

No references were found in the gaiting literature about what is the footstep factor 
which causes more energy expenditure: frequency or amplitude. So, we chose the 
number of steps as the metric that indicates the level of effort allocated to this task 
because is the common element for the two interfaces. So in our concept, this metric 
provides a measure of efficiency provided by the WIP interfaces. Fewer steps to tra-
vel the paths indicate greater efficiency provided by the interface. During the travel 
task across the different distances, the number of footsteps performed was recorded.  

Table 3 shows the mean number of footsteps provided by the interfaces grouped by 
distance classes. For the medium and long distances, on average, the GUD-WIP inter-
face induced a greater number of steps than did SAS-WIP. For short distances, GUD-
WIP provided a lower number of steps than did SAS-WIP. 

The two-way repeated-measures ANOVA revealed the significant effect of the in-
terface (F1.0,14.0=38.522, p<0.001) and the distance (F2.0,28.0 =160.112, p<0.001) on the 
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number of footsteps performed. Interactions between interfaces and distance classes 
were identified (F1.103, 15.446 =32.855, p<0.001).   

For the two WIP interfaces, regardless of the distances, the effect of the interface 
was significant (F1.0 =38.522, p<0.001). The post-hoc test revealed significant differ-
ences between SAS-WIP and GUD-WIP (p<0.001). In contrast, accounting for the 
three distance classes, the distance had a significant effect (F1.502 =160.112, p<0.001) 
on the number of steps, as we expected. The post-hoc test revealed significant differ-
ences between SAS-WIP and GUD-WIP (p<0.001). For short distances, the paired t-
test revealed significant differences between the two interfaces (t14 =3.450, p=0.004) 
regarding the number of steps. Concerning medium distances, the paired t-test re-
vealed a significant difference between the two interfaces (t14 =-2.419, p=0.030) re-
garding the number of steps. For long distances, the paired t-test revealed a significant 
difference between the interfaces (t14 =-6.095, p<0.001). 

For short distances, GUD-WIP is more efficient than the SAS-WIP approach. 
When the user intends to move slower with GUD-WIP, the footsteps should be slower 
so the user performs fewer footsteps during the displacement. In contrast, with SAS-
WIP, the user should raise the foot to a short height to move slower, so the footsteps 
are faster, allowing a greater number of steps. 

However, for medium and long distances, where the efficiency is a more important 
performance criterion, SAS-WIP requires fewer footsteps than GUD-WIP. The results 
suggest that SAS-WIP requires less effort from participants and causes less fatigue 
than GUD-WIP, especially when covering long distances, as we expected. 

5.5 User Subjective Perception 

After the participants finished the experiment, they completed a questionnaire in 
which they had to rank the interfaces (SAS-WIP and GUD-WIP) by their preference 
in the context of six subjective criteria: (a) Fun, (b) Easiness of Use, (c) Fatigue, (d) 
Precision of Control, (e) Naturalness and (f) Global Appreciation.  
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Fig. 5. The results of the subjective questionnaire for each criterion (a) – Fun, (b) – Ease of 
Use, (c) – Fatigue, (d) – Precision, (e) – Naturalness and (f) – Global Appreciation 
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To rank the interfaces for each criterion, the participants provided scores from 1 
(worst preference) to 3 (best preference). Fig. 5 shows the preference results for each 
subjective criterion. In the fatigue case, grade 3 indicates that the interface provides 
the least fatigue. 

We found significant differences between the SAS-WIP and GUD-WIP for the fol-
lowing criterion: Fun (p=0.012), Ease of Use (p<0.001), Fatigue (p=0.002), Precision 
(p<0.001) and Global Appreciation (p=0.02). Only for Naturalness, we didn’t found 
significant difference between the two WIP interfaces. 

The questionnaire results showed that SAS-WIP was ranked as the most appre-
ciated interface (global appreciation) and most fun. Many participants commented 
during the experiment that they were greatly satisfied with the controllability provided 
by SAS-WIP and that they found it fun to move in the VE induced by its physical foot 
movements. SAS-WIP is perceived as less tiring than GUD-WIP. 

The last result is consistent with the efficiency and the mean speed results achieved 
in this paper, which suggest that SAS-WIP induces less effort in participants and less 
fatigue than GUD-WIP. Several participants explicitly commented that SAS-WIP is 
less tiring than GUD-WIP, particularly for long distances. 

6 Conclusions and Future Work 

This paper introduced SAS-WIP (Speed-Amplitude-Supported Walking-in-Place), 
which is a new approach to WIP that allows for the control of linear virtual locomo-
tion based on footstep amplitude and speed. We identified the features and kinematic 
variables that best describe the specific foot motions of the SAS-WIP approach via an 
exploratory study with five participants. 

This paper provides a comparative study between two WIP alternatives concepts 
dependent on different metrics. The study explores common locomotion tasks, such as 
travel between targets and stopping before objects, and allows for the measurement of 
the performance provided and the user experience offered. 

Table 4. Comparing the performance criteria provided by the interfaces (“~”: Not Different, 
“>”: Better than, “<”: Worse than) 

 Short Medium Long 
 Effective-
ness

SAS > GUD  SAS ~ GUD SAS ~ GUD 

Precision SAS > GUD SAS > GUD SAS ~ GUD 
Speed ~ GUD-WIP SAS > GUD SAS > GUD 
Efficiency SAS < GUD SAS > GUD SAS > GUD 

 
We argued that users can better forecast the virtual distance covered by a single 

step dependent on the footstep amplitude and speed than on the footstep frequency. 
The effectiveness and precision performance results obtained in our experiment for 
the stooping task suggest the confirmation of this statement (see Table 4). Even for 
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medium and long distances, the speed control of one step is more perceptible for sub-
jects (see Table 4). 

Although theoretically, the speed equation dependent on the footstep frequency al-
lows for greater speed, the results suggest that the approach dependent primarily on 
the footstep amplitude achieved a greater mean speed, particularly for medium and 
long distances.  

Supported by the performance results and participant opinions, the effort allocated 
by users to cover medium and long distances using SAS-WIP seems to be smaller 
than that provided by those using GUD-WIP. This result suggests that SAS-WIP is 
more efficient, assuring less fatigue and possibly less energy expenditure. 

The SAS-WIP system seems to be a promising WIP method, assuring controllable 
and comfortable interaction and good user perception, and should be the object of 
improvements and evaluations with other tasks and environments. However, our WIP 
approach has one open question related to the effect of the subject height in the virtual 
speed computed. One participant expressed this concern because of her small stature. 
We plan to develop a detailed study to understand this effect and how this persona-
lized metric can be implemented in the motion control law. 

A challenging task to measure the controllability provided by SAS-WIP is the pur-
suit of moving objects. We plan to develop a study for measuring the level of proxim-
ity to objects provided by our approach in different locomotion contexts. 

In the future, we plan to evaluate the effect of the proprioception afforded by our 
approach on the perception of spatial dimensions in estimating distances in virtual 
environments. Additionally, we intend to add locomotion direction control (steering) 
dependent entirely on foot motions to SAS-WIP. 
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ing) under the project PEst-OE/EEI/LA0021/2011 and by the project CEDAR 
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Abstract. We present the disambiguation canvas, a technique developed for 
easy, accurate and fast selection of small objects and objects inside cluttered 
virtual environments. Disambiguation canvas rely on selection by progressive 
refinement, it uses a mobile device and consists of two steps. During the first, 
the user defines a subset of objects by means of the orientation sensors of the 
device and a volume casting pointing technique. The subsequent step consists 
of the disambiguation of the desired target among the previously defined subset 
of objects, and is accomplished using the mobile device touchscreen. By relying 
on the touchscreen for the last step, the user can disambiguate among hundreds 
of objects at once. User tests show that our technique performs faster than ray-
casting for targets with approximately 0.53 degrees of angular size, and is also 
much more accurate for all the tested target sizes. 

Keywords: Selection techniques, 3D interaction, usability evaluation,  
progressive refinement. 

1 Introduction 

Selection is one of the four fundamental forms of interaction in a virtual world [1, 2]. 
It is the ability of the user to specify objects in the virtual environment for subsequent 
actions [3]. The literature is rich in immediate selection techniques; however, this 
class of technique is exposed to problems of accuracy, ambiguity and complexity [4]. 
Many applications rely more on correctness of selection than on time of selection, but 
ordinary selection techniques in use tend to favor performance over accuracy. We 
intend to provide a precise yet fast alternative for selection in virtual environments. 
Therefore, we rely on selection by progressive refinement, as proposed by Kopper  
et al. [5]. 

Selection by progressive refinement proposes the breakdown of a selection task in-
to “effortless” subtasks. It aims to avoid the attention and precision usually required 
by traditional selection techniques, so-called immediate selection techniques [5, 6]. 
However, there is an inevitable tradeoff between immediate and progressive refine-
ment selection techniques. To complete a selection, the latter requires a process which 
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usually consists of more than one quick subtask, generally resulting in higher accura-
cy and longer selection time. On the other hand, immediate selection techniques con-
sist in performing the selection in only one step, being generally faster but less  
accurate. 

We propose the disambiguation canvas, which is a technique for quick disambigu-
ation of selection. We use the observed high precision of control provided by the 
touchscreen [7, 8] to allow the disambiguation of the desired object among a subset of 
hundreds of other objects in only one step of refinement. Previous progressive re-
finement techniques do not scale as well as ours. Available techniques that disambi-
guate only in one step are limited to a small subset of objects, while those that refine 
among large subsets require multiple steps of disambiguation. 

 

Fig. 1. Disambiguation canvas walkthrough: (a) the user points to the region where the desired 
object is located; (b) starting a touch rearrange the subset of objects pre-selected by the volume 
casting technique over a selection canvas; (c) the canvas has an absolute mapping to the mobile 
device touchscreen, the user slides his thumb in order to point out the desired object. Disam-
biguation canvas was designed to be compatible with immersive displays, such as the depicted 
head-mounted display. In this figure, the hand inserts illustrate the user gestures for each step, 
and are not displayed by our technique. 

The disambiguation canvas is based on a two steps process. In the first step, the 
user employs a volume casting technique to point in the direction of the desired target 
object (see Figure 1a). When the target object is inside or intersecting the volume of 
selection, the user may start a touch on the mobile device touchscreen to enter the 
second step of the selection. A rectangle aligned parallel with the image plane – or 
with the mid orientation of the two image planes when stereoscopic rendering is in 
use – appears in front of the user; all the subset of objects pre-selected by the volume 
moves in an animation to form a matrix inside this rectangle (Figure 1b). The rectan-
gle has a 1:1 mapping with the mobile device touchscreen, sliding the thumb on the 
touchscreen allows the superposition of the desired object by the arrow (Figure 1c). 
Selection is performed by a take-off gesture. If the user wants to leave the  
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disambiguation phase without selecting any object, they simply perform a take-off 
gesture with the arrow over an empty region of the rectangle. 

The remainder of this paper is organized as follows. In order to provide the reader 
with a context, Section 2 summarizes the main selection techniques that consider 
progressive refinement; Section 3 presents the proposed technique design decisions, 
prototype hardware technology and software implementation. In Section 4 we present 
the evaluation of the disambiguation canvas, comparing it with the ray-casting and 
SQUAD [5], and present the analysis of results. A deeper discussion covering qualita-
tive results as well as suggestions for design changes are presented in Section 5. Fi-
nally, in Section 6 we highlight our findings and suggest future developments. 

2 Related Work 

The design space of selection by progressive refinement was presented by Kopper  
et al. [5]. It is defined as an approach to progressively reduce the group of selectable 
objects and hence reduce required precision of pointing. From the current literature, 
we could identify three major groups of progressive refinement selection techniques: 
menu disambiguation, zoom and persistence of pointing. These are discussed below, 
as well as some techniques that do not fit these main categories. 

Menu disambiguation: generally uses a volume of selection on the initial phase to 
reduce the effort of pointing into the desired object. Objects that fall inside or inter-
sect that volume are then presented as a subset of objects using some sort of menu for 
disambiguation. 

Dang et al. presented the transparent sphere and transparent cylinder [9]. On the 
transparent sphere technique, a positional cursor similar to the virtual hand meta-
phor [2] is used to place a spherical volume of selection in space. Objects inside or 
intersecting this sphere have their names shown on a menu. Disambiguation is per-
formed by selecting the desired object name. On the other hand, the transparent cy-
linder uses a ray-casting based approach where a cylindrical volume is attached along 
the cast ray in order to define the subset of objects. Transparent sphere and cylinder 
present only the name of the target for disambiguation. Thus their original design is 
unsuitable for a series of applications. 

Grossman and Balakrishnan [10] proposed the flower ray for interaction with a vo-
lumetric display. The flower ray uses ray-casting, and disambiguates using a marking 
menu. When entering the menu disambiguation step, intersected objects animate to-
wards the user viewport and spread as a marking menu. However, this technique still 
requires precision of pointing as it relies on ray-casting for both phases, and would 
have problems disambiguating among a large subset of objects. 

When proposing the taxonomy for the progressive refinement selection techniques, 
Kopper et al. [5] also presented the SQUAD technique (sphere-casting refined by 
QUAD-menu). SQUAD consists of defining a subset of objects through their intersec-
tion with a sphere volume, and further refining the subset through QUAD menus until 
only one object remains. As SQUAD relies on several steps of disambiguation, we 
believe the major drawback of this approach is that the visual search is repeated in 
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each step. If the desired object is similar to others, the visual search can be even more 
time consuming than the pointing task itself. This question was not addressed in the 
original study. 

Zoom: Bacim et al. [6] propose two techniques for progressive refinement based on 
zoom, discrete zoom and continuous zoom. In the discrete zoom, the user defines a 
quadrant of the screen they want to see in more detail, the frustum changes so that the 
specific quadrant covers all the field of view (FOV). In the continuous zoom tech-
nique, the zoom happens continuously towards the pointing direction. Zoom based 
techniques have the advantage of showing the objects in their original context. How-
ever, manually controlled zoom tends to be more time consuming. Indeed, the evalua-
tion presented by Bacim et al. showed lower performance when compared to the 
SQUAD technique. 

Score accumulation: although not originally classified as progressive refinement 
selection techniques [5], we advocate that score accumulation techniques present the 
expected behavior described by the authors. These generally rely on the consistency 
of pointing, where objects that were targeted for a larger duration accumulate higher 
scores, becoming more likely to be the intended target of a selection. 

Haan et al. [4] use an approach similar to lightspot (cone-casting) [11] for the in-
tenselect technique. However, on intenselect an alternative disambiguation function is 
applied and expanded to the dimension of time. Objects that fall inside the cast cone 
accumulate scores over time. Their scores increase proportionally to their proximity 
to the center of the cone and its casting origin. If an object stops intersecting the cone, 
its score is gradually lowered. Visual feedback of pointing is given by a bended ray 
connecting the origin of the ray to the object with the higher score. 

Grossman and Balakrishnan have implemented and evaluated the smart ray – tech-
nique first proposed by Steed [3] – on a volumetric display [10]. All objects inter-
sected by the ray accumulate scores; to disambiguate, the user moves the origin and 
direction of the ray so that it always intersects the intended object. As long as the user 
succeeds maintaining the ray over the desired object for more time than any other, she 
is able to select it. Smart ray gradually decreases the score of the objects that have lost 
intersection with the ray. Therefore, it still maintains most of the score of objects that 
unintentionally lost contact with the ray for a short period of time. 

Other approaches: Steed and Parker have proposed shadow cone-casting [12], 
which uses cone casting persistence of pointing along time to define a selection. 
When the user starts a selection, all objects inside the cone are selectable. The user 
must disambiguate among these objects by moving the origin of the cone while trying 
to always maintain the desired object(s) inside the cone. If an object falls outside the 
cone, it is cut out of this selection process. This technique allows the selection of mul-
tiple targets. However, it relies on the proximity of objects for this. Additionally, this 
technique is likely to be very time consuming in a cluttered environment, where high 
precision is required. 

Grossman and Balakrishnan have proposed the lock ray [10], which expands their 
own technique of depth ray. The depth ray uses forward and backward hand move-
ments to disambiguate which of the objects intersected by ray-casting will be selected. 
In the lock ray, these steps are performed in sequence, assuring higher precision  
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control as the ray-casting becomes locked, while in the depth ray they are performed 
simultaneously. Both techniques still require high precision of pointing in order to hit 
a target with the ray-casting metaphor. 

Stellmach and Dachselt presented Look & Touch, which has more similarities with 
our approach [16], although being designed for 2D selection. With Look & Touch the 
user uses his gaze to control the direction of the lower precision phase of pointing; 
objects intersecting the circular area of their cursor are pre-selected, and the user can 
disambiguate cycling through the objects on an iPod touch touchscreen. Besides this 
disambiguation technique, they also propose a relative and an absolute control of the 
cursor using the touchscreen, similar to [17, 8]. 

3 Technique Design 

This section exposes our design decisions while developing the disambiguation can-
vas, its particularities (such as objects distribution over the plane) and its implementa-
tion details. 

3.1 Volume Casting Techniques 

The most common approaches for volume casting are the cone-casting and the 
sphere-casting techniques. Which one of these is best fit for our technique may de-
pend on the application. Thus, we decided to support both volume-casting techniques 
for the disambiguation canvas. 

Using the cast of a sphere, it is likely that the amount of objects intersecting the vo-
lume is smaller, as the sphere has a limited depth. However, it is also harder to control 
the first step of the selection as the depth must be somehow provided; there are two 
common approaches to determine the sphere depth. The first uses the near intersection 
of the sphere, and sets its distance to the intersection position. The second casts a ray 
through the center of the sphere; the distance of the first intersection of this ray is 
used to set the sphere depth. In SQUAD for instance, Kopper et al. [5] favored the 
sphere-casting with the depth of the sphere determined by ray-casting, but this may 
be due to the type of environment for which they developed the technique, a virtual 
supermarket application. In the supermarket environment, objects were very cluttered 
and organized as stacks in many shelves. Such organization facilitates the task of 
pointing out a cluster of objects with sphere-casting. 

On the other hand, cone-casting allows reaching objects even if an intersection oc-
cludes them from the casting origin point of view, which sphere-casting is unable to 
do. Cone-casting can also reduce the necessary precision during the first stage, as no 
depth input is required. However, cone-casting may intersect too many objects if the 
scene is very cluttered. In the supermarket case, cone-casting would require con-
straints in order not to select objects behind the shelves; otherwise a huge amount of 
objects may fall inside the conic volume.  

Based on the report by [13] that users achieved up to 4∘ of error during the coarse 
precision phase of distal pointing, we suggest the angular size of 12∘ for the 
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sphere/cone casting technique. Six degrees from the center of the ray to the 
sphere/cone borders. The sphere/cone always rescales to achieve the angular size of 
12∘ from the casting position point of view. 

3.2 Graphic Representation 

We use an arrow shape for the cursor, and a semi-transparent rectangle to represent 
the canvas. Based on its widespread use, we concluded that the arrow would be the 
most natural and intuitive representation for the cursor pointing position, while the 
rectangle helps to easily match and associate the mobile device touchscreen with an 
area on the virtual environment. These shapes are only visible during the second step, 
which is the disambiguation step. The mobile device pointing direction is represented 
by a semi-transparent sphere or a cone, depending on the volume-casting technique 
used. The volume-casting shape in use is always visible, so the user can always have 
feedback on his/her pointing direction, even when performing the second step of a 
selection (disambiguation step). 

The rectangle uses an absolute mapping with the mobile device touchscreen. It is 
drawn to use 30∘ of the total 45∘ standard vertical FOV of the camera. We positioned 
it 70cm away from the camera on our immersive display implementation, thus we 
obtained the size of ≈38cm. However, in order to make better use of the FOV, this 
size should be decided according to the available display, allowing the user to inspect 
the objects more efficiently, and therefore reducing the visual search time. The dis-
tance on which it is drawn may also vary in order to avoid occlusion with other ob-
jects in the scene. In our specific implementation, we adopted the distance of 70cm to 
maintain a pleasant stereoscopic rendering when switching from background to  
canvas.  

3.3 Mapping Objects to the Canvas 

When entering the second step of the disambiguation canvas, the subset of objects 
must be reorganized side by side over the canvas plane. As most users might have 
trouble reaching the whole touchscreen with the thumb, we propose two standard 
layouts on which the objects are reorganized so the user can easily reach them. The 
first consists of ≈53.4% of the total area, and is oriented to user handedness (Fig-
ure 2a). This layout takes 5% from the right, the left and the top, and 25% from the 
bottom out of the useful area, as well as 1/8 and 1/16 of the remaining that is too close 
to the palm and far from the thumb reach respectively. The second layout consists of 
≈42.4% of the total touch screen area. This layout takes 5% from the right and the 
left, 10% from the top, and 30% from the bottom out of the useful area. The final 
layout consists of a circle inside the remaining area, as illustrated in Figure 2b. 

For a preliminary (not presented) and the first evaluation (Section 4.1), the layout 
presented in Figure 2a was used. Although in general it has worked properly for most 
subjects, two users from the preliminary evaluation had difficulty to reach a large 
portion of the layout, and in consequence obtained significantly higher error rates. 
Thus, we have also decided to approach a layout calibration method. To calibrate, the 
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user performs circular movements with the thumb on the touchscreen within their 
range of comfortable motion (Figure 3a). A flood fill algorithm identifies the outer-
most bounds for that user’s specific layout. This approach was used in the second 
evaluation, presented in Section 4.2. 

 

Fig. 2. Standard layouts of useful touchscreen area proposed for the disambiguation canvas 
techniques. The (a) standard layout was used for the first presented evaluation. 

 

Fig. 3. Proposed layout calibration process, (a) contour of the reachable area defined by a user. 
(b) Arrangement of objects inside the reachable area, notice that the starting position of the 
arrow is kept empty. This procedure was used for the second evaluation (Section 4.2). 

When switching to the disambiguation phase, a matrix fitting every pre-selected 
object inside the layout is computed, and each object is designated to a valid slot of 
the matrix (Figure 3b). A slot is considered valid if its center is located inside the 
usable area defined by the layout. In order to fit every object inside their designed 
slot, the objects are rescaled so their bounding box does not pass beyond that space. 
However, this may make some visual attributes less apparent or even impossible to be 
perceived, such as when the user wants to select a target of specific size within a 
group of similar objects. To overcome this issue the rescale factor may also be pro-
portional to the largest and smallest target, being linearly remapped between a mini-
mum and maximum threshold. That is, if the smallest object is ten times smaller than 
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the largest one, this proportion factor (1:10) will be lowered to a maximum of half of 
the size (1:2) so both objects remain visible and distinguishable. Objects with inter-
mediate sizes are proportionally rescaled in between these thresholds. By default, our 
current implementation uses this approach. 

In our current implementation, which was used for the second user evaluation 
(Section 4.2), the position where the user starts a touch is not superposed by objects. 
This design facilitates leaving a selection procedure if the user does not want to select 
any of the objects pre-selected by the first phase (Figure 3b). In addition, it also 
avoids accidental selection in the case of an unintentional touch by the user. 

 

Fig. 4. Difficulty of selection is proportional to the amount of objects pre-selected by the first 
step; in (a) there are 25 objects on the canvas, in (b) 97 objects, and in (c) 224 objects. 

A regular immediate selection technique usually has its difficulty of pointing in-
creased by reducing the target object size. However, when using the disambiguation 
canvas the difficulty increases according to how many objects have been pre-selected 
by the volume-casting during the first phase. This is an expected behavior of progres-
sive refinement selection techniques, and might make the refinement slower and/or 
harder. However, as the disambiguation canvas relies on the mobile device touch-
screen for disambiguation, we are able to align hundreds of objects within a single 
disambiguation step while still ensuring high precision. During the first technique 
evaluation (Section 4.1), we have used three distinct object densities; they are shown 
in Figure 4. For the worst case depicted in Figure 4c, 224 objects went to the disam-
biguation phase. Still, our technique offered the very convenient sensing area of ≈230 
pixels of the touchscreen (the orthogonal projection of the spherical object over an 
area of 19×19 pixels), which has a total input area of 320×480. 

3.4 Prototype Implementation 

We used an Intel Core i7 computer, equipped with two AMD Radeon HD 5870 Eye-
finity6. The immersive display is a Sensics zSight Integrated SXGA Head Mounted 
Display (HMD) (Figure 5a). It provides stereoscopic vision using two 1280 x 1024 
displays, and has a FOV of 60∘. This HMD also provides the orientation of the head. 
For the mobile device, we have chosen the Apple iPhone 4/4S and iPod touch 4. 
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The software displayed by the zSight HMD is implemented in C++, using Ogre3D 
for graphics [14] (Figure 5b). We support stereoscopy in our application. The mobile 
device software is an app implemented in Objective-C. It acquires the sensor readings 
and communicates them over a Wi-Fi infrastructure through UDP. To obtain the 
orientation of the iPhone 4/4S, which has a magnetometer – thus providing the recali-
bration of drift on the yaw – we have used the strategy proposed by Madgwick [15] 
with the adaptations presented in a previous work [8]. In [8], a complete description 
on the acquisition and processing of sensor data to provide orientation is presented. 
To obtain the orientation of the iPod touch 4, which does not contain a magnetometer, 
we have used the standard orientation provided by the iOS SDK. 

 

Fig. 5. Merged images of the prototype overview (a), and the test application used for  
evaluation (b) 

4 Disambiguation Canvas Evaluation 

We conducted two sets of user tests for the disambiguation canvas technique. The 
main design decisions are common to both evaluations and were based on those used 
by Kopper et al. for the SQUAD technique evaluation [5]. Both were comparative 
evaluations and used a within-subject design. In the first we compare disambiguation 
canvas with ray-casting, while in the second we compare it with SQUAD. The im-
plemented ray-casting relies only on the orientation of the device – assumption of a 
constant casting position – and is therefore referred to as ORayCasting (orientation 
ray-casting); disambiguation canvas and SQUAD also use only the orientation of the 
device for the volume-casting step. The disambiguation canvas is referred to as 
DCanvas. For both evaluations the objects pre-selected by the first phase of DCanvas 
were animated from their original position to the canvas in a 250ms animation. 

An iPod touch 4 was used in both evaluations. As mentioned earlier, it is not 
equipped with a magnetometer, and thus is subject to drift on yaw, losing its correct 
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orientation. Therefore we used blocks with no more than 11 trials, and applied an 
offset in order to correct any accumulated error between blocks. On the other hand, it 
produces an orientation less noisy than using the magnetometer to correct yaw, neces-
sary for reliability of pointing while using ray-casting. Mobile device orientation was 
filtered using a dynamic low-pass filter, interpolating between cutoffs of 0.2Hz and 
50Hz, with 60Hz sampling rate. Cutoff is defined according to the angular change 
speed in degrees: when < 1∘/sec, the lowest cutoff is used (0.2Hz); when > 50∘/sec, 
the highest cutoff is used (50Hz). For any speed between those, a linearly interpolated 
cutoff value is used. 

General goal: the goal was to select a yellow sphere among several distractors of 
same size represented as blue spheres. These objects were arranged as a matrix. To 
position them, we use a main sphere of 2.155m radius. All the selectable spheres were 
positioned with their centers intersecting the borders of this main sphere. The origin 
of the ray/sphere-casting was set to the center of the main sphere. This guarantees the 
same angular pointing size for all the objects. The virtual camera was positioned 
50cm above the ray/sphere-casting origin. This configuration is shown in Figure 5. 

Evaluation procedure: The same procedure and similar questionnaires were used 
for both of our evaluations. The procedure was as follows:  

1. The subject was asked for any health issue or impairment that could prevent 
them from participating (such as a history of epilepsy and color blindness)  

2. The subject filled in a characterization questionnaire  
3. The subject was presented to the first technique on an ordinary screen display 

(so the experimenter and the subject could share the view while explaining 
how the technique works)  

4. The experimenter presented the HMD and how to adjust it to the head  
5. The subject performed practice blocks with the first technique  
6. The subject performed evaluation blocks with the first technique  
7. The subject answered a questionnaire about the first technique  
8. The subject repeated steps 3, 5, 6 and 7 for the second technique  
9. The subject filled in a post-experiment questionnaire comparing both  

techniques  

A block consisted of a collection of trials. A trial consisted of a selection task, 
ending with an activation of selection, which could be successful or not. The number 
of blocks and trials is different for each evaluation. Subjects were allowed to remove 
the HMD and rest between the blocks if desired. 

4.1 Comparison with ORayCasting 

Design: sphere-casting was used for the volume-casting step of selection on DCan-
vas. Instead of using the suggested standard size of ≈12∘ for the casted sphere, we 
used the angular size of ≈26∘, so more objects would be pre-selected for the subse-
quent disambiguation phase. This sphere is represented by a semitransparent sphere. 
The ORayCasting casted ray is represented by a cylinder with 1cm of diameter. 
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The independent variables are angular space between objects (resulting in different 
distractors density): 5∘, 2.5∘ and ≈1.67∘; and angular size: ≈0.53∘, ≈1.06∘ and ≈1.6∘ 
(2cm, 4cm and 6cm respectively). We used blocks of 10 trials, 9 of them representa-
tive of the combination of density × size, and an initial target which was used to start 
the block. Training consisted of 5 blocks, while the evaluation consisted of 10. The 9 
valid targets within each block were randomly presented, while technique presenta-
tion order was counterbalanced. 

The target was randomly chosen among the objects with only one constraint, this 
object should have its center within a range between 52cm and 77cm from the center 
of the matrix of objects. We did so in order to keep the possible targets within the 
user’s field of view, thus reducing visual search bias. We have also colored objects 
farther than 77cm to green, so the user knows they are not target candidates. For this 
evaluation, the collision checking on the disambiguation step was performed using the 
superposition of the arrow over the projection of the sphere on the canvas (a circular 
area). 

The comparison with ORayCasting was also intended to verify design decisions 
and to evaluate whether the technique was comprehensive and easy to use. The design 
choices presented in Figure 3 were not used in this evaluation. In fact, they were im-
plemented after the feedback from this experiment and were used for the following 
SQUAD comparison (Section 4.2).  

Subjects: six graduate students in Computer Science from our university partici-
pated in this experiment (mean age of 29, four right handed). All of them were very 
experienced in managing mobile device touchscreens, and had at least some expe-
rience using natural pointing devices. In a 7 points scale, only two reported expe-
rience with virtual reality equipment of 3 or more points. Each test took from 25 to 40 
minutes to be performed. We have obtained a total of 1,080 valid trials: 2 techniques 
× 6 subjects × 10 blocks × 9 trials. 

Results: overall mean selection times with DCanvas and ORayCasting were re-
spectively: 2.37 and 2.29 seconds. One-way ANOVA showed that DCanvas was 
slower with statistical significance when compared to ORayCasting (F(1.1078)=4.43, 
p<0.036). See Figure 6 for detailed mean time for each combination of target size and 
density. Error rate with ORayCasting was significantly higher than with DCanvas 
(F(1.1078)=70.34, p<0.0001). Error rates for each combination of size and density 
are presented on Figure 6. 

Figure 7 presents the time and error rate per user. For this experiment, DCanvas 
obtained a lower mean time for two users. Four users have not made any selection 
error while using our technique. Subject 6 presented an exceptionally low error rate 
for ORayCasting, but still higher than with DCanvas. 

The intermediate questionnaire asked users to rate each technique concerning: ease 
of learning and ease of use; how well it performs for small, medium and large targets; 
and how much fatigue was felt on their wrist, hand, fingers, back and legs. Results are 
presented in Figure 7. Both were considered very easy to learn, while our technique 
was considered easier to use. DCanvas was preferred over ORayCasting for small and 
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medium targets, while large targets received equivalent ratings for both techniques. 
Overall fatigue was lower for DCanvas; its mean of the 5 related questions was 2.1, 
against 2.5 of ORayCasting. 

 

Fig. 6. Mean trial completion time and error rate for each combination of target angular size 
and density for the comparison with ORayCasting 

 

Fig. 7. Mean time and error rate per user and subjective questionnaire scores for DCanvas and 
ORayCasting 

Regarding the comparative questionnaire, DCanvas presented higher scores for all 
the questions. It was considered more accurate (6.7 against 1.6), faster (5.9 against 
2.7), less tiring (4.8 against 2.6) and easier to use (5.6 against 2.5). Curiously, users 
felt that DCanvas was faster, which is true for ≈.53∘ angular size targets, but false for 
the overall evaluation. DCanvas was also preferred by all the users. 

4.2 Comparison with SQUAD 

Design: for the comparison between DCanvas and SQUAD we have eliminated the 
target size from the set of independent variables. Our previous evaluation, as well as 
the one performed by Kopper et al. to test SQUAD, showed that the target size is not 
significant for time of selection or error rate. Thus we used the constant angular size 
of ≈1.06∘ (4cm) for all the objects. For the independent variable of angular space be-
tween objects (distractors density) we used: 6∘, 3∘, 2∘, 1.5∘ and 1.2∘. 

We used blocks of 11 trials, 2 trials of each density, which were randomly pre-
sented, and an additional initial target used to mark the start of the block. Training 
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consisted of 3 blocks, while the evaluation consisted of 4. Technique presentation 
order was counterbalanced. The target object was randomly chosen with the same 
constraint as before, but accepting a range between 45cm and 55cm from the center of 
the matrix of objects. Objects beyond 60cm from the center were colored in dark blue, 
which is less distractive than the green used for the previous evaluation. 

 

Fig. 8. SQUAD implementation used for comparison: (a) the group of objects inside the sphere-
casting volume is selected by a tap gesture; (b) these objects are rearranged into quadrants in a 
250ms animation, to select a quadrant the user perform a tap gesture while intersecting it with 
ray-casting; (c) the subgroup is rearranged in new quadrants with a 200ms animation, a new tap 
gesture while intersecting the target quadrant results in a successful selection. Note that al-
though the animations impose some time constraints, it also avoids the need for visual search at 
each new step, and the user can start the repositioning of the ray during the animation. (d) 
Overview of the quadrants area of selection, a tap gesture while not intersecting any quadrant – 
or intersecting an empty quadrant – may be performed to leave the selection procedure. 

We used sphere-casting for the first step of selection with DCanvas and SQUAD. 
Instead of adopting the suggested standard size of ≈12∘ for the casted sphere, we used 
the angular size of ≈17∘ for both techniques, so more objects would be pre-selected 
for the subsequent disambiguation phase. Combined with the possible angular space 
between objects for this evaluation, the sphere-casting phase could pre-select ≈6, ≈25, 
≈55, ≈100 or ≈160 objects for the disambiguation phase. The sphere-casting step of 
the DCanvas and SQUAD was represented by a semitransparent sphere.  

The SQUAD casted ray – disambiguation phase – was represented by a cylinder 
with 1cm of diameter. Figure 8a-c presents the walkthrough of our SQUAD  
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implementation. The quad menu is drawn at a distance of 100cm from the camera, 
and is oriented to face the camera. The quad menu is composed of four triangles that 
assemble a square of 4×4 meters (Figure 8d). To recover from a mistaken pre-
selection, the user can point outside of the quad menu and perform a tap gesture, or 
select an empty quadrant. An error only occurs when the user selects a wrong qua-
drant that contains only one object inside. 

For this evaluation, the collision checking on the disambiguation step of DCanvas 
was performed using the superposition of the arrow over the designated objects slot 
(instead of the object projection) in the canvas. This approach increases the effective 
selection size of the object, and also allows a simpler collision test when dealing with 
objects with a mesh more complex than those tested (spheres). Additionally, the im-
provements presented in Figure 3 were also used.  

 

Fig. 9. Mean trial completion time for each angular space (density) of objects distribution for 
the comparison with SQUAD 

 

Fig. 10. Mean time and error rate per user and subjective questionnaire scores for the compari-
son with SQUAD 

Subjects: eleven subjects participated on this evaluation, all of them students or 
professors in computer science or electrical engineering (mean age of 31). On a seven 
points scale, only one reported little experience with mobile device touchscreens (be-
low 5), and three reported experience with pointing devices equal or above 4 points. 
Only one subject reported high frequency of use of virtual reality devices. 

Results: as demonstrated by Figure 9, DCanvas performed significantly faster than 
SQUAD for all conditions. We also highlight that the increase in selection time for 
DCanvas was less steep than SQUAD. For the error rate, both techniques achieved 
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good marks. DCanvas had an error rate of 0.018 errors per trial, while SQUAD 
achieved 0.009 errors per trial. Figure 10 show the individual performance of mean 
time and error rate for each user. 

Concerning the comparative questionnaire, 6 subjects preferred the DCanvas, 
while 5 liked SQUAD most. The mean scores of comparative questions were very 
similar between techniques. DCanvas was considered less precise by a difference of 
≈1.26 points on the 7 points Likert scale, and more difficult to learn and use by a dif-
ference of ≈0.45 and ≈0.39. DCanvas was regarded as faster by a difference of ≈0.19. 

However, on the questionnaire specific for each technique, when no direct compar-
ison was required, the DCanvas obtained higher scores concerning its ease of learn 
and use (Figure 10). On the other hand, SQUAD received higher absolute scores con-
cerning the level of cluttering of the environment. Concerning the fatigue, answers 
were generally very similar, except by the fatigue on the fingers, which was higher for 
DCanvas. The mean of these scores are reported in Figure 10. 

5 Discussion and Final Remarks 

5.1 Transition to the Canvas 

The most recurrent feedback left by the users regards the transition of the subset of 
objects from its original context to the control canvas. Users frequently had the con-
viction that positioning the intended target near the center of the sphere during the 
sphere-casting step would take that target near the center of the canvas when switch-
ing to disambiguation. This intuition may arise from the arrangement of objects as a 
matrix, which would be easily fitted inside the layout. However, on a more complex 
scenario, with targets spread in depth, such organization is not so obvious. We are 
currently working on this issue, as it could reduce user effort of reaching objects 
mapped to distant regions of the touchscreen and reduce visual search time. 

5.2 Keeping the Context 

As for being a progressive refinement technique based in menu disambiguation, ob-
jects that go from the first to the second phase lose their original context. This could 
make it difficult to distinguish the intended object in real applications if they are very 
similar in shape or if the selection depends on their original topology. We propose 
three possible solutions for such limitation of the menu disambiguation approach. The 
first solution is to control the instant of interpolation that animates the objects while 
bringing them over to the disambiguation menu. To cast a ray or a volume for point-
ing, only 2 degrees of freedom (DOF) among the 3 provided by the device orientation 
are required. Our proposal is to use the 3rd DOF to dynamically control the instant of 
the interpolation. The mapping from orientation into instant of interpolation can be 
achieved with an absolute relation, where a certain orientation always results on the 
same instant, or with a relative relation, where after a threshold the orientation con-
trols acceleration forward or backward on the interpolation instant. This strategy was 
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implemented, and showed to be functional; however it was not yet evaluated.  
Figure 11 shows four frames of an animation, moving the objects from their original 
to new position in the disambiguation canvas. 

 

Fig. 11. Four frames illustrating the animation of the objects from their original positions to the 
new ones on the disambiguation canvas. The animation can be reproduced in both directions by 
twisting the mobile device in the corresponding direction. 

The second technique consists in duplicating the original object into the canvas – 
instead of moving the original – and using the copy superposed by the arrow cursor to 
highlight the original object. It can indicate whether the user is pointing to the desired 
object when there is more than one object with the same or similar shapes. 

The third approach is to draw a trajectory curve to connect the original position of 
an object with its final position on the canvas. This approach allows the simultaneous 
observation of all connections between original and final positions at the same time. 
However, this can result in cluttering and may overwhelm the user with information 
when too many objects are taken for disambiguation. 

Notice that these suggestions are not exclusive and can be combined among them. 
Given that this is a general problem of menu based progressive refinement selection 
techniques, we intend to investigate these approaches further in future works. 

5.3 Immersive Tool 

The tests we led, as well as the prototype implementation described in Section 3.4 
considered the use of a head-mounted display (HMD) and 3D stereo visualization to 
enhance the realism and immersion. Subjects were comfortable with this set up. How-
ever, even if the camera is driven by the movement of the user’s head, we are not 
taking much advantage of this, since the objects were concentrated in a relatively 
small area, in front of the user. Our objective so far was to compare the disambigua-
tion canvas with other techniques – as ray-casting and SQUAD – accordingly. Then, 
we tried to avoid any other independent variable. 

Informally, we also tested the disambiguation canvas with a regular display. Our 
intuition is that its use with a regular display depends strongly on the layout of the 
objects. On the other hand, using the HMD provides easy control of the camera, 
which comfortably overcomes this limitation. 

We are also aware that, to verify the robustness of the technique, more tests should 
be done with other layouts for the objects in the scene. Currently, they are all disposed 
on the surface of the sphere that surrounds the user. 
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6 Conclusions and Future Work 

In this paper we have presented the disambiguation canvas, a technique for fast and 
high accuracy selection of objects in a 3D space. It relies on progressive refinement to 
address the lack of accuracy common to immediate selection techniques, and uses 
distinct input hardware to optimize the control over its two steps and overall time 
performance on a selection procedure. 

By using the touchscreen on the second step of the disambiguation canvas, users 
were able to select objects represented in a motor area of ≈7.9mm2 of the touchscreen 
surface very efficiently during evaluation, allowing consistent disambiguation among 
a group of 150≈250 objects. However, the limits for efficient disambiguation with our 
technique are still unknown. Perhaps the simultaneous exhibition of so many objects 
to the user may be more limiting than the precision of input of the mobile device 
touchscreen. In [8], precision above 60% was obtained on a touchscreen area as small 
as ≈0.6mm2. If we transfer this parameter to the disambiguation canvas, the whole 
device touchscreen surface would allow the disambiguation of up to 6,144 objects in 
one step. Are we able to display meaningful objects in the order of thousands to the 
user?  Is the user able to search for a specific object within such a large group?  If this 
is the case, we also intend to adapt our technique to ensure a reliable selection with 
one additional step, such as an area selector that points a group of objects within a 
radius from the thumb position. With this strategy, and taking advantage of the touch-
screen precision, we expect to reduce the selectable objects by a factor of at least 10, 
instead of the factor of 4 used by SQUAD.  

Nevertheless, we emphasize that the user’s subjective rating assumes that our tech-
nique was faster than ray-casting, while it had in fact performed slightly slower. This 
might be a clue to how unpleasant it is to perform a difficult selection with full atten-
tion. We have observed that even the breath had to be controlled for some users. 

Acknowledgments. We would like to thank CNPq-Brazil for the financial support 
through projects 311547/2011-7, 485820/2012-9, 302679/2009-0 and 305071/2012-2. 
Thanks are also due to Microsoft Interop Lab at UFRGS. We finally thank the volun-
teers who kindly agreed to participate in the experiments. 

References 

1. Bowman, D.A., Kruijff, E., LaViola, J.J., Poupyrev, I.: 3D User Interfaces: Theory and 
Practice. Addison Wesley Longman Publishing Co., Inc., USA (2004) 

2. Mine, M.: Virtual environment interaction techniques. Technical report, UNC Chapel Hill 
CS Dept. (1995) 

3. Steed, A.: Towards a general model for selection in virtual environments. In: Proceedings 
of the 3D User Interfaces, 3DUI 2006, USA, pp. 103–110. IEEE Computer Society (2006) 

4. Haan, G.D., Koutek, M., Post, F.H.: Intenselect: Using dynamic object rating for assisting 
3d object selection. In: Virtual Environments 2005, pp. 201–209 (2005) 



 Disambiguation Canvas: A Precise Selection Technique for Virtual Environments 405 

 

5. Kopper, R., Bacim, F., Bowman, D.A.: Rapid and accurate 3d selection by progressive re-
finement. In: Proceedings of the 2011 IEEE Symposium on 3D User Interfaces, 3DUI 
2011, pp. 67–74. IEEE Computer Society, USA (2011) 

6. Bacim, F., Kopper, R., Bowman, D.: Design and evaluation of 3d selection techniques 
based on progressive refinement. International Journal of Human-Computer Studies (to 
appear, 2013) 

7. Baudisch, P., Chu, G.: Back-of-device interaction allows creating very small touch devic-
es. In: Proceedings of the 27th International Conference on Human Factors in Computing 
Systems, CHI 2009, USA, pp. 1923–1932. ACM (2009) 

8. Debarba, H., Nedel, L., Maciel, A.: Lop-cursor: Fast and precise interaction with tiled dis-
plays using one hand and levels of precision. In: 2012 IEEE Symposium on 3D User Inter-
faces, 3DUI, pp. 125–132 (2012) 

9. Dang, N.T., Le, H.H., Tavanti, M.: Visualization and interaction on flight trajectory in a 3d 
stereoscopic environment. In: The 22nd Digital Avionics Systems Conference, DASC 
2003, vol. 2, pp. 9.A.5 –91–10 (2003) 

10. Grossman, T., Balakrishnan, R.: The design and evaluation of selection techniques for 3d 
volumetric displays. In: Proceedings of the 19th Annual ACM Symposium on User Inter-
face Software and Technology, UIST 2006, pp. 3–12. ACM, USA (2006) 

11. Liang, J., Green, M.: Jdcad: A highly interactive 3D modeling system. Computers & 
Graphics 18(4), 499–506 (1994) 

12. Steed, A., Parker, C.: 3D selection strategies for head tracked and non-head tracked opera-
tion of spatially immersive displays. In: 8th International Immersive Projection Technolo-
gy Workshop (2004) 

13. Argelaguet, F., Andujar, C.: Visual feedback techniques for virtual pointing on stereoscop-
ic displays. In: Proceedings of the 16th ACM Symposium on Virtual Reality Software and 
Technology, VRST 2009, USA, pp. 163–170. ACM (2009) 

14. Ogre 3D: Ogre 3D (2012), http://www.ogre3d.org 
15. Madgwick, S.O.H., Harrison, A.J.L., Vaidyanathan, R.: Estimation of IMU and MARG 

orientation using a gradient descent algorithm. In: 2011 IEEE International Conference on 
Rehabilitation Robotics (ICORR), pp. 1–7 (2011) 

16. Stellmach, S., Dachselt, R.: Look & touch: gaze-supported target acquisition. In: Proceed-
ings of the 2012 ACM Annual Conference on Human Factors in Computing Systems (CHI 
2012), pp. 2981–2990. ACM, USA (2012) 

17. Nancel, M., Wagner, J., Pietriga, E., Chapuis, O., Mackay, A.: Mid-air pan-and-zoom on 
wall-sized displays. In: Proceedings of the SIGCHI Conference on Human Factors in 
Computing Systems, CHI 2011, pp. 177–186. ACM, USA (2011) 



P. Kotzé et al. (Eds.): INTERACT 2013, Part III, LNCS 8119, pp. 406–423, 2013. 
IFIP International Federation for Information Processing 2013 

Full Semantic Transparency: 
Overcoming Boundaries of Applications 

Andrea Kohlhase, Michael Kohlhase, Constantin Jucovschi,  
and Alexandru Toader 

Jacobs University Bremen, Germany 
{a.kohlhase,m.kohlhase,c.jucovschi, 

a.toader}@jacobs-university.de 

Abstract. Complex workflows require intelligent interactions. In this paper we 
attack the problem of combining user interfaces of specialized applications that 
support different aspects of objects in scientific/technical workflows with se-
mantic technologies. We analyze the problem in terms of the (new) notion of 
full semantic transparency, i.e., the property of user interfaces to give full 
access to an underlying semantic object even beyond application lines. In a 
multi-application case full semantic transparency is difficult, but can be 
achieved by representing the semantic objects in a structured ontology and ac-
tively supporting the application-specific framings of an object in a semantic in-
terface manager. We evaluate the proposed framework in a situation where as-
pects of technical constructions are distributed across a CAD system, a spread-
sheet application, and a knowledge base. 

Keywords: Full semantic transparency, multi-application SEMANTIC ALLIANCE, 
frame shifts, spreadsheets, CAD systems, semantic services. 

1 Introduction 

As the objects we create and interact with get more and more complex, the cor-
responding workflows increase in complexity as well. Part of this complexity is 
mitigated by specialized support systems for specific sub-goals. But this only 
shifts the underlying problem from mastering complexity to mastering sequences 
of autonomous steps to smoothly perform a given task. Even though sub-goals 
might get simpler to reach, individual subtasks often require distinct support sys-
tems. In particular, users need to use multiple applications offering support to 
address specific rather unpredictable aspects of a task. Therefore, this user-driven 
workflow, we call it “useflow”, has become a topic of research interest in recent 
years. 

To clarify the issues, let us look at a concrete multi-application useflow, which will 
serve as a running example for this paper and for which we implemented a fully se-
mantically transparent interface. 
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1.1 Running Example 

 
Fig. 1. A Pipe End Representation in a CAD System 

Charles A. is a design engineer in a small company that specializes in the production 
of small and fast luxury yachts. As it is a small company Charles needs to analyze 
customer needs in interviews, has to create design solutions with a CAD system like 
Autodesk Inventor, and also decides on production issues. 

The design tasks range from the yacht’s shape down to pipe fittings (see Fig. 1 – here 
a blind flange fitting, a particular pipe end that allows allows access to the piping system 
for revision and cleaning; we will refer to it as a “pipe end”1 in the following). 

As customers often set tight budget restrictions, Charles uses several spreadsheets 
to inform himself about vendors’ pricing schemes for frequently needed items as for 
example pipe ends. In Fig. 2 we see such a spreadsheet for pricing details of pipe ends 
(e.g. in MS Excel).  

 
Fig. 2. A Spreadsheet for the Calculation of Pipe End Prices 

                                                           
1 This assembly is chosen for purely expository reasons, nothing in this paper hinges on this 

choice. 
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Charles can ‘play with the numbers’ by entering distinct quantities or specifying 
different attributes of the 
components of a pipe 
end to compare prices 
between vendors. The 
price conditions for 
components like flanges 
and bolts are stored in 
other worksheets in the 
same workbook (see 
example in Fig. 3). In 
this industrial sector it is 
customary that vendors 
offer percentual dis-
counts for sale items 
depending on the quanti-
ty of units to be ordered. 
Charles’ useflow forces 
him to switch between 
the CAD program and 
the spreadsheet system 
quite frequently. 

1.2 Contribution and Structure of the Paper 

We note that application switches in a useflow become necessary to access different 
aspects of an object currently in focus (e.g. pricing for the currently active CAD as-
sembly). In particular, Charles would like to have the application he switches to al-
ready focused on the target object: that object in the target application that represents 
the respective aspect of the source object (e.g. the price of the type of bolt focused in 
the CAD system). Normal application switchers (e.g. Alt-Tab) do not provide this 
quality. 

In this paper, we use sense-making theory to better understand this “aspect switch-
ing” resulting in a model of “frame shifts” and an interface requirement we call “full 
semantic transparency”, i.e., a UI property that provides users access to the full mean-
ing of information objects. Moreover, we present a fully semantically transparent 
interface. In particular, we strive to support frame shifts via a semantic “mash-up” of 
user interfaces on a fine-grained object level. Concretely, we make use of an existing 
semantic interaction framework, which links the semantic objects in applications to 
concepts in a structured background ontology. These concepts act as a “pivot table” 
that allow us to predict and focus target objects in frame shifts. 

Before we present the interface solution in Section 4, we survey related work  
(Section 2) and establish a model for frame shifts and develop the concept of “full 
semantic transparency” (Section 3). Section 5 concludes the paper. 

 

Fig. 3. A Spreadsheet as Database 
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2 Related Work 

Generally there are three ways to address useflow smoothing and application intero-
perability: 

U1 Merge applications into a single large system. 
U2 Make applications interoperable on the data level. 
U3 Make applications interoperable on the user interface level. 

Option U1 is only feasible for very established and high-volume workflows. A 
good example for this option are the office suites that combine word processors, 
spreadsheets, slide presenters, and drawing applications under one joint interface. 
Other examples consist in integrated trade-specific solutions that cover the main 
workflows of a specific industry sector. The workflows covered by such vertically-
integrated systems are usually quite rigid, since any change in workflow needs to be 
reproduced in the system and thus needs a system extension. Thus, such systems can-
not cater to the needs of single users; moreover, Charles’ small company could prob-
ably not afford one of these large-scale integrated systems. 

Option U2 is facilitated by the trend towards offering open APIs that allow access 
to its underlying domain and event models. In [7] e.g., Diaz et al. describe a method 
that uses deep annotation, i.e., an ontology representation, to define the data flow 
from one portlet to another. Therefore, objects are related semantically on a data lev-
el. Most existing approaches though don’t pay attention to the resulting user interface 
challenges, that is a users’ access to their full meaning. In [8] this approach is taken 
up on a conceptual level, stating for example, that a document “ will no longer be a 
mere file, but rather a knowledge base resource”, but a closer reading still reveals a 
similar bias towards machine-understanding. Another approach is the Gnowsis Se-
mantic Desktop framework [18], “a tool for personal information management” [ibd., 
p. 887]. This collects data from various desktop-based applications in an RDF-based 
“personal information management ontology” (PIMO), which services can tap e.g. to 
mash-up data by distinct applications. Even though the data modeling component is 
similar to what we will present below, the focus of the Semantic Desktop is on infor-
mation retrieval and semantic information management services (e.g. cataloging or 
sorting images according to the PIMO) and – to the best of our knowledge – not on 
UI-level support for useflows, which is what we concentrate on. 

Option U3 has gotten less general attention, except for a call for uniform look-and-
feel across applications driven by usability concerns. The underlying reason consists 
of the idiosyncrasies of user interfaces based on the particular technologies used and 
tailored task support. User interface mash-ups only seem simple to realize if the ap-
plications share the same base technology, e.g. for web applications. But there are 
many non-web applications supporting subtask achievement that are designed as insu-
lar systems that excel in their specific domain. 

The coordination of multiple visualizations or mash-up of visualizations of infor-
mation is often used when the “information is sufficiently complex to require differ-
ent types of visualizations for different aspects or layers” [15, p. 715]. North & 
Shneiderman note that such visualization requirements tend to be rather unforeseea-
ble. Thus, they devised “Snap-Together Visualization” [ibid.], an approach to  
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dynamically support multiple coordinated visualizations based on a relational data-
base model that generates views, which in turn are linked together through different 
events. In contrast, Bull models the coordination of visualizations via software engi-
neering modeling approaches [2]. Tudorache et al. note in [21] that such approaches 
are essentially based on dynamic communication between independent components, 
but envisioned beforehand by a software designer and not necessarily employable by 
an application user involved with situated actions [20, 14]. In particular, they are 
mainly targeting the workflow rather than the useflow. 

The unpredictable flexibility requirements for the useflow may be explained by the 
difference between a user’s task environment and his information environment, the 
background environment that allows users to acquire more information to take better 
actions (see [16, p. 20]). Pirolli discusses multiple information foraging models of 
humans, one of which is the “patch model” [ibd., 31ff]. Here, information is assumed 
to be distributed in a ‘patchy’ manner. In our running example, Charles finds informa-
tion needed in his useflow at different locations in distinct applications. Therefore, we 
can apply the patch model to Charles’ useflow. Obviously, an information forager 
needs to optimize his use of information patches. In which cases or at which steps in 
the useflow, for instance, should Charles switch applications in order to get price 
information about pipe ends? If, for example, Charles wants to minimize the patch 
distance, he makes use of keyboard shortcuts like “Alt Tab” to switch applications. In 
contrast, if he wants to maximize information gain on pricing issues for pipe ends, he 
authors a spreadsheet to support him. To keep customers within their applications, 
companies draw on this trade-off by enriching environments with added-value servic-
es like providing piece-lists of assemblies in grids from within a CAD system (with 
all the disadvantages listed in Option U1).  

Pirolli shows in [16, p. 38] that reducing between-patch costs improves the overall 
average rate of information gain and moreover that the optimal gain is achieved by 
spending less time within a patch. Thus, information gain can be improved by mash-
ing up patchy interfaces to reduce between-patch distance and at the same time sup-
porting application-switching. Therefore, in this paper we concentrate on Option U3 
departing from a concept called “semantic transparency” [9], that assumes a user’s 
need for semantic alignments of applications in his useflow, towards “full semantic 
transparency” based on sense-making theory. In particular, we will apply the notion 
of “frames” [22] to semantic transparency and propose to address useflow-centered 
mashing up of user interfaces by semantic technologies. 

3 Full Semantic Transparency 

If we want to optimize between-patch costs in Charles’ information environment, then 
we have to better understand how humans conceive information. This is a central 
question in Sense-Making Theory (see e.g. [19], [6] for an overview). In [22] Weick 
introduces the terms “frame”, “cue”, and “connection”: 

Frames and cues can be thought of as vocabularies in which words that are 
more abstract (frames) include and point to other less abstract words (cues) 
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that become sensible in the context created by the more inclusive words. 
Meaning within vocabularies is relational. A cue in a frame is what makes 
sense, not the cue alone or the frame alone. Said differently, the substance of 
sense-making starts with three elements: a frame, a cue, and a connection. 

To anticipate trajectories of information (and act accordingly) Charles needs to 
make sense of the information in his focus. In a nutshell, this means that he conti-
nuously strives to understand the potential connections of the information cues he is 
perceiving with respect to possibly different frames via the UI of applications. Kolko 
notes the long-term importance of frames in sense-making as a frame can be viewed 
as “an active perspective that both describes and perceptually changes a given situa-
tion” [10]. 

In the following we suggest a model of sense-making in the process of application 
switching in UI terms. 

Cues via Information Objects Information is carried in a user interface via  “in-
formation objects”. Each application supports the presentation of this information in 
a different way, particularly via different means. In a CAD system, the assemblies and 
the parts they are made of are information objects. Consider for instance a hex bolt 
such as the one on the left of Fig. 1, which is made of a cylindrical shaft and a hex-
agonal head: while the former is a geometric object the latter two are not. In contrast, 
in a spreadsheet document cells and tables are information objects: they are mere data 
containers on a technical level, but their associated properties like the type give their 
content (e.g. a specific number) a meaning. This meaning of a cell might be implied 
by other information objects. In particular, the position of a cell within a table consist-
ing of row and column specification carries specific meaning itself. Therefore, we can 
view information objects with their contents as cues. 

Frames via Applications Frames conceptualize knowledge in a way that enables in-
formation system stakeholders to make use of the elements of information systems 
(see [11]). Usually, the terms “frame” and “cue” are employed with respect to 
people’s cognitive abilities, but they are also expressed in the design of their tools. In 
particular, we can consider applications as tools that frame information objects. They 
are manifestations of frames, thus, we can treat them as frames themselves. 

Connections via Conventions The information objects in the applications can be 
seen as constituting a symbolic, domain-specific language for application authors and 
readers based on common conventions. These can be general conventions like the 
interpretation of a table as a grid having specific properties or application-dependent 
conventions like cell content being of a specific type. For making sense of given in-
formation the connection between information object and application is established 
with these conventions. 

Sense-Making across Frames via Semantic Objects Frame shifts in a certain usef-
low assume the existence of a meaningful object that aligns these frames. Charles, for 
example, looks at the object “bolt” from two viewpoints: under the frame of geome-
tric construction from within a CAD system and under the frame of pricing of a  



412 A. Kohlhase et al. 

product from within a sprea
several meanings depending
object”. A semantic object
establish a semantic object 
a pivot for frame shifts. 

For each frame the repr
document. Each appli-
cation in turn is a 
“player” of certain 
document-types (i.e., it 
plays special docu-
ments), it presents the 
representations of se-
mantic objects. The 
“pipe end” e.g. is 
represented as *.iam 
file and as *.xlsm file. 
Note that such repre-
sentations also include 
representations of other se
CAD system Autodesk Inv
following we restrict applic
cation switching as describe

Sense-Making of Frame Shi
“semantic transparency”:
enables a user to access its 
UI objects”. But what does 
to more information about 
observed that respective in
application only handle the
has to deal with in his daily
extended to mean access to
“full semantic transparen
exactly what Charles would
desk Inventor involved in 
object under consideration, 

Full semantic transparen
for a semantic object. As w
frame, a cue and a connecti
ticular documents and their
their contents as cues. But
Charles aligns the applicat
tween a frame and a cue, so
nicated. This relation can a

adsheet system (see Fig. 4). To stress that an object car
g on the perspective it is looked at, this is called “seman
t functions as a pivot for application shifting, thus, if 
as a node in an according ontology, this node can serve

resentation of a semantic object is stored separately i

emantic objects like “bolts” or “flanges”, that e.g. in 
ventor are stored as independent part-files (*.ips). In 
cations to be document players as only those enable ap
ed above. 

ifts via Full Semantic Transparency [9] introduces the te
 “a user interface [is called] semantically transparent, i
semantic objects and their relations via the correspond
“access its semantic objects” mean? In [9] it means acc
the semantic object. But in our running example we h
formation objects in the CAD system and the spreadsh

eir very own specific frame of the semantic objects Cha
y work. In particular, access to a semantic object should
o all available frames of a semantic object — enablin

ncy”. Even though – as our example above shows – thi
d need, neither of the user interfaces MS Excel nor Au
our running example allow access to both frames of 
that is, neither UI is fully semantically transparent. 

ncy hinges on the sense-making process during frame sh
we mentioned above, sense-making has three component

ion. In this paper, we assume that frames are given by p
r players. Moreover, we can view information objects w
t who or what establishes the connection across fram
tions, that is, his cognition establishes the connection 
o that a specific aspect of a semantic object can be comm
also be called an interpretation, i.e., “the assignment

Fig. 4. A Semantic Object as Pivot For Sense-Making 

rries 
ntic 
we 

e as 

in a 

the 
the 

ppli-

erm 
if it 

ding 
cess 
have 
heet 
arles 
d be 
ng a 
is is 
uto-
the 

hifts 
ts: a 
par-
with 

mes? 
be-

mu-
t of 



 Full Semantic

meaning to data” [1], whic
hancement of the given d
across frames so that we ob

4 Realizing Full S

The very basic idea to rea
mantic objects can be mod
nect e.g. the information ob
tion object “bolt” in the sp
through a structured ontolo
technologies handling these
faces. 

We choose the open sou
superimpose semantic servi
provided that it gives open
semantically transparent us
the interaction intelligence 
semantic ally called “Sally
trates the joint user interfa
linked to concept specifica

c Transparency: Overcoming Boundaries of Applications 

ch in turn can be interpreted as subjective extension or 
data [10]. In the following we formalize this connect
btain computer support for frame shifts. 

emantic Transparency 

ch full semantic transparency consists in the fact that 
deled in structured ontologies. So instead of trying to c
bject “bolt” in the CAD system directly with the inform
preadsheet system, we formally align both by the det
ogy (see Fig. 5) which acts as a pivot structure. Seman
e ontologies can provide intelligent services and user in

urce “SEMANTIC ALLIANCE” framework [4], which allow
ices over an existing (and possibly proprietary) applicat
n-API access to user events as a basis for a joining, fu
er interface. The central advantage for our purposes is t
is encapsulated in an autonomous, application-independ

y”, which remains invisible to the user, but which orch
ace. In particular, information objects of applications 
ations of the semantic object in a structured backgrou

Fig. 5. Mashup of Interfaces 

413 

en-
tion 

se-
con-
ma-
tour 
ntic 

nter-

s to 
tion 
ully 
that 
dent 
hes-
are 

und 

 



414 A. Kohlhase et al. 

ontology via an “interpretation mapping” which can serve as a model for the sense-
making component “connection” between a frame and a cue. In turn we can model 
frame shifts by aligning information objects via their interpretation mapping to a 
presentation of a semantic object in an ontology. This way, we can support useflows 
by extending the SEMANTIC ALLIANCE framework towards integration of applications of 
different media types. 

4.1 Mashing Up User Interfaces 

We have implemented the “MA SEMANTIC ALLIANCE” (“MA” stands for “multi-
application”) framework, an extension of SEMANTIC ALLIANCE which allows to integrate 
multiple applications. It enables mediating frame switches between applications of 
different media type in complex useflows. 

It has been stressed according to [18, p. 1815] that “sense-makers benefit not just 
from good sources of information but also from good sources of structure”. Moreover, 
information objects are the UI objects that carry meaning for the user. In particular, 
clicking those objects is a natural entry-point for access to the semantic object. There-
fore, to “unleash […] sense-making potential” [6, p. 36], the Sally-based UI adds 
interaction elements at two levels: 

 
Sally Frames is a frame selection menu (Fig. 6) which allows users to cognitively 
shift frames very comfortably without necessarily yet shifting applications. The 
idea is that the user focuses on an information object in one application, which 
triggers awareness about other meanings of the underlying semantic object. If the 
interest in another meaning is large enough, he can choose a frame shift via the 
menu “Sally Frames” and all available services for an information object under the 
new frame will be shown on demand via Sally Services. Sally draws on an ontolo-
gy of frames (including an empty one), which services can register for. Therefore, 
Sally can gather services with respect to a certain frame. 

Sally Services is a service selection menu at the information-object level (Fig. 72). 
An information object is assumed to be in the user’s focus when he left-clicked it, 
for example the “bolt” in the assembly in Fig. 1. Once he has opted for a frame, the 
respective “Sally Services”, a menu for services currently registered with Sally and 
available for the semantic object “bolt” in the current frame, replaces the Sally 
Frames menu. These services provide intelligent user assistance at a very fine-
granular level. They can range from a Google search with keyword “bolt” over a 
definition look-up service in a company-wide knowledge base up to a service in a 
spreadsheet to calculate prices for the selected bolt in the CAD system (see [4]). 
Additionally, the respective services can add their own custom interactions, either 
through custom menus or via popup windows provided by the SEMANTIC ALLIANCE 
framework. 

                                                           
2 Note that this layout is still a preliminary proof-of-concept realization that will evolve, for 

instance, Sally Frames could be realized as a dropdown menu that doesn’t occupy as much 
screen space. 
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that was necessary for our example (the spreadsheet APIs already existed). Moreover, 
the API costs are only incurred once per application and are therefore domain-
independent. 

The costs for b) are non-trivial, and are incurred by every useflow as long as it in-
volves new semantic objects. But note that the costs for establishing an ontology are 
network costs, since we can assume the ontology to be shared, either globally or in the 
specific institution (in our example Charles’ company). In our experience, large parts 
of the ontology concern very general topics (engineering parts, measurements, and 
legal transactions in our example), and can therefore be shared widely. In the future, 
they might even be outsourced to existing ontologies like DBpedia [5]. But of course, 
the useflow-specific parts of the ontology have to be hand-coded. 

Finally, the costs for c) are document-specific, i.e., they are incurred by every doc-
ument and service to be added to the useflow. Even though these costs can be some-
what mitigated by the interpretation mapping editors under development in the 
SEMANTIC ALLIANCE context, they have to be taken into account in the evaluation of the 
framework. 

Another kind of costs involved in our approach is the provision and maintenance of 
services. The current implementation of the MA SEMANTIC ALLIANCE framework re-
stricts the content of the RDF triple store to the contents of already open documents, 
which enables smooth application switching for a semantic object that is already in 
the user’s focus. A persistent RDF triple store not only could offer more services, it 
also might allow an integration of MA SEMANTIC ALLIANCE and already existing Seman-
tic Desktop services offered, for example, by the Gnowsis Semantic Desktop frame-
work [18]. The synergies could drive down  service development and maintenance 
costs quite heavily. 

5 Conclusion 

In this paper, we have addressed the problem of integrating complex useflows span-
ning multiple applications at the interface level. We have concentrated our investiga-
tion on applications that can be described as document players, where the objects 
addressed are represented in “documents” and the applications give the user access to 
these objects – “playing the documents”, where each application is responsible for 
different aspects of the objects under consideration. We analyze the underlying prob-
lem as one of (lacking) full semantic transparency: Particular useflows are sense-
making processes in which an information becomes sensible via frame (here: applica-
tion), cue (here: information object) and connection (here: interpretation mapping), 
and switching between distinct applications force frame shifts with respect to the 
semantic object in the user’s focus. In traditional useflows, the connection between 
the cues remains in the mind of the beholder and cannot be called upon to integrate 
the respective user interfaces. 

We propose to solve that with (more) semantic technologies and materialize the 
connection – but not as a direct connection between information objects. Rather we 
make use of an existing technology that establishes a connection between the  
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application’s information objects and a semantic object represented in a structured 
background ontology and uses this mapping to mash semantic services into existing 
user applications, effectively turning them into user frames. We show that this archi-
tecture can be used for the task-switching and information integration requirements of 
user interface integration on a real-world engineering use-flow involving a CAD sys-
tem for construction tasks and spreadsheets for calculations. 

The point of this paper is not that user interfaces can be integrated at all, but that 
the integration can be achieved modularly, where new applications (and semantic 
services) can be integrated flexibly as the useflows warrant. Indeed most business 
applications opt for integration in a single system (see Option U1 in the introduction) 
with the well-known lock-in problem for useflows. Our CAD system (Autodesk In-
ventor) already supports the integrations of spreadsheets, but this integration is at the 
data integration level only (Option U2). 

In our semantic integration we can modify useflows easily by adding frames and 
services or replacing existing frames and services by compatible ones. For instance 
the spreadsheet-based pricing service in our example workflow could be replaced by a 
more scalable OLAP-based one if volumes and resources warrant. 

Future Work The most significant shortcoming of the work presented here is that, 
even though our use cases and experiences with the system make it plausible that 
smooth application switching will enhance productivity in knowledge-intensive usef-
lows, we have not subjected the system to evaluation with real users. We plan to do 
this once the system has stabilized further. Then we will also see whether our current 
assumption that semantic objects in the ontology are sufficient for pivoting between 
applications, or whether we need to extend pivoting to a two-step operation, which 
can utilize closely aligned semantic objects in the ontology. Our ontology representa-
tion already has candidates for such alignments, but we will have to see which ones 
can be used for pivoting – clearly not all ontology relations would be adequate. 

We can improve the reach of our method and the implementation: For instance, 
one of the key ingredients of the solution proposed in this paper is the materialization 
of the connection between information objects across frames via interpretation map-
pings. This is also one of the largest cost factors in deploying it – assuming that the 
background ontologies will be shared and thus stabilize for a given domain. To reduce 
the costs we want to experiment with the powerful background ontology framework 
the MA SEMANTIC ALLIANCE employs. This provides a notion of “views” (mappings 
between semantic object representations) that may be used to materialize the semanti-
cally interesting parts of interpretation mappings into the ontology by representing 
information objects in the ontology and establishing ontology views to the semantic 
objects. This would have the consequence, that the interpretation mapping, i.e., the 
mapping between an information object in an application to its ontology representa-
tion, would be extended by an intra-ontology view which can be shared by the resp. 
Community of Practice or the institution. In our experience, the necessary views are 
often already implicitly present in the ontology. Take for instance the bolts in our 
running example: as they are physical objects, they have a time-space extent (their 
geometry, which is the aspect modeled in the CAD system) and they are possible 
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goods in financial transactions (the aspect modeled in the pricing spreadsheet). Rely-
ing on such views made explicit in the ontology would simplify the interpretation 
mappings sufficiently that they may be amenable to heuristic methods for automating 
interpretation mapping creation.  

So far, the user’s focus is assumed to be on all relevant frames for a semantic ob-
ject, as the documents have to be open to become available to Sally. With a persistent 
RDF triple store, not only this limitation would disappear, but new, e.g. collaborative 
services can be offered. Collected abstract document ontologies can be used for dis-
covery of relevant data sources (e.g. other pricing resources) and smooth application 
switching to them. Thus, if the synergies with the Gnowsis framework are made use 
of, then the MA SEMANTIC ALLIANCE framework could even be employed for realizing 
full semantic transparency for information objects on the Semantic Desktop. 
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Abstract. Recognition-based graphical authentication systems (RBGSs) using 
images as passwords have been proposed as one potential solution to the need 
for more usable authentication. The rapid increase in the technologies requiring 
user authentication has increased the number of passwords that users have to 
remember. But nearly all prior work with RBGSs has studied the usability of a 
single password. In this paper, we present the first published comparison of the 
usability of multiple graphical passwords with four different image types: Mi-
kon, doodle, art and everyday objects (food, buildings, sports etc.). A longitu-
dinal experiment was performed with 100 participants over a period of 8 weeks, 
to examine the usability performance of each of the image types. The results of 
the study demonstrate that object images are most usable in the sense of being 
more memorable and less time-consuming to employ, Mikon images are close 
behind but doodle and art images are significantly inferior. The results of our 
study complement cognitive literature on the picture superiority effect, visual 
search process and nameability of visually complex images.  

Keywords: usability, user authentication, multiple image passwords. 

1 Introduction 

Information security systems must permit only legitimate users to gain access to the 
system and use its resources. This is done by a two step process. Identification veri-
fies the user’s right to access the system and, once the user is identified, they have to 
prove their identity by authentication. In computer security mechanisms, people are 
often required to authenticate themselves by using a secret known as a password or 
authenticator. In current practice, alphanumeric passwords are the most widely used 
mechanism to authenticate users. According to the studies reported in [1, 2] most 
people find it difficult to remember these passwords. As the number of passwords per 
user increases, the rate of forgetting them also increases [3]. In order to cope with 
multiple passwords, users tend to adopt unsafe strategies, which include writing down 
the passwords, reusing the same passwords and sharing them with others [1, 3].  

RBGSs are an alternative type of mechanism where images are used as passwords. 
The idea is that humans can remember images better than recalling alphanumeric text 
[4, 5] and so this may be a way of devising more memorable passwords. Given the 
need for alternative usable authentication systems and existing interest in image 
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passwords [3, 6, 7, 8, 9, 10] as a potential solution, we identify an important limitation 
of existing work: most prior studies with images as passwords, except [11, 12], have 
focused on the usability of a single password. However, people will need to remember 
and use multiple image passwords in the same way that they currently use multiple 
alphanumeric passwords. The usability of multiple image passwords has not been 
explored except using faces and everyday objects (flowers, food, sculptures, nature 
etc.). So it is necessary to conduct experimental studies with other popular image 
types to compare their usability, when multiple image passwords are used. The moti-
vation of our work is to investigate ‘which image type (s) performs best in terms of 
usability, when multiple graphical passwords are used?’ We believe, unless such 
large-scale studies are done, image passwords will always look good (usable) on pa-
per but fail in real life and cannot be considered as a viable alternative to alphanumer-
ic passwords.  

This paper presents a study with 100 participants, who used multiple image pass-
words over a period of 8 weeks. The study compares the usability of 4 image types: 
Mikon, doodle, art and everyday object, when used as graphical passwords. In this 
paper: (1) we identify the need to study and compare the usability of multiple image 
passwords using different image types; (2) we show that the image types used as 
passwords by the participants significantly affect the effectiveness as well as efficien-
cy of RBGSs, when multiple image passwords are used; (3) We discuss the implica-
tions of our findings, regarding the attempts to record image passwords motivating a 
need for future studies examining the vulnerability (guessability) of these passwords 
to descriptions given by the users.  

2 Background Work 

Existing studies have reported the usability of faces [3, 7], Mikons [6, 10], doodles [6, 
9], abstract art [8] and pictures of daily objects [7]; however, these studies have fo-
cused only on the use of single passwords.  

We are aware of only two pieces of prior work that studied multiple image pass-
words: [12] studied the use of multiple facial passwords and [11] compared multiple 
picture passwords to that of multiple PIN's.   

The work reported in [12] studied the effects of frequency of facial password 
usage, the effects of interference resulting from the use of multiple graphical pass-
words and the effects of different patterns of access while training with multiple facial 
passwords. The study also demonstrated that long term memorability of the multiple 
facial passwords issued by the system is low.  

The work reported in [11] compared the memorability of multiple graphical pass-
words to that of multiple alphanumeric passwords. The images used in this study were 
photographic and were drawn from different categories such as food, music, sports 
etc. In the study, there was a single challenge set which contained 4 authenticator 
images and 6 decoy images. However, this limited set may not be secure and may 
make the authentication procedure somewhat too easy. In the experimental frame-
work, the participants used the password during training session just after completion 
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of the registration and then three retention tests were carried out with a gap of two 
weeks between each of them. In such a scenario, the encoding of password informa-
tion in the long term memory may not be entrenched enough to aid memorability. 
This is evident from the login success rate reported in the paper, which just after train-
ing is almost three times higher than the success rate after 4 weeks. We also find that 
passwords are issued by the system rather than chosen by the user themselves, and 
this may hamper the usability of the system.  

Given the significant interest of researchers in image passwords, it is clear that ad-
ditional work is needed using other image types to enhance knowledge of usability, 
when multiple image passwords are employed. Therefore we designed a usability 
study to explore the potential of 4 different images types (graphical passwords) Mi-
kon, doodle, art and everyday objects with: (1) Common experimental settings includ-
ing user tasks for all graphical passwords; (2) Same evaluation parameters; (3) Same 
design of the authentication system interfaces ; (4) Testing in both conditions i.e.  
passwords frequently used and less frequently used. 

3 User Study Overview 

The main aim of the study was to compare the usability of multiple image passwords 
in RBGSs. A three stage study was designed, which consisted of: (1) a pre-study 
questionnaire evaluating the participant demographics and current password strate-
gies; (2) an 8-week online study of participants using multiple image passwords; and, 
(3) a post-study questionnaire regarding participant experiences. In our usability study 
we used the following image types (See Appendix): (1) Mikon: These are icon-like 
images which have been drawn by users in studies reported in [6, 10] using a tool 
called the Mikon engine developed by Mikons.com. (2) Doodle: These images are 
drawn by a user using pen on paper, in studies reported in [6, 9]. (3) Art: These im-
ages were collected from a range of free websites and comprised of paintings from 
different styles like cubism, abstract, modernism etc. (4) Object: These images com-
prised of pictures of food and drinks, sculpture and buildings as well as sports and 
leisure activities, collected from a range of free websites. 

3.1 Experimental Conditions and Images 

We used independent measures (between subjects) style of experimental design with 
four conditions (equal number of participants in each condition) namely Mikon (m), 
doodle (d), art (a) and objects (o). Each participant was assigned to only one of the 
conditions randomly. The participants in the Mikon condition used Mikon images as 
their password. They created 4 Mikon passwords and authenticated using them. Each 
password comprised of 4 Mikon images. So the participants had to remember 16 im-
ages in total. Similarly participants in the doodle, art and object conditions used the 
respective types as passwords. The participants were given a task information sheet 
which contained the information on the steps to register with the system i.e. select 
four images to create a password and steps to login to the system after successful 
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registration. However, the participants were neither given any instructions regarding 
the strategy they should use to select their password images nor the strategy they 
should employ to remember them. 

Each condition was associated with a mock online study website that had a distinct 
logo and address. Each website had 4 hyperlinks (each link corresponding to one 
password, See Fig 1 step 1): My jokes; My movies; My news; My status. All hyper-
links except My status had a collection of 150 different images of the same image 
type (Table 1 and Appendix). My status had a collection of 150 images (50 images 
each from My jokes, My movies and My news respectively). Each hyper link had a 
distinct name and background color. The participants could post information/content 
in the link upon successful authentication: This made sure that the participants had a 
context to use in differentiating their multiple passwords.   

Table 1. Image categories in each link 

 My jokes 

(MJ)-150 

My movies 

(MM)-150 

My news 

(MN)-150 

My status 

(MS)-150 

Mikon Colorful 

images 

(No tags) 

Black and 

white. 

(No tags) 

Colorful as 

well as Black 

and white 

images with 

tag 

50 images 

each, from first 

three links 

Doodle Black and 

white 

(No tags) 

Black and 

white - not 

same as MJ 

(No tags) 

Black and 

white with tags 

50 images  

each, from first 

three links 

Art Abstract 

paintings 

Paintings 

different from 

MJ (cubism/ 

modernism etc) 

Paintings  

different from 

MJ and MM 

(cubism/  

modernism etc) 

50 images  

each, from first 

three links 

Object Food and 

drinks 

Sculpture and 

buildings 

Sports and 

leisure 

50 images  

each, from first 

three links 

3.2 Tasks 

Registration  
The online study website had 4 links. Each link would correspond to one password 
(made up of 4 images). The participants could register in each of the links by entering 
a username and selecting 4 images as their password from the given collection. Figure 
1 shows the registration screens of the RBGS developed for our experiment. Each link 
had a collection of 150 images, presented on the screen as six sets of 25 images in the 
form of 5X5 grids. The participants could browse from one set to other using the 
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‘change set’ button on the web page. The participants could choose all the 4 images 
from a single set or each image from a different set. The experiment was designed 
such that each of the participants would use a different collection of the same image 
type while registering for each of their passwords. For example, each participant in 
the Mikon condition created 4 passwords, with 1 password selected from the image 
collection of the first link (My jokes), one from the second link (My movies) and so 
on. The image archive in each link of the Mikon website consisted of the same image 
type (Mikon).  

 

 

Fig. 1. Steps to register with a password in RBGS 

Authentication Procedure 
Upon accessing the online study website, the participants had to select the correct pass-
word images (the ones they selected during registration) from a sequence of 4X4 grids 
at each step of a four-step procedure (Figure 2). All the images other than the password 
image in the sequence are known as decoy images. The grid consisting of 15 decoy 
images and 1 password image is called a challenge set. The decoy images for each step 
were fixed during registration to ensure that the intruder would not be able to guess the 
correct password image, merely refreshing the web page. The decoy images for each 
password image were chosen randomly from the collection of 150 images. The decoy 
images for each of the 4 target images were distinct and never repeated. If the partici-
pants at any step during the login procedure selected wrong password image, then they 
would never get any of their registered password images in the subsequent steps. So in 
this case, 16 decoy images (without the password image), different from the original 
challenge set were displayed to the users. The participants were given feedback on the 
result of the login only after the last step of the procedure. In case of three continuous 

1-Welcome 
screen with 4 links 

2: Username 
selection 

3: Password image se-
lection (4 images) 

4: Password 
confirmation 

5: Registration 
completion  
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failed login attempts, the participants were automatically reminded of their password. 
The reminder was given only for the first 20 login attempts (week-1) of each password. 
Once the participants logged in with the correct password images, they could post any 
information which could be seen by others using the system, who could like it.      

 

 

Fig. 2. Steps to authenticate in RBGS 

Upon successful authentication, the main task of the participants was to post some 
content in each of the links. The participants were not forced to use the system and the 
experimental procedure was designed to allow flexibility in the tasks. All sorts of 
ethical approvals were taken from to conduct the experimental study. 

4 Experimental Framework and Protocol 

The essential component of the experimental design is the 8 week online study. We 
used email prompts to inform the participants about the experimental procedure and 
tasks. Emails were sent to participants on Day 1, 3 and 5 of each week to notify the 
progress that they have already made and they are expected to make, to complete the 
weekly tasks. These emails helped them to keep track of the tasks and made sure they 
followed the experimental procedures.  

There is no standard procedure to design experiments for studying multiple image 
passwords. In our experiment we tried to vary the frequency of login at regular inter-
vals to simulate a real life scenario. We designed the study, considering the following. 

• Ecological validity: participants had a task and a context. A pre questionnaire was 
conducted for two reasons: (1) to decide the number of multiple graphical pass-
words to be used for the experiment; (2) to examine, if our participant sample has 

2: Four-step login1: Home 

Step 2... 3.... 4...... 

3: 
Result

Success 

Failure
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the same text password behaviour as those of other participants, reported in exist-
ing studies [1].  

• Confounding variable: the authentication systems (user interface, design), tasks 
and frequency of login were the same for all conditions. 

4.1 Instructions 

The participants had to first register with the system. Each participant in each condi-
tion had to create 4 passwords, each password comprising of 4 images. Once they 
finished registration, they had to practice logging in using the password images. The 
participants were instructed as follows: Week 1: They must create 4 passwords and 
login 20 times with each of the passwords (total 80 logins in the week). Week 2: They 
must login 20 times with each of the passwords (total 80 logins in the week); Week 3-
4: They must login with each of the passwords 10 times (total 40 logins in the week); 
Week 5: In this week participants were instructed to login with each of the passwords 
2 times (total 8 logins in the week); Week 6: In this week participants were instructed 
to login with each of the passwords 4 times (total 16 logins in the week); Week 7: In 
this week participants were instructed to login with each of the passwords twice (total 
8 logins in the week); Week 8: In this week participants were instructed to login with 
each of the passwords thrice (total 12 logins in the week); The participants were in-
structed to distribute their login sessions over a period of time, instead of finishing 
them simultaneously. The participants who did not follow the experimental procedure 
were left out of the experiment.  

4.2 Measures – Usability Criteria 

We evaluated the usability of the different image types used as password in different 
conditions using the four measures given below:   

1. Effectiveness : This examined the average/mean successful login percentage (S) 
for each of the conditions calculated as,   

ࡿ ൌ ࢚ࢊࢉ ࢋࢎ࢚  ࢍ ࢌ ࢘ࢋ࢈࢛ ࢇ࢚ࢀ࢚ࢊࢉ ࢋࢎ࢚  ࢍ ࢛ࢌ࢙࢙ࢋࢉࢉ࢛࢙ ࢌ ࢘ࢋ࢈࢛ ࢇ࢚ࢀ ൈ  

2. Efficiency: It examined the average/mean registration time (R), and average/mean 
login time of successful login (L). The registration time for each of the passwords 
is the time taken to go from screen 3 to screen 6 of the registration process as 
shown in Fig 1. The average registration time (R) for each condition is calculated:   ,ሻሺ ࢊ࢙࢙࢘࢝ࢇ ࢘ࢌ ࢋ࢚ ࢚ࢇ࢚࢙࢘ࢍࢋࡾ , ࢊ࢙࢙࢘࢝ࢇ ࢙ࢋ࢚ࢋࢊ  ࢋ࢘ࢋࢎ࢝ , , 

ୀ  

The login time for a password is the time taken to go from screen 2 to the success 
notification screen of the authentication process shown in Fig 2. The average time of  
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successful login (L) for each condition is calculated as given below, z represents total 
number of successful login.  ࢠ  ࢠሻሺ ࢍ ࢛ࢌ࢙࢙ࢋࢉࢉ࢛࢙ ࢘ࢌ ࢋ࢚ ࢍࡸ

ୀ  

3. Satisfaction: This dimension was assessed from the ratings (1- 5, 1 being highly 
dissatisfied to 5 being highly satisfied) given by the participants to the different as-
pects in the post study questionnaire- (sat1) Ease to register; (sat2) Ease to authen-
ticate; (sat3) Meaningfulness/nameability of the image; (sat4) satisfaction with the 
type of image used as password. These aspects were based on some of the items in 
SUS (System Usability Scale) questionnaire [13].   

4. Stress: This dimension was assessed from the ratings (1- 5, 1 being least stressful 
to 5 being highly stressful) given by the participants to the different aspects in the 
post study questionnaire- (str1) level of mental stress; (str2) level of physical 
stress; (str3) amount of effort required to choose images during registration; (str4) 
amount of effort required to successfully login. These aspects were based on the 
items in the NASA Task Load Index questionnaire [14].  

5 Results 

5.1 Participants 

115 undergraduate participants, 30 female and 85 male, of age 20-24 took part in our 
experiment. They were studying different undergraduate courses: Mechanical Engi-
neering - 22, Electrical Engineering- 19, Aerospace Engineering- 25, Computer 
Science- 24, Electronics and Communication Engineering- 25. Of the 115 participants 
who took part, 10 participants had a very low participation rate (did not follow the 
experimental procedure) and 5 of the participants had to withdraw due to some  
personal circumstances. So the participation rate was 86.9%.  

5.2 Pre Study Questionnaire Results 

Given the number and quality of problems associated with alphanumeric passwords, 
we conducted an online survey to obtain information about password construction 
techniques and different issues related to them. A total of 150 participants took part in 
the survey, which included the 115 participants of our usability study. A web based 
questionnaire was used to obtain data on different aspects of user behavior and per-
ceptions in context of the use of alphanumeric passwords. The framework of the sur-
vey was developed using Grounded theory [15]. The framework provided a step by 
step methodology (Fig 3): (1) identifying the key points of the survey; (2) categoriz-
ing the key points depending on the factors influencing them; (3) parameters or con-
cepts to be examined under each category; (4) explanation of the results (qualitative 
data) to draw conclusions.  
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(3, 96) = 129.659, p<0.01. These indicate that the type of images used as password by 
the participants significantly affect the average successful login percentage. The effect 
size (r = 0.83, large effect) indicates that the effect of the images used as authenticator 
on the average successful login percent is substantial. The results of the Tukey post 
hoc tests revealed significant differences between all conditions (p < 0.001 for all 
tests) except between Mikon and Object (p = 0.059). Thus there was no significant 
difference between the effectiveness of Mikon and Object images. 
 

 

Fig. 4. Weekly login success percentage 

We also analyzed the weekly login success percent for each of the image types (Fig 
4). We found that the login success percentage for each of the image type falls from 
week 2 to week 8, as the frequency of usage of the passwords decreases. If we com-
pare the average weekly login success percentage in week 2 and week 8 for each im-
age type (shown by bidirectional arrows in Fig 4), it is found that they fall by 11.44 % 
in case of Mikon, 12.55 % in case of doodle, 7.74 % in case of art and 14% in case of 
object. The results of the study show that the average weekly login success percentag-
es for Mikon, doodle and art passwords remain almost the same after week 4 (indi-
cated using black rectangles). In case of object passwords the average weekly login 
success percentage remains almost same from week 5-7 but drops in week 8. Thus the 
decrease in memorability for the best performers i.e. Mikon and object are almost the 
same. Similar characteristic are shown by doodle passwords. In case of art passwords 
(lowest average login success percent), the difference is comparatively low which 
clearly suggests that people had problems remembering them in the initial as well as 
final stages of the study. This reflects that once the participants had used the pass-
words for a considerable amount of time i.e. at least for a month, memory interference 
does not hamper the memorability of the image passwords. The memorability of mul-
tiple image passwords after a considerable amount of time would depend on the en-
coding of the passwords in the human memory and frequency of their usage. A two-
way ANOVA was conducted with week and image types as the two independent va-
riables. The dependant variable was average weekly login success percent. The week 
x image interaction was significant, (F (15,576) = 6.102, p < 0.001). This indicated 
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that the average weekly login success significantly varied for each of the image types 
in different weeks. 

5.4 Efficiency Results 

Efficiency is a measure of convenience: since a time consuming process will be a 
barrier, to the repeated use of the authentication system by the user. 

Registration Time 

The mean registration time of the passwords (in seconds) for each condition is as 
follows: Mikon (mean: 72.18, SD: 5.48, SE: 1.17), doodle (mean: 75.40, SD: 4.27, 
SE: 0.88), art (mean: 84.44, SD: 4.91, SE: 0.99), object (mean: 70.61, SD: 3.84, SE: 
0.76).  We also find that the registration time decreases as users get used to the sys-
tem in each of the conditions (registration time decreases from p1- first registered 
password to p4- last registered password) (Fig 5). 

 

 

Fig. 5. Registration time for each password created in each condition 

The mean registration time (of 4 passwords)) for each of the conditions (image 
types) was normally distributed as assessed by the Shapiro-Wilk test. Levene's test 
indicated that the assumption of homogeneity of variance has not been violated (F (3, 
96) = 1.968, p= 0.127). We used One-way independent measures ANOVA as the 
statistical test. The result of the ANOVA shows that there is a significant difference 
between the conditions (F (3, 96) = 41.277, p<0.001). This indicates that the type of 
images used as a password by the participants affect the average registration time 
significantly. The effect size (r = 0.78 > 0.5 represents large effect) indicates that the 
effect of the images used as authenticator on the average registration time is substan-
tial. The results of the post hoc tests revealed significant difference between all 
groups ( p < 0.05) except Mikon-Doodle ( p=0.091 > 0.05) and Mikon -Object (p = 
0.658 > 0.05). In other words, the differences between the average registration time of 
Mikon and doodle as well as Mikon and object passwords is not significant.  
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Authentication Time 

The average authentication time of the successful login (in seconds) for each of the 
conditions is as follows: Mikon (mean: 19.52, SD: 3.60, SE: 0.72), doodle (mean: 
22.16, SD: 3.75, SE: 0.75), art (mean: 24.56, SD: 4.8, SE: 0.96), object (mean: 18.28, 
SD: 2.84, SE: 0.59). The average login time (of 7 weeks) for each of the conditions 
(image types) was normally distributed as assessed by the Shapiro-Wilk test. Levene's 
test indicated that the assumption of homogeneity of variance has not been violated (F 
(3, 96) = 1.791, p= 0.124). The results of the one way ANOVA shows that there is a 
statistically significant difference between the conditions (F (3, 96) = 13.199, p < 
0.001). This indicates that the type of images used as password by the participants 
affect the average login time significantly. The effect size (r = 0.61 > 0.5 represents 
large effect) indicates that the effect of the images used as password on the average 
login time is substantial. The results of the post hoc tests revealed significant differ-
ences between all groups (p < 0.05) except Mikon-Doodle (p=0.091 > 0.05) and Mi-
kon -Object (p = 0.658 > 0.05). In other words, the differences between the average 
login time of Mikon and doodle as well as Mikon and object passwords is not  
significant.  

5.5 Satisfaction Results 

According to the box plot in Fig 6, the satisfaction scores of objects range from 13-15 
which is better than Mikons ranging from 12-14.5. The doodles have a range of 10.5-
12 whereas art have a range of 8-10.5. Hence objects have the best satisfaction score 
distribution followed by Mikons. But the doodle and art images have inferior satisfac-
tion scores.   

 

 

Fig. 6. Box plot for satisfaction scores 
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Given the ordinal scale of data (user ratings) and the independent measures (be-
tween subjects) experimental protocol with four conditions, we used Kruskal-Wallis 
test to establish statistical significance of data. The result shows that the satisfaction 
scores for each of the conditions were statistically significant [H (3) = 52.37, p < 
0.001). In other words, the satisfaction of the participants was significantly affected 
by the type of images used as password. We conducted a Mann-Whitney test to fol-
low up our findings by applying a Bonferroni correction, to report all the effects at a 
0.008 level of significance. The results reveal that the satisfaction scores were signifi-
cantly different in all conditions (p < 0.008 for all tests) except for the Mikon-Object 
(p = 0.156 > 0.008). So we conclude that users are most satisfied with object and 
Mikon passwords (no significant difference), followed by doodles and least satisfied 
with art passwords. 

5.6 Stress Results 

According to the box plot in Figure 7, the stress scores of objects range from 11-13 
which is same as that of Mikons. The doodles have a range of 12-14, whereas art have 
a range of 13-16. Hence the art images have the highest stress score distribution close-
ly followed by doodles. The object and Mikon images have the lowest stress score 
distribution.   

 

Fig. 7. Box Plot for stress scores 

Given the ordinal scale of data (user ratings) and the independent measures (be-
tween subjects) experimental protocol with four conditions, we used Kruskal-Wallis 
test. The result demonstrates that the stress scores for each of the conditions were 
statistically significant [H (3) = 23.314, p < 0.001). In other words, the stress scores 
given by the participants were significantly affected by the type of images used as 
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password. We conducted a Mann-Whitney test to follow up our findings by applying 
a Bonferroni correction, to report all the effects at a 0.008 level of significance. The 
results show that the stress scores were significantly different in all conditions (p < 
0.008 for all tests) except for Mikon-Object (p = 0.32 > 0.008). Hence we conclude 
that art images are most stressful to use, followed by doodles, whereas Mikons and 
objects (no significant difference) are least stressful to use.  

5.7 Post Study Questionnaire Results 

Rate Images: In the post study questionnaire the participants were asked to rate the 
image types on a scale: will use, not sure and never use. We find most of the Mikon 
(17/25) and object (20/25) users would like to use these images as passwords in the 
future. The art users (17/25) disliked these images to be used as password and the 
doodle users had a split opinion. 

Strategy Used for Password Creation: The participants were asked to provide in-
formation on the strategy/method they used to create their passwords (Fig 9). The 
results reveal that most Mikon and doodle users either used a story/pattern to remem-
ber their passwords or they chose passwords according to their personal likings  
(Fig 8). Most art users chose passwords either based on their personal likings- favorite 
color, objects, scene or visual and aesthetic quality of the images i.e. attractiveness. 
But, these strategies for creating memorable passwords may either make them guess-
able to an intruder who knows the user quite well, or could be disclosed and thus 
shared with ease.    

 

Fig. 8. A Mikon password created using pattern strategy 

 

Fig. 9. Strategy employed to create image passwords 
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Recording Passwords: None of the participants said they made an attempt to record 
their passwords but almost 84 % of the participants who used art passwords, 68 % of 
doodle users, 36% of Mikon users and 32% of object users reported that they might 
use screen captures, sketches or notes (written descriptions) to store their image pass-
words. 

6 Discussion 

This is the first study that compared the usability of multiple image passwords using 4 
different images types- Mikon, doodle, art and objects in RBGS. The use of different 
experimental framework, dependant variables and image types in [11, 12] makes it 
difficult to allow systematic comparison of our results with them.  

Our findings show that the effectiveness of graphical passwords is significantly af-
fected by the type of images used. In this context, the results show that the mean login 
success percentage is highest for objects, closely followed by Mikons, then doodles 
and lowest for art images. According to the cognitive studies, dual coding theory [5] 
and guided search process [16], an elaborative encoding of an image in human memo-
ry makes it memorable. Thus, an image which is easily associated with a name (na-
meable) or can be interpreted in a meaningful way is likely to be more memorable due 
to superior encoding in human memory. In this context, mean scores of the sat 3 pa-
rameter (meaningfulness of the image) is: highest for objects (3.65/5); closely fol-
lowed by Mikon (3.5/5); then doodles (2.8/5); lowest for art images (2.14/5). Thus we 
find that the results of the satisfaction parameter are in line with the mean successful 
login percentage. Hence the higher memorability of the object and mikon images can 
be attributed to the fact that users find these images meaningful and easy to associate 
with something. The doodle images are black and white line drawings and do not 
convey much meaning to aid memorability. Hence these images may not be encoded 
in an elaborate way in the human memory. The art images were very difficult to re-
member because according to the users, it was not only difficult to associate them 
with something meaningful but they were visually complex, containing a lot of infor-
mation and color which would lead to information overload in memory. This com-
plements the work reported in [17] which suggested that visual complexity of an im-
age is linked to the ease of associating it with a name. The work has indicated that it is 
difficult to assign names to visually complex images. The results also reveal that the 
mean registration time is: lowest for objects; closely followed by Mikons; then 
doodles; highest for art images. In this context, the mean scores of the sat 1 parameter 
(ease to register) are: highest for objects (3.24/5); closely followed by Mikons 
(3.12/5); then doodles (2.85/5); lowest for art images (2.45/5). Thus the qualitative 
data obtained from the participants through the questionnaire complement the mean 
registration time obtained from the online study. These results can be attributed to 
the fact that users find it difficult to choose meaningful images in case of doodle 
and art, which they could use as passwords. The authentication time follows the 
same trend as that of the registration time: lowest for objects; closely followed by 
Mikons; then doodles; highest for art images. The mean scores for the sat-2 parameter 
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(ease to authenticate): highest for objects (3.56/5); closely followed by Mikons 
(3.36/5); then doodles (2.95/5); lowest for art images (2.45/5). Thus the mean scores 
of the sat 2 parameter complement the results of the login time data obtained from the 
online study. The above discussion suggests that the effectiveness and efficiency re-
sults complement each other. So we can conclude that images which are meaningful 
or can be associated with something easily are: effective in the sense of being memor-
able; efficient i.e. less time consuming to employ. This conclusion is also supported 
by the mean satisfaction scores obtained through the questionnaires: highest for ob-
jects (13.91/20); closely followed by Mikons (13.16/20); then doodles (11.8/20); low-
est for art images (9.24/20) and mean stress scores: lowest for objects (11.87/20); 
closely followed by Mikons (12.2/20); then doodles (13.12/20); highest for art images 
(14.66/20).  

7 Conclusions and Future Work 

We have presented the first study with 100 participants over a period of 8 weeks to 
compare the usability: mean success percentage for 7 weeks; mean registration and 
login time; the qualitative data i.e. participant’s opinion (satisfaction as well as stress), 
of multiple image passwords using 4 different image types- Mikon, doodle, art and 
objects. The results of the study revealed that object and Mikon passwords performed 
best in each of the usability criteria compared to doodle and art passwords. So we 
conclude that meaningful or easily nameable image types are most usable when mul-
tiple graphical passwords are used. The experimental design in our study is: valid, it 
answers our research question through the data we collected for each measure; relia-
ble, it can be reproduced by the research community; most importantly, such a study 
for the stated research problem has not been conducted in the past. In terms of im-
provement, the same study could be reproduced with a user-group other than students. 
The post study questionnaire results demonstrate that most people chose password 
images either by making a pattern/story or something which is related to them. These 
results underscore the need to examine, whether passwords created by using patterns 
aid memorability, when multiple graphical passwords are used and assess the ease of 
employing such a strategy these different image types. The results suggest that though 
meaningful images would aid usability when multiple graphical passwords are used, 
users may engage in insecure coping mechanisms like recording them through digital 
or non digital media. So in our ongoing work, we are investigating the vulnerability of 
image passwords to user descriptions (non digital attempt to describe the images by 
writing them or verbally communicating them). We also find that the statistical analy-
sis alone does not unambiguously identify the most suitable image type to be used for 
graphical password. In our ongoing work, we are developing a framework that would 
help quantify the usability value for each image type, taking into account qualitative 
as well quantitative data obtained for all criteria from the experiment.  
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Sample Mikon password 

 
 

 

Sample doodle password  

 

 
Sample art password  

 

 

Sample object password 
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Abstract. Stimulated by a large number of different theories on human cogni-
tion, suggesting that individuals have different habitual approaches in retriev-
ing, recalling, processing and storing verbal and graphical information, this pa-
per investigates the effect of such processes with regard to user performance 
and preference toward two variations of knowledge-based authentication me-
chanisms. In particular, a text-based password authentication mechanism and a 
recognition-based graphical authentication mechanism were deployed in the 
frame of an ecological valid user study, to investigate the effect of specific cog-
nitive factors of users toward efficiency, effectiveness and preference of authen-
tication tasks. A total of 145 users participated during a five-month period be-
tween February and June 2012. This recent study provides interesting insights 
for the design and deployment of adaptive authentication mechanisms based on 
cognitive factors of users. The results and implications of this paper are valua-
ble in understanding and modeling user interactions with regard to authentica-
tion mechanisms. 

Keywords: User Authentication, Cognitive Factors, Efficiency, Effectiveness, 
Preference, Usable Security, Diversity, User Study.  

1 Introduction 

The World Wide Web has become gradually a platform for deployment of complex 
applications of increased interactivity, as it takes the form of a medium used for com-
plex and important tasks including commercial and governmental transactions, colla-
borative work, learning and information retrieval. Within this realm, security and 
privacy issues of interactive systems are considered of paramount importance as it is 
known that the consequences of a security breach can harm the credibility and legal 
liability of an organization, decreases users' trust and acceptance, while it exponential-
ly increases maintenance and support costs. In this context, one of the most important 
and challenging issues is to support users, engaged on tasks related to authentication, 
through usable computer-human interface designs [1-8]. 
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Nowadays, user authentication over the Internet is achieved primarily with the use 
of text-based passwords. It is estimated that more than 80% of US and UK companies 
apply some form of text-based password authentication; in many cases it is their sole-
ly method for user authentication [9]. Despite this familiarity factor of users with 
regard to text-based authentication mechanisms, a considerable amount of research 
has focused on the design and implementation of graphical authentication schemes. 
Graphical authentication mechanisms claim to preserve security and improve usability 
and memorability, as they leverage the vast capacity and capabilities of the human 
visual memory system [10, 11, 12]. Principally, graphical authentication mechanisms 
require from a user to enter an authentication key represented by images in a specific 
sequence. A recent comprehensive review of graphical authentication schemes [13] 
revealed that numerous ideas have been proposed over the last decade which focus on 
graphical authentication, and how to address the security and usability issues of text-
based passwords, however, few schemes exist that deliver on the original promise of 
addressing the known problems with text-based passwords since many of the same 
problems continue to exist. For example, in an early study of Brostoff and Sasse [14], 
which compared the usability of a text-based password and a recognition-based, 
graphical authentication mechanism (Passfaces [15]), results demonstrated that al-
though fewer login errors were recorded in graphical authentication than in text-based 
password interactions, they tended to log in less frequently because the login process 
was not as efficient as through the text-based password mechanism. A more recent 
study of Everitt et al. [16] revealed a dramatic decline in memorability and perfor-
mance when using multiple graphical authentication keys. Also, from a security pers-
pective, the greatest concern of graphical authentication mechanisms is guessing  
attacks since usable graphical authentication keys usually have a weaker level of se-
curity strength than traditional text-based passwords. A study of Stobert et al. [17] 
indicated that increasing the required authentication key length in graphical authenti-
cation mechanisms negatively affects the memorability of the authentication key, and 
thus, the overall usability of the authentication process. 

Graphical authentication schemes can be classified into the following three catego-
ries: Recall-based authentication mechanisms require that users remember informa-
tion and reproduce a secret drawing on a static image as their authentication key. Ex-
amples include Draw-a-Secret (DAS) [18], its variations [13], YAGP (Yet Another 
Graphical Password) [19], and Pass-Go [20]. Cued-recall authentication mechanisms 
require users to identify specific locations on a static image and are intended to reduce 
the memory load on users, since specific cues are utilized in order to assist the recall 
of information. Examples include PassPoints [21], Persuasive Cued Click Points [22] 
and gaze-based authentication [23]. Recognition-based authentication mechanisms 
require that users create an authentication key by selecting and memorizing specific 
images, and then recognize the images among decoys to authenticate. Examples in-
clude Passfaces [15], ImagePass [24] and Tiles [25].  

A variety of studies have been reported that underpin the necessity for increasing 
usability of authentication mechanisms [1-8]. The literature reveals many proposals, 
such as educating and influencing users to create more secure authentication keys 
[26], improving existing recall-based password approaches with recognition of text 
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[27], enforcing the creation of secure authentication keys through policies [2, 3], au-
tomatically generating secure authentication keys and mnemonic passphrases [28]. 
Furthermore, password managers [29, 30] have been proposed to minimize users’ 
cognitive load. Nevertheless, ineffective practice of usability in user authentication 
does not naturally embed the users’ characteristics in the design process, and usually 
adopts a “one-size-fits-all” approach when concerning user authentication designs, 
ignoring the fact that different users have different characteristics and develop differ-
ent structural and functional mental models, and thus need individual scaffolding. In 
this respect, supporting usability of user authentication mechanisms with user-
adaptive technologies [31] is based on the promise that understanding and modeling 
human behavior in terms of structural and functional user requirements related to such 
security tasks can provide an alternative to the “one-size-fits-all” approach with the 
aim to improve the system’s usability and provide a positive user experience. 

Consequently, a first step toward designing an adaptive user authentication me-
chanism is to identify which individual characteristics (e.g., knowledge, previous 
experience, lingual characteristics, cognitive characteristics, etc.) are considered im-
portant for adapting such mechanisms. Bearing in mind that human computer interac-
tions with regard to authentication mechanisms are in principal cognitive tasks that 
embrace to recall and/or recognize, process and store information, we argue that these 
interactions should be analyzed in more detail under the light of cognitive theories. 
Accordingly, the purpose of this paper is to investigate whether there is an influence 
of specific individual characteristics of users targeting on cognitive factors, toward 
efficiency, effectiveness and user preference of authentication mechanisms. 

The rest of the paper is structured as follows: next we present the underlying theory 
of this work. Furthermore, we describe the context of an empirical study, methods, 
and developed hypotheses. Thereafter, we analyze and discuss our findings. Finally, 
we summarize our paper and outline the implications of the reported research. 

2 Theoretical Background 

One of the most widely accepted theory of human cognition is the Dual Coding 
Theory [32, 33]. It suggests that visual and verbal information is processed and 
represented differently and along two distinct cognitive sub-systems in the human 
mind; the visual and verbal cognitive sub-systems. Each sub-system creates separate 
representations for information processed which are used to organize incoming in-
formation that can be acted upon, stored, and retrieved for subsequent use. 

Many psychology studies have reported that pictures are better recognized and re-
called by the human brain than textual information, referred as the picture superiority 
effect [34, 35, 36]. Paivio’s Dual Coding Theory explains the picture superiority ef-
fect that pictures are more perceptually rich than words which lends them an advan-
tage in information processing. The picture superiority effect might be explained by 
the fact that pictures are mentally represented along with the features being observed, 
whereas text is visually sparse and represented symbolically, where symbols might 
have a different meaning depending on the form of the text, which requires an  
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additional processing for the verbal sub-system. For example, ‘X’ may represent the 
Roman numeral 10, or the multiplication symbol [13].  

The advantage of the picture superiority effect has led to the design of graphical 
authentication schemes as a viable alternative to text-based authentication mechan-
isms aiming to increase efficiency and effectiveness of interactions. In graphical au-
thentication mechanisms, human memory is leveraged for visual information in hope 
of a reduced memory burden that will facilitate the selection and use of more secure 
authentication keys [13]. Given also that the current user authentication paradigm 
expands from login on single desktop computers, to login on smart devices, the added 
difficultly of typing text-based passwords on small screens has amplified the attention 
to graphical authentication mechanisms as an alternative to traditional text-based 
password schemes. 

However, several research findings claim that the picture superiority effect does 
not always hold and is affected by various factors [36, 37, 38]. Oates and Reder [37] 
claim that the picture superiority effect only occurs when a picture affords a meaning-
ful textual label that discriminates it from other pictures. Results of these studies re-
veal that abstract pictures are not memorable as single words since the visual stimuli 
is difficult to identify, and hence, a generation of a consistent textual label is not easy 
or possible. Robertson and Köhler [38] have further provided evidence that the ability 
to label a picture affects its processing and memory. Another recent study of Mihajlov 
and Jerman-Blazic [24], that assessed the memorability rates of abstract, face and 
single-object images in recognition-based, graphical authentication mechanisms, sup-
ports that single-object images have the highest memorability rates in graphical  
authentication mechanisms, since single-object images can be easily labeled  
(e.g., “picture of a football”), and thus processed and remembered. 

As an effort to explain the aforementioned empirically observed differences in us-
ers’ mental representation and processing of information, many researchers have de-
veloped theories of individual differences in cognitive style from the perspective of 
dual coding theory [39], and consequently, argue that individuals have differences in 
the way they process and remember information. In particular, individuals may 
process and organize verbal information more efficiently than visual information, 
whilst others the opposite [39-44]. Within this context, a number of psychometric 
tests and questionnaires have been developed that elicit verbal-imagery cognitive 
style, mainly through self-reported experiences and preferences, and response times 
on verbal vs. visual aptitude tasks (OSIVQ questionnaire: [41]; VICS test: [42]; CSA 
test [43]; see also [39, 44] for a review on older questionnaires and psychometric 
tests). Self-reported questionnaires usually ask the participants to rate their preference 
toward a verbal versus visual mode of processing. Example ratings would be “I have a 
photographic memory” or “My verbal skills are excellent” [41]. For the reason that 
questionnaires showed relatively low internal reliability and poor predictive validity 
[42, 45], objective measures through the development of psychometric tools have 
emerged, such as response time in solving cognitive tasks that require verbal or visual 
processing. In particular, psychometric tools have been proposed that typically require 
from the participant to provide an answer to text-based or image-based statements. 
Depending on the response time of each answer, the ratio of means or medians  



446 M. Belk et al. 

 

between the verbal and visual statements is computed and further used to classify the 
participant to a particular group; Verbal or Imager group. 

To this end, with the aim to investigate the relation among individual differences in 
cognitive style, and user authentication mechanisms in terms of efficiency, effective-
ness and preference, we next describe an empirical study which entailed a psychome-
tric-based survey for extracting users’ cognitive styles, combined with a real usage 
scenario with two variations of user authentication mechanisms; text-based password 
and recognition-based, graphical authentication mechanism. Such an endeavor is con-
sidered valuable as it entails investigating and modeling human behavior in the con-
text of user authentication tasks. Understanding structural and functional user mental 
models assists the deployment of usable computer-human interaction designs and 
workflows, whilst minimizing user cognitive loads, perceptual and learning efforts 
and erroneous interactions with regard to authentication mechanisms.  

3 Method of Study 

3.1 Procedure 

A Web-based environment was developed within the frame of various university 
courses. During each course enrolment process, students were required to create their 
authentication key that was used for accessing the courses’ material (i.e., course 
slides, homework exercises) and for viewing their grades. The experimental  
procedure has been divided in three phases: 

• Phase A: The type of authentication (text-based password or graphical mechan-
ism) was randomly provided during the enrolment process. At the end of the 
enrollment process the sample was divided of half of the students having enrolled 
with a text-based password and the other half having enrolled with a graphical au-
thentication mechanism. The users’ interactions during this phase were recorded 
for a period of one and a half month. 

• Phase B: After Phase A, the system altered the students’ authentication type; stu-
dents that had enrolled with a text-based password in Phase A were prompted to 
create a new graphical authentication key and vice versa. The new authentication 
key would be used for the same period as in Phase A (one and half month).  
The main aim of Phase B was to engage the whole sample on both authentication  
mechanisms for the same period of time. 

• Phase C: After Phase B, the system gave the users the option to choose the  
preferred authentication type to access the system until the end of the study. In par-
ticular, the students were first asked to choose between the two variations of au-
thentication (i.e., text-based password or graphical) for which they had already 
used in Phase A or Phase B during the semester, and then entered the preferred au-
thentication key. Aiming to avoid the effect of users’ familiarity with the previous-
ly (Phase B) used authentication mechanism, with regard to preference, the system 
was available for open access during a one month period (without the presence of 
any authentication mechanism, the users could download the learning material 
without to authenticate themselves).  
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session. Thereafter, users had to select their images in the specific sequence, as en-
tered in the enrolment process in order to get permission for accessing the system. An 
additional option for resetting the authentication key was also available which was 
similar to the text-based password reset process. 

3.4 Hypotheses 

The following hypotheses were formulated for the purpose of our research: 

• H1. There is general preference of users toward text-based password mechanisms 
or recognition-based, graphical authentication mechanisms. 

• H2. Cognitive styles of users have a main effect on users’ preference toward text-
based password mechanisms or recognition-based, graphical authentication  
mechanisms. 

• H3. There is a significant difference with regard to time (efficiency) and total num-
ber of attempts (effectiveness) needed to authenticate through a text-based pass-
word mechanism or a recognition-based, graphical authentication mechanism 
among users belonging to the Verbal and Imager class. 

3.5 Participants 

A total of 145 people participated in the study between February and June 2012. Par-
ticipants varied from the age of 17 to the age of 26, with a mean age of 22 and were 
undergraduate students of Computer Science, Electrical Engineering, Psychology and 
Social Science departments of the University of Cyprus. The participants’ native lan-
guage was Greek, and had learned English as a second language. A total of 2605 au-
thentications have been recorded during the five-month period, with an average of 
19.79 (SD 11.62) logins per participant. 

3.6 Data Captured 

Both client-side and server-side scripts were developed to monitor the users’ beha-
viour during interaction with the authentication mechanisms. The following data was 
captured: 

• Performance (Efficiency and Effectiveness): The total time (efficiency) and total 
number of attempts (effectiveness) required for successful authentication was mo-
nitored on the client-side utilizing a browser-based logging facility that started re-
cording time as soon users entered their username for identification, until they suc-
cessfully completed the authentication process. Additional performance data in-
cluded total number of authentication key resets. 

• Preference: The users’ choice between the two variations of authentication during 
the last one and a half month of the study (Phase C) was used to draw conclusions 
about their preference toward a particular type of authentication.  
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A further comparison between the cognitive style groups revealed that Imagers 
performed significantly faster in graphical authentication than Verbals 
(F(1,514)=8.292, p=0.004). However, performance in text-based password mechan-
isms revealed no significant differences in time since both cognitive style groups 
performed similarly (F(1,381)=0.838, p=0.361), with Verbals being slightly faster. 
Given that both types of user groups were more familiar and experienced with text-
based passwords, this might explain the fact that no significant differences have been 
observed in the time to authenticate through the text-based password mechanism. On 
the other hand, since the familiarity factor has not affected the graphical authentica-
tion mechanism, results indicate that the different approach in processing information 
mentally of each user group (visual approach for Imagers and verbal approach for 
Verbals) has affected their performance in the graphical authentication mechanism. 

Effectiveness Related to User Authentication. For each user authentication session, 
the total number of attempts made for successfully authenticating in each type was 
recorded. Table 2 summarizes the means of attempts of each user group (Verbal and 
Imager) per authentication type (text-based password and graphical).  

Table 2. Effectiveness per cognitive style group and authentication type 

 Verbal Imager 
 Mean Std. Dev. Mean Std. Dev. 

Text-based 1.15 0.40 1.30 0.63 
Graphical 1.23 0.50 1.09 0.34 

Shapiro-Wilk tests revealed that these distributions do not follow the normal distri-
bution. Regarding the text-based password, although Verbals needed on average less 
attempts to authenticate, no significant differences were observed between the two 
user groups, as the Mann-Whitney U test revealed (p=0.183). In the case of graphical 
authentication, on average, users belonging to the Verbal class needed more attempts 
to authenticate than the Imager group. The Mann-Whitney U test revealed that the 
differences between Verbal and Imager user groups were statistically significant 
(p<0.001). In this respect, Imager users’ enhanced ability of processing visual infor-
mation has positively affected their effectiveness compared to Verbal users. This is 
further strengthened by the fact that the majority of authentication key resets were 
initiated by Verbal users for graphical authentication keys. In particular, a total of 7 
authentication key resets were initiated by Imagers for graphical authentication me-
chanisms while in the case of Verbals the number of key resets rose to 24. In case of 
text-based passwords, a total of 11 password resets were performed; 4 by Imagers and 
7 by Verbals. 

Preference Related to User Authentication. During Phase C, the system provided 
the option to the users to choose which authentication type to use for accessing the 
system; either use the current authentication type that was active after Phase B, or use 
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3.8 Focus Groups 

Semi-structured focus-group sessions were concentrated around the participants’ sub-
jective preference and perception of the authentication mechanisms. The question 
structure of the sessions was focused around the following points: i) which type of 
authentication the users prefer, ii) which type of authentication was more efficient, iii) 
which type of authentication was more effective.  

The first question for each session was intended to explore the users’ preference on 
authentication mechanisms. The participants were asked to rate their preference to-
ward a particular type of authentication mechanism (text-based password or graphi-
cal). A binomial statistical test was conducted to examine whether there is a general 
preference relating text-based passwords and graphical authentication mechanisms 
(H0: p(text-based password)=0.5 and p(graphical)=0.5). The results revealed that 
overall users preferred graphical authentication (p=0.008) with a total of 89 users 
preferring graphical authentication mechanisms compared to 56 users who preferred 
the text-based password mechanism (Table 4).  

Table 4. Authentication preference per cognitive style group 

 Verbal Imager Total 
Text-based 33 23 56 
Graphical 35 54 89 
Total 68 77 145 

 
A binomial test was conducted separately for each cognitive style group to ex-

amine whether a particular cognitive style group prefers specific types of authentica-
tion mechanisms. Results revealed that Imagers significantly prefer graphical authen-
tication mechanisms (p=0.001). This supports the aforementioned analysis of results 
that indicated a significant effect of cognitive style toward preference of authentica-
tion mechanisms. In contrast, regarding the Verbal group no clear preference toward 
text-based passwords or graphical authentication mechanisms was recorded 
(p=0.904). 

As for efficiency and effectiveness of the authentication mechanisms, the partici-
pants were asked to rate the efficiency and effectiveness of each mechanism. Table 5 
and Table 6 respectively summarize the users’ rating regarding efficiency and  
effectiveness for each authentication type.  

Table 5. Authentication efficiency per cognitive style group 

 Verbal Imager Total 
Text-based 38 33 71 
Graphical 30 44 74 
Total 68 77 145 
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A Pearson’s chi-square test did not reveal a significant difference in efficiency be-
tween the text-based password and graphical authentication mechanism (Chi square 
value=2.452, df=1, p=0.117). Nevertheless, a noticeable difference in opinions about 
the efficiency of the two authentication types was observed by participants who be-
longed to the Verbal class since the majority found the text-based password  
mechanism more efficient. 

Table 6. Authentication effectiveness per cognitive style group 

 Verbal Imager Total 
Text-based 28 22 50 
Graphical 40 55 95 
Total 50 95 145 

 
Finally, when asked to rate the difficulty of each authentication type, the majority 

claimed that graphical authentication mechanisms were easier to recall and recognize 
the information. 

3.9 Validity and Limitations of the Study 

With the aim to increase internal validity we recruited a sample of participants that 
were rather experienced and average than novice users with respect to user authenti-
cation and therefore, the research design was setup in order to avoid inference errors. 
There has also been an effort to increase ecological validity of the research since the 
user authentication tasks were integrated in a real Web-based system and the partici-
pants were involved at their own physical environments without the intervention of 
any experimental equipment or person. In addition, participants were required to au-
thenticate in the system throughout the semester during real-life tasks (i.e., access 
their university course’s material). Finally, given that future studies will contribute to 
the external validity of the reported research, we argue that providing personalized 
user authentication mechanisms, adapted to users' cognitive characteristics, as well as 
other individual characteristics (e.g., cognitive processing abilities, working memory 
capacity) could improve the overall user experience with regard to user authentication 
tasks. 

The limitations of the reported study are related to the fact that participants were 
only university students with an age between 17 to 26 years, and shared common 
cultural backgrounds. Given that Asian-type alphabets are primarily processed by the 
visual cognitive sub-system, in contrast to the Western-type alphabets that are primar-
ily processed by the verbal cognitive sub-system [47], cognitive styles might have 
affected differently the user performance and preference of the authentication me-
chanisms in case participants had knowledge of non-Western-type languages. In addi-
tion, carrying out a single assessment of users’ cognitive style might not fully justify 
the users’ classification into specific cognitive-based groups since individuals might 
be influenced by other circumstances over time such as emotions, urgency, etc.  



 Security for Diversity: Studying the Effects of Verbal and Imagery Processes 455 

 

Finally, the results might be affected by the fact that the two types of authentication 
mechanisms diverge in term of user interface since the text-based password keys are 
entered through keyboard clicks, while the graphical keys are entered through mouse 
clicks on the images. 

To this end, future studies need to be conducted with a greater sample of varying 
profiles, cultures and ages, as well as investigate the effect of contextual factors  
(i.e., user device) in combination with cognitive styles of users in order to reach to 
more concrete conclusions about the effect of individuals’ cognitive style on their 
performance and preference related to authentication mechanisms. In addition, consi-
dering that in real life, users have to memorize multiple authentication keys [16], 
another important aspect for investigation is to study the effect of cognitive styles  
on user performance and preference when using multiple text-based password and 
graphical authentication mechanisms over time. 

4 Conclusions 

The purpose of this paper is to present results of an ecological valid user study which 
was designed with the aim to investigate whether there is a main effect of specific 
individual characteristics of users targeting on cognitive styles, towards performance 
and preference of two complementary types of user authentication mechanisms (text-
based and graphical). Such an endeavor is considered valuable for the design and the 
deployment of more usable computer-human interaction processes with the aim to 
offer personalized and adaptive authentication mechanisms aiming to assist users to 
accomplish efficiently and effectively comprehensive and usable authentication tasks. 
For the purpose of this research we have designed a three phase experimental study 
which entailed a credible psychometric-based test for eliciting users’ cognitive style 
based on the dual coding theory that suggests two sub-cognitive systems for 
processing and representing verbal and visual information in parallel threads.  

The results of this paper can be interpreted under the light of this theory as they 
demonstrate a main effect of cognitive styles on both performance and preference 
related to authentication mechanisms. Regarding performance, results revealed that 
users of the Imager class performed faster in graphical authentication than in text-
based password authentication, whereas users of the Verbal class did not authenticate 
significantly faster in either of the two authentication types. Furthermore, Imagers 
performed significantly faster in graphical authentication than Verbals did, however 
in the case of text-based passwords performance of both cognitive style groups was 
not considerably different, with Verbals being slightly faster than Imagers. An inter-
pretation of this result can be based on the fact that all users were more familiar and 
experienced interacting with text-based passwords, hence no significant difference 
was observed between the Verbal and the Imager. On the other hand, since the fami-
liarity factor did not affect the graphical authentication mechanism, we have observed 
that the visual approach of processing and organizing information of the Imagers has 
positively affected their performance compared to the Verbals. 
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Regarding effectiveness (i.e., total number of attempts), we conclude that both au-
thentication mechanisms were effective in use throughout the study. Nevertheless, 
both number of attempts and number of authentication key resets reveal that graphical 
authentication mechanisms have positively affected user belonging to the Imager 
class as they needed significantly less attempts and key resets in graphical authentica-
tion mechanisms compared to Verbal users.  

Finally, participants in general preferred graphical authentication mechanisms. Re-
sults also demonstrate that users categorized in the Imager group significantly prefer 
graphical authentication mechanisms. A possible interpretation of this result might be 
based on the novelty effect of graphical authentication. However, results suggest that 
if this would be the main factor that influences users' preference then it would be ob-
served across all user groups regardless their cognitive style, which in the current 
sample is not the case, since users categorized into the Verbal group did not signifi-
cantly prefer a particular authentication type. 

Based on the presented results which embrace objective quantitative data (captured 
data during experimentations) as well as subjective qualitative self-reporting data 
(focus group studies), we argue that following a user-centered design methodology, it 
is necessary that designers of authentication mechanisms should clearly bear in mind 
individual differences of users while interacting with the system. Currently, there is a 
strong underlying design assumption that text-based passwords are the most compre-
hensive way for user authentication [48]. The results of this study suggest enhancing 
current authentication mechanisms aiming to embrace both text-based and recogni-
tion-based, graphical authentication mechanisms. As the results suggest, such an ap-
proach would have many positive implications from a usability and user experience 
point of view since, recommending authentication mechanisms, personalized to the 
users’ cognitive style (especially in the case of Imagers, as results indicate) would 
increase the users’ memorability and information processing efficiency of the authen-
tication key, and thus improve task completion efficiency and effectiveness, and user 
satisfaction. At the same time, graphical authentication mechanisms provide similar 
security protection levels as text-based passwords from a service provider point of 
view, taking into consideration that they are encrypted properly on the service provid-
er database layer and submitted securely on the transmission layer [24, 13]. On the 
other hand, from a user’s point of view, they entail similar threats as text-based au-
thentication mechanisms with regard to guessing (e.g., brute-force attacks) or captur-
ing attacks (e.g. shoulder surfing, malware, phishing attacks, etc.) [24]. 

A practical implication of this work could be either to allow a user to explicitly 
declare the preferred authentication mechanism or by implicitly recommend the “best-
fit” authentication mechanism based on historical usage data of the user in regard with 
efficiency and effectiveness of authentication tasks, or based on user interactions with 
a psychometric-based, cognitive style elicitation test. A more sophisticated architec-
ture solution could be based on a recommendation engine as part of an adaptive sys-
tem specialized on user authentication tasks aiming to extract from interaction data, 
the individuals’ characteristics by use of statistical means. 

Studies like the reported one can be useful for improving usable security on  
the World Wide Web through adaptivity in user interface designs with regard to  
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authentication mechanisms, aiming to organize and present information and functio-
nalities related with security tasks in an adaptive format to diverse user groups, by 
using different levels of abstractions through appropriate interaction styles,  
terminology, information presentation and user modeling techniques. 
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Abstract. In this paper, we investigate the evolutionary change of user-selected 
passwords. We conducted one-on-one interviews and analyzed the complexity 
and the diversity of users’ passwords using different analysis tools. By compar-
ing their first-ever created passwords to several of their currently used pass-
words (e.g. most secure, policy-based), we were able to trace password reuse, 
password changes and influencing factors on the evolutionary process. Our ap-
proach allowed for analyzing security aspects without actually knowing the 
clear-text passwords. The results reveal that currently used passwords are sig-
nificantly longer than the participants’ first passwords and that most partici-
pants are aware of how to compose strong passwords. However, most users are 
still using significantly weaker passwords for most services. These weak pass-
words, often with roots in the very first passwords the users have chosen, ap-
parently survive very well, despite password policies and password meters.  

Keywords: password, evolution, security, policy, survey, human factor.  

1 Introduction 

Secret alphanumeric strings, called passwords, have been used to restrict access to 
specific information or services since the early days of computing. However, while 20 
years ago passwords were mainly used by professionals for specific use cases, the 
introduction of the World Wide Web in the middle of the 1990s led to an extensive 
spread of passwords in people’s daily lives. In the 2000s, the popularity of new tech-
nologies like smartphones and tablets and the growing amount of web-based services 
reinforced the process and thus, users nowadays have to memorize a multitude of 
passwords compared to a decade ago. 

By the end of the 1990s, researchers began to evaluate the influence of user beha-
vior on alphanumeric passwords [1, 2]. Those early studies which were based on self-
reported data found that alphanumeric passwords always comprise a trade-off  
between usability and security. User-chosen passwords are often optimized for memo-
rability and therefore based on dictionary words, birthdays, and so on. This makes 
them easy to guess for unauthorized persons. Furthermore, most people reuse pass-
words for multiple accounts and hardly renew passwords they once generated [3]. 
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More complex passwords are often written down or shared with other people and 
thus, do not necessarily lead to improved security [4]. 

To support users in the selection of secure passwords, many companies introduced 
guidelines, password policies, recommender systems and password meters. The effect 
of these mechanisms was evaluated in lab studies which found that users often choose 
the same numbers or symbols and insert these at the same positions to comply with 
such systems. Thus, password policies do not necessarily increase system security [5]. 
Furthermore, it was shown that increasing the length of a password has the biggest 
effect on security and that the recall of policy-based passwords takes significantly 
more time [6]. This challenges the benefit of extensive password policies. 

In addition to self-reported data and lab studies, large databases of user-chosen 
real-world passwords became available in recent years (e.g. [7, 8]). The analysis of 
these password lists confirmed that user-chosen passwords are often very short and 
many passwords are based on names, dictionary words and other trivial strings [7]. 

The goal of our study was to answer the question if password selection and security 
awareness evolved since the users’ first contact with alphanumeric authentication and 
which factors influenced this process. Our work contributes to the field by providing 
valuable insights into the individual-related password evolution. We interviewed 40 
people with different demographic backgrounds to get insights into their personal 
history of password use. We compared early passwords with currently used ones and 
analyzed what influenced the evolution of these passwords. By using electronic pass-
word analysis tools, we were able to quantify the data and gather detailed information 
about the complexity and the distance of different passwords without actually requir-
ing the password itself.  

The results show that the quantity as well as the complexity of used passwords rose 
in recent years and that password policies did influence this development. However, 
people still reuse passwords for multiple services and adapt to new policies by simply 
inserting new characters to old passwords. We found that even if users know how to 
build secure passwords, they use simple ones more often, some of them being their 
first-ever created password. 

2 Evaluation 

The main goal of our study was to find out how passwords evolved over time in terms 
of length, complexity and quantity and which factors influence this process. There-
fore, we conducted one-on-one interviews and collected quantitative data using  
password analysis tools.  

2.1 Password Tools 

We implemented two password tools to analyze the composition of a given word and 
the distance between two words. The tools were built using JavaScript and HTML. 
Our tools did not store or transmit any data, but displayed statistical results to our 
participants, who copied them into a questionnaire.  
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Distance Test. The graphical user interface consisted of two password fields and one 
text field. When two words were entered into the password fields, the Levenshtein 
distance of these two words was computed and displayed in the text field. The Le-
venshtein distance describes the minimum number of changes required to transform 
one character sequence into the other.  

Composition Test. The graphical user interface of the composition test consisted of 
one password field, one 14 x 2 table and one text field. When a word was entered into 
the password field, the composition of this word was analyzed and displayed.  

We analyzed the word length and counted lower-case letters, upper-case letters, 
numbers and symbols. In addition, we checked for middle numbers/symbols and for 
repeated, consecutive and sequential characters. The script was based on the script of 
www.passwordmeter.com1. 

2.2 Design and Procedure 

The study was conducted in a public coffee shop. We used one-on-one interviews in 
combination with a questionnaire and the password tools. The decision to conduct the 
study outside of the lab was made to gather a wider demographic spectrum. Partici-
pants were recruited via flyers, which were distributed in the coffee shop. As an in-
centive, we paid each participant one drink from the menu and gave out a 5 Euro 
shopping voucher. The interview lasted for about 20 minutes on average.   

Participants were seated at a table in front of a wall. The examiner sat at the same 
table and used a laptop to read out the questions and to enter the answers into the 
questionnaire. At the beginning, we explained the study goals, the technical back-
ground (e.g. the password tools) and that there was no way we could steal their pass-
words from them. In addition, we warned them not to disclose their passwords during 
the interview. After the introduction, the interview started.    

After collecting demographical data, we investigated the general password expe-
rience. This involved questions like the year of the first password creation or the 
amount of actively used passwords. In the case that our participants were not sure 
about their very first password, they were allowed to use the first password that they 
could remember. Further questions analyzed the influence of password polices, pass-
word meters, etcetera. After the interview, the laptop was handed over to the partici-
pants and they were asked to analyze their passwords. For this task, we positioned a 
screen in front of the participant to prevent shoulder surfing while passwords were 
entered.  

The participants analyzed the requested passwords (see Table 1) and copied the re-
sults from the text field of the password tool to the questionnaire. Instructions looked 
like “please compare your most secure password to the password that you use most 
often”. Using this approach, we were able to analyze many aspects of the passwords 
without actually knowing the participants’ passwords. 

                                                           
1 The script is available for distribution under the GNU General Public License (GPL). 
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Table 1. Password categories analyzed during the interviews 

Password category Definition 

First The first password ever created 
Most used The password which is used most often 

Most secure The password which is rated most secure (by the participant) 
Policy-based A password which was created based on a given policy 

Meter-based A password which was influenced by a password meter 

2.3 Participants 

We interviewed 40 participants. The average age of 39 participants was 26 years  
(18-59). One participant did not reveal his age, but stated to be 40 to 50 years old. 16 
participants were female, 24 were male. 38 participants had an academic background, 
19 of them had a technical background (e.g. computer science). This might be  
influenced by the coffee shop being located in a university and business district.  

3 Results and Discussion 

The results are based on the qualitative answers of the 40 interviewees and the quan-
titative password analysis. The definition of the analyzed password categories is 
found in Table 1. 

3.1 Experience 

On average, the participants had their first contact with passwords in the year 2000 
(SE: 1, min = 1994, max = 2008). Their average age at this time was 15 years (SE: 1, 
min = 5, max = 54). Asked for the reason to create a password, 27 participants stated 
they had signed up for an email account; seven protected a user account of an operat-
ing system and four participants created their first password to protect a mobile 
phone. Beside these services, gaming and online banking were mentioned. In the first 
year of password use, our participants had to deal with a mean of 1.5 passwords  
(SE = 0.1, min = 1, max = 3). Today, the average amount is 14.2 (SE = 3.8, min = 1,  
max = 150). However, only 5.1 (SE = 0.7, min = 1, max = 28) of these are used  
frequently. 

3.2 Complexity 

We conducted a one-way repeated-measures ANOVA to compare the complexity of 
the different passwords. Fig. 1 shows the results of the complexity analysis; the con-
crete values can be derived from Table 2. 

The results reveal that there is a highly significant main effect of the password cat-
egory on the length of the password, ܨଶ.ଷ଼,ଵଷହ.ଽଽ ൌ 10.33,  ൏ 0.01. The within-
subject contrasts show that the first passwords (M = 7.6) are significantly shorter than 
passwords of all other categories (all p < 0.05).  Most secure passwords (M = 12.1) 
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have the most characters, but policy-based (M = 10.2) and meter-based (M = 10.7) 
passwords are not significantly shorter (all p > 0.05). In contrast, most-often used 
passwords (M = 8.7) comprise significantly less characters (all p < 0.05). This result 
indicates that, according to the amount of characters, passwords became more secure 
over time. However, even if users know how to create secure passwords, and this 
creation is supported by policies and password meters, most authentications are still 
performed using shorter and thus less secure passwords. According to our partici-
pants, secure passwords are only used for specific services whose data is rated  
sensitive (e.g. bank account). 

Table 2. Mean values (and SE) of the different characters tested in the password analysis 

Password category Length Lower-case Upper-case Numbers Symbols 

First 7.60 (0.35) 5.68 (0.50) 0.23 (0.10) 1.68 (0.34) 0.03 (0.03) 

Most used 8.65 (0.27) 5.83 (0.42) 0.45 (0.14) 2.25 (0.29) 0.13 (0.05) 

Most secure 12.13 (0.79) 7.65 (0.70) 0.95 (0.29) 2.85 (0.33) 0.68 (0.24) 

Policy-based 10.18 (0.52) 6.44 (0.57) 0.72 (0.16) 2.67 (0.28) 0.36 (0.11) 

Meter-based 10.65 (0.60) 6.52 (0.66) 1.03 (0.31) 2.68 (0.36) 0.42 (0.13) 

 
The analysis of the password composition revealed significant main effects on the 

use of upper-case letters (ܨଶ.ହଶ,ଷ.ଽ ൌ 3.80,  ൏ 0.05), numbers (ܨଶ.଼ଽ,଼ଷ.଼ ൌ4.64,  ൏ 0.05) and symbols (ܨଶ.ଵ,ହ଼.ଵଽ ൌ 5.26,  ൏ 0.05). Interestingly, there is no 
significant difference on the use of lower-case letters (p = 0.13). This indicates that 
passwords were always based on lower-case letters, but recently created passwords 
additionally comprise numbers, upper-case letters and symbols. The post-hoc tests 
reveal that most secure passwords (M = 1.0) and policy-based (M = 0.7) or meter-
based (M = 1.0) passwords include significantly more upper-case letters, than the 
firstly created ones (M = 0.2), all = p < 0.05. In contrast, most used passwords  
(M = 0.5) are not based on significantly more upper-case letters than the first pass-
words (p > 0.05).  The analysis of the amount of numbers shows that compared to the 
first passwords (M = 1.7), passwords of all other categories use significantly more 
numeric characters (all = p < 0.05). However, most used passwords (M = 2.3), most 
secure passwords (M = 2.9), policy-based passwords (M = 2.7) and meter-based 
passwords (M = 2.7) do not differ significantly, p > 0.05.  Looking at symbols reveals 
that both, the first (M = 0.0) and the most used passwords (M = 0.1) are composed of 
significantly less symbols than the rest of the passwords (p < 0.05). Most secure 
passwords contain the most symbols (M = 0.7).   

An analysis of the simplicity of passwords according to the use of letters only re-
veals that 50% of the first passwords and 22.5% of the most used passwords consist 
of letters only. In contrast to that, only 6.3% meter-based, 7.7% policy-based and 
7.5% of the most secure passwords use letters only. In addition, 12.5% of the first 
passwords were based on numbers only. One participant (2.5%) still uses a numeric 
password as most secure and most often password. No numeric passwords are found 
in the policy-based or meter-based category. 
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5 Conclusion and Future Work 

We conducted one-on-one interviews and used password analysis tools to gather val-
uable insights into the complexity of different user passwords. We could trace the 
evolution of our participants’ passwords and the factors that influenced this process.    

The results indicate that, in contrast to their first passwords, users today know how 
to build more secure passwords and thus some current passwords are based on signifi-
cantly more characters. However, most people still rely on weak (e.g. short) pass-
words for most authentications, especially, when services are not rated sensitive. In 
addition, recommender systems and password guidelines had only marginal effects on 
the password strength and the reuse of old-established passwords is still common.   

This is a serious security flaw as attackers could start by finding out a password of 
a low-sensitivity service, just by guessing or by using some deficiencies of the im-
plementation. The reuse of passwords and the small distances to more secure pass-
words could consequently enable access to more passwords and more sensitive data. 
As the growth of web-based services will demand memorizing even more passwords 
in the future, we argue that usable alternatives to alphanumeric authentication have to 
be found.   

Another point for further investigation is the potential influence of long-term mo-
bile device use on password selection. Text input on such devices is cumbersome, 
which might, in the long run, negatively influence the security of such passwords.  
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Abstract. Fallback authentication based on voice recognition provides several 
benefits to users. Since it is a biometric method, there are no passwords that 
have to be remembered. Additionally, the technique can be used remotely with-
out the user having to be physically present. We performed stakeholder inter-
views and we iteratively designed and evaluated different voice authentication 
user interfaces with a focus on ease-of-use. The main goal was to keep embar-
rassment low and to provide an interaction as natural as possible. Our results 
show that small changes in the interface can significantly influence the users’ 
opinions about the system. 

Keywords: voice user interfaces, voice authentication.  

1 Introduction 

The number of passwords that users have to remember is steadily increasing. The 
odds of not being able to recall one’s passwords are high and often result in bad ha-
bits. In particular, if users frequently have to change their passwords, they counteract 
these problems by writing them down or reusing the same password or variations of it 
for all accounts [1]. In the last resort, when even those questionable solutions fail  
(e.g. the user forgot where she wrote down the password), fallback authentication 
systems are required that enable users to regain access to their accounts.  
Well-designed fallback systems are important to encounter the mentioned habits. 

Most companies rely on helpdesks, which require administrative personnel and that 
are expensive in costs (between $10 and $15 per transaction [4]). Automatic password 
reset systems reduce costs and disburden helpdesk staff. There exist a variety of solu-
tions. Wood [10] categorizes them as something you have [7], something you know 
[9] or something you are. Systems in the latter category usually rely on biometrics. 
They require tokens of authentication that are tightly coupled to a person.  

Voice authentication systems take advantage of the complex composition of the 
human speech which creates unique voice characteristics that, in turn, depend on the 
size of the oral cavity, the throat, nose, mouth and the arrangement of muscles in the 
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according areas [5]. In combination with voice user interfaces, where human and 
computers communicate over speech, voice authentication systems are a good basis 
for automated password resets. Firstly, they are capable of recognizing if the speaking 
person is authorized to perform a password reset. Secondly, the system can guide the 
user through the process in a communicative manner, making the need of a helpdesk 
person obsolete. Finally, they do not require the person to be physically present as 
voice can be transmitted over distance communication channels like a telephone.  
Being completely automatic, usability aspects are highly important for such a method.  

Naturalness and embarrassment are essential keys for the success of voice user in-
terfaces. Embarrassment refers to the feeling of being uncomfortable caused by unna-
tural dialogs with a voice user interface. A conversation can be considered as natural 
if the same wording could result from talking with a human partner in daily  
conversations. 

In the late 90s, Delogu et al. [2] showed that users are willing to put up with lower 
recognition rates in exchange for higher naturalness. The same study made a compari-
son between speech recognition and dual-tone multi-frequency (DTMF). Users were 
more satisfied with the speech recognition technique, highlighting the benefits of 
plain voice user interfaces. A reason for this can be found in [6] which states that the 
use of DTMF increases the cognitive load of the users, since they not only have to 
focus on the instructions on the phone, but also on the buttons they have to press.  

 In this paper, we present the iterative design and evaluation of enhanced voice au-
thentication user interfaces for password resets. In a pre-study, we found out that cur-
rent deployments of voice authentication and voice user interfaces work very well 
from a technical point-of-view. Still, they can be enhanced to increase user satisfac-
tion and ease-of-use. We present two adaptations of a commercially available system 
and their evaluation. Our results show that both adaptations increase naturalness and 
reduce the level of embarrassment. We additionally show that feedback in the form of 
audicons can be helpful and disturbing at the same time, depending on how it is used. 

2 Pre-studies 

Most voice-recognition based authentication systems work in at least two phases [3]: 
During enrollment, the user’s voice is recorded and a voiceprint is created to which 
the user’s voice input is compared during authentication. We evaluated a text-
dependent commercial system in which the user has to repeat selected word pairs 
during enrollment and a randomly selected subset of those during authentication. We 
conducted nine stakeholder interviews and a usability analysis with 18 participants. 

2.1 Stakeholder Interviews 

We performed interviews in two major companies who employ voice authentication 
systems for password resets. We decided to interview system administrators as they 
are hubs of user-reported issues. It has to be noted that this also means that they are 
only aware of issues that are actually reported and that they may be positively biased 
to a certain extent as these systems save them a lot of work. 
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We interviewed nine system administrators (5/4 of each company) with an average 
age of 38 years (30-43 years). The interviewees reported that some users do not like 
to perform the password reset in open plan offices, mostly due to embarrassment is-
sues (e.g. the use of word pairs that do not occur in daily conversations). Some users 
also requested to improve the naturalness of the voice user interface and to shorten the 
overall password reset process. However, most users are satisfied with how well the 
voice authentication password reset works in general and how easy it is to learn. 

2.2 Lab Study 

We recruited 18 participants (7 female) with an average age of 23 years (19-30 years). 
We invited the participants to our lab to evaluate a currently available commercial 
system. They were placed in an office-like environment and we recorded all partici-
pants with a camera while they completed their tasks. In the first task, participants 
were asked to enroll for the voice authentication service. They had to call the service 
and follow the instructions for enrollment. After their voice was registered successful-
ly, we asked them to perform the voice authentication that is needed for password 
reset (they did not have to actually reset their password). 

The results of the usability analysis show that users were positively surprised about 
how well the voice authentication system worked. As shown in [8], some users are 
negatively biased against biometrics, which does not correspond to the actual capabil-
ities of those systems. The usability study also confirmed the issues revealed during 
the stakeholder interviews. Lack of naturalness, embarrassment and temporal demand 
were the main concerns. The detailed results are outlined in section 5. 

3 System Adaptation 

Based on the preceding interviews and the lab study, we adapted the commercial sys-
tem in two different ways. We addressed aspects like the number of voice inputs, 
feedback, naturalness and embarrassment.  

Number of Voice Inputs: Speech recognition is more reliable if higher numbers of 
speech samples are available. If the number is too low, users might not be recognized 
during authentication, while a high number leads to annoyance and frustration due to 
the longer duration.  Thus, a tradeoff between usability and security needs to be taken 
into account. We reduced the number of voice inputs from four to three, after the  
consultation of the voice biometrics provider in order to maintain security. 

Feedback: We added two types of feedback (in the form of audicons). One feedback 
was given after successful voice input, the other occurred when the user reached the 
next level of the authentication process. The goal was to decrease users’ insecurity 
when longer pauses occurred (this is due to the so-called endpointing, during which 
the end of a voice input is identified, when the pause reaches a certain threshold).  

Naturalness: In order to reduce the perceived duration of the password reset, we 
redesigned the overall conversation style. Therefore, we recorded a new dialog with a 
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new speaker. Particular attention was paid to the right intonation of phrases, i.e. by 
adding linguistic stylistics. For example, the dialog appears more natural when using 
pronouns. Instead of saying “The enrollment will take five minutes”, the system says 
“It will take about five minutes”. Based on the context, the user will still be able to 
understand the meaning. We also introduced discourse particles into the dialog. These 
are words with no real semantics, which help to structure the statement (e.g.: “Well, 
that’s fine”) and helped us to make the overall conversation more natural. 

Embarrassment: Most text-dependent authentication systems ask for randomly se-
lected sequences of words to be repeated. Without context, this feels unnatural and 
leads to embarrassing situations in public or semi-public spaces (imagine someone 
repeating the word “cuckoo” many times incoherently). In the enhanced systems, the 
users recite fragments embedded in phrases. Furthermore, we focused on more  
common word pairs used in daily situations instead of word pairs that are rarely used. 

3.1 Adaptation 1: Geography Facts 

The main goal of this adaptation was to reduce perceived duration of the password 
reset. Users are not only authenticated by their voice, but they also learn geography 
facts. This places the authentication process in a more playful setting, leaving the 
users with the feeling of not wasting their time. Additionally, we used fragments that 
may also occur in daily conversations, making the overall dialog more natural. 

Altogether, we used three different phrases: “The Danube flows into the Black 
Sea”; “New Delhi is the capital of India”; and “Munich is the provincial capital of 
Bavaria”. Many other facts are possible with this approach as well. This is important 
to avoid replay attacks (where attackers record the phrase and replay). Figure 1 (left) 
depicts an example of the dialog for “geography facts”. 

 

Fig. 1. Dialogs for the systems “geography facts” (left) and “travel routes” (right) 

3.2 Adaptation 2: Travel Routes 

The main goal of this adaptation was to reduce the level of embarrassment during the 
dialog with the voice user interface. We placed the communication into a travel  
context, where users imagine planning a travel route. Again, users had to recite con-
versational fragments like “from Munich to Berlin”, “from New York to Dubai” or 
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“from Nuremberg to Hamburg”. This approach allows many different combinations. 
With only six cities, there are already 6x5 different combinations possible. Figure 1 
(right) shows an excerpt from the dialog for “travel routes”. 

4 User Study 

We performed an additional lab study with the adapted commercial system. 

4.1 Study Design 

We used a repeated measures factorial design. The dependent variables were system 
(“geography facts”; “travel routes”) and feedback (with and without feedback) result-
ing in 22=4 combinations. The order was counterbalanced to minimize order effects. 
For all combinations, we analyzed the subjective assessments of users. In particular, 
we were interested in how well the participants accepted the adapted systems. We 
also analyzed the influence of feedback on user satisfaction and the assessments of 
participants who had already participated in the pre-study. 

4.2 Study Procedure  

We conducted the study in an office-like setting to allow the participants to imagine 
the environment in which password resets are often done. The participants were in-
formed about the general study procedure and were asked to provide demographic 
information. After that, the participants had to complete two tasks. 

The first task consisted of the enrollment phase. In the second task, the participants 
tested “geographic facts” and “travel routes” with and without feedback. Additional 
questionnaires were handed out a) in case the participants tested a system that in-
cluded feedback and b) when they tested a system for the second time. At the end, 
they were asked to answer a final questionnaire covering all systems (with and with-
out feedback), including number of voice inputs, naturalness, speech, etcetera. 

We recruited 24 participants (8 female). Their average age was 25 years (from 21 
to 31). There were two groups of participants. 12 participants who already took part in 
the first lab study (group A) and 12 new participants (group B). This was desirable as 
it allowed for comparing the assessments of the different user groups.  

5 Results 

Duration: As shown in figure 2 (right), reducing the number of voice inputs had a 
positive influence on the perception of the overall duration. This is not surprising 
(since the actual duration was shortened). Nevertheless, it is interesting to see whether 
participants were satisfied with the number of voice inputs or whether they considered 
it as inappropriate. The differences between group A of the main study and the pre-
study are statistically significant as shown by a Wilcoxon test (Z=-2,209, p=0.027). 
While 42% of group A rated the number of voice inputs inappropriate for the pre-
study, only one person maintained this opinion. All other participants (75% of group 
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A) rated the duration as appropriate; almost half of which even found it as very ap-
propriate. Regarding the main study, 67% of all participants considered the number of 
voice inputs as appropriate. The results are shown in figure 2 (left). 

 

Fig. 2. User ratings of appropriateness of duration in the main study (left). Comparison of the 
results of group A to the results of the pre-study (right). 

Feedback: There were two types of feedback (in the form of audicons), one after 
successful voice input, the other one when the user reached the next step. While more 
than 70% of participants considered feedback after successful voice input as impor-
tant, more than 50% rated the latter form of feedback as obsolete (see figure 3).   

 

Fig. 3. Importance of the different types of feedback for “travel routes” and “geography facts” 

Naturalness: Increased naturalness was one of the main aspects that our participants 
mentioned in the pre-study. Figure 4 (left) shows the assessment of all participants 
with respect to naturalness. 75% rated the naturalness as positive. On average, group 
A perceived the systems as more natural than group B. Regarding the language as 
well as the voice of the speaker, 92% of all participants found it pleasant, 64% of 
which even rated it as very pleasant. An overview can be seen in figure 4 (right). 

 

Fig. 4. Naturalness (left) and pleasantness of voice as well as language of the speaker (right) 

Embarrassment: Amusement occurs with different notions: It can be positive, in-
creasing pleasure, while a negative touch influences the level of embarrassment. This 
means that amusement, pleasure and embarrassment are tightly coupled. 
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One of the main goals of the adapted systems was to enhance naturalness and thus, 
decrease embarrassment. Figure 5 shows the embarrassment (left) and amusement 
(right) ratings of group A for each system in comparison to the pre-study. It can be 
seen that “travel routes” is rated least embarrassing and least amusing, while “geogra-
phy facts” is also less embarrassing, but with a higher rating for amusement in  
comparison to “travel routes”. 

 

Fig. 5. Level of embarrassment (left) and level of amusement (right) for each system in  
comparison to the results of the pre-study 

Geography Facts vs. Travel Routes: Finally, we asked the participants to compare 
the two adapted systems. For this, we developed a small webpage showing a simple 
square. Each corner of the square represented one system – “travel routes” and “geo-
graphy facts” with feedback in the left corners; “travel routes” and “geography facts” 
without feedback on the right corners. We asked the participants to express their  
preferences by clicking inside the square. The results are shown in figure 6. 

15 participants tended to systems with feedback and 9 participants preferred sys-
tems without feedback. Comparing the two systems, 10 participants preferred “geo-
graphy facts” while 12 participants tended towards “travel routes”. Interestingly, three 
participants selected almost the same area, independently from each other.  

 

Fig. 6. User tendencies for “travel routes” / “geography facts” with and without feedback 

6 Discussion and Conclusion 

The results of the main study nicely show how slightly tweaking a few parameters 
(e.g. lower number of voice inputs) had a high influence on perceived embarrassment 
and naturalness when using voice user interfaces. 

In particular, “travel routes” was the system that participants assessed as the least 
embarrassing, e.g. due to the use of neutral word pairs embedded in short phrases. In 
turn, it was also considered as less amusing than the old system. This is not necessari-
ly a bad thing, since one has to consider the interplay between amusement and  
embarrassment. While the old system of the pre-study was rated as the most amusing, 
the embarrassment was almost as high. In this case, amusement has a negative notion 
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and is not desirable. In turn, most participants found the system “geography facts” as 
amusing and only few rated it as embarrassing. The result highlights the entertaining 
factor of the system (and also the positive touch that the amusement holds).  An inter-
esting question related to this is the influence of entertainment on security awareness, 
meaning whether the users are still aware of the seriousness of the situation (e.g. the 
access to sensitive information) or whether this is clouded by the entertaining factor. 

Having a closer look at the preferences, we can see that there are few participants 
with a strong preference (selections at the one of the four corners) for one of the four 
combinations. While only few participants were indecisive about their preference, 
most of them have a tendency towards one of the two systems. For example, one per-
son may like the “travel routes” more, but is not averse to “geography facts” either. 
Therefore, one could think of enhancing one system with touches of the other  
(e.g. alternating between “geography facts” and “travel routes” for each level).  

Regarding the use of feedback in the form of audicons, figure 6 shows that the opi-
nions are diverse. While some liked having feedback, others preferred less feedback 
or even almost no feedback at all. Thus, feedback is mainly advisable at the end of a 
successful voice input, but should be avoided when the next step during the authenti-
cation process is reached. One may also think of allowing users to make personal 
feedback settings during enrollment. 

There is still room for additional optimizations. For instance, a participant sug-
gested adding a start signal for speaking to enhance feedback and to reduce insecuri-
ties during smaller pauses (which is due the so-called endpointing mentioned earlier). 
This is an interesting aspect and should be considered in future work. Additionally, a 
closer look has to be taken at the tradeoff between usability and security. 
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Abstract. Nowadays sedentary behaviors such as prolonged sitting have be-
come a predominant element of our lives. Particularly in the office environ-
ment, many people spend the majority of their working day seated in front of a 
computer. In this paper, we investigate the adoption of a physically active work 
process within an activity-promoting office workspace design that is composed 
of a sitting and a standing workstation. Making use of multiple distributed mon-
itors, this environment introduces diversity into the office workflow through the 
facilitation of transitions between different work-related tasks, workstations, 
and work postures. We conducted a background study to get a better under-
standing of how people are performing their daily work within this novel work-
space. Our findings identify different work patterns and basic approaches for 
physical activity integration, which indicate a number of challenges for soft-
ware design. Based on the results of the study, we provide design implications 
and highlight new directions in the field of HCI design to support seamless al-
ternation between different postures while working in such an environment. 

Keywords: Multi-Monitor, Distributed Display Environment, User Interaction.  

1 Introduction 

Over the past centuries, our lives have become more and more dominated by sedenta-
ry behaviors such as prolonged sitting. Particularly in the work context (e.g., office 
jobs), the number of tasks focused around sitting at a computer has increased marked-
ly in the recent years [21, 22], although a growing body of research has connected this 
sedentary lifestyle to a dramatic increase of health-related risk factors (e.g., for cardi-
ovascular or musculoskeletal diseases) [7, 30]. In contrast to that, a physically active 
work process promotes the avoidance of prolonged sedentary behavior and related 
degenerative phenomena. Thus, the World Health Organization (WHO) has identified 
the workplace as important area for setting health-promoting preventive measures 
with great potential to solve the problem of rapidly increasing health care costs [28].  
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Despite the growing evidence for the benefits of such workplace health promotion 
programs, interventions have proven to be limited though, as most of them pose de-
mands on workforce commitment (e.g., gym classes), require employees to leave their 
desks for exercising, or are unlikely to be sufficient in the context of otherwise seden-
tary lifestyles [5]. Rather, the accumulation of small amounts of low-intensity physi-
cal activity throughout a day provides health benefits that may even exceed those 
associated with more vigorous activities [19]. Based on this insight, recent approaches 
have focused on the motivation of reduced sitting, increased walking or standing ac-
tivities (e.g., taking breaks, postural diversity, stand-up meetings) [11], and the design 
of novel workspace environments that provide opportunities for integrating light ac-
tivities into the daily office workflow [8, 18, 20, 23]. 

Since computer technologies have become an integral part of today’s office work, 
the integration of physical activity into the work routine however brings along a num-
ber of challenges that have been rarely addressed by the HCI community so far [23]. 
The facilitation of a physically active work process poses demands on user interface 
technology (e.g., ergonomics) and software (e.g., interface design, interaction meta-
phors, data management) that may be quite different from those addressed in the de-
sign of today's stationary work environments. Addressing these demands while simul-
taneously ensuring work efficiency therefore needs to be considered for the design of 
future systems within increasingly flexible and mobile work environments. 

In this paper, we study a sit-and-stand workspace environment that is designed to 
promote physical activity in a computer workplace (see Fig.1), which is composed of 
a traditional desk workstation and a standing table workstation facilitating execution 
of work-related tasks in sitting or standing posture [23]. It is not clear though, how 
users will use this novel workplace and what issues they need to overcome in order to 
work in a both efficient and physically active way. To get a better understanding of 
how people are working in such an environment and how this may imply require-
ments for the design of future computer systems, we performed an exploratory back-
ground study. In the remainder of this work, we present the observations of this study 
and the resulting implications on user behavior and HCI design. 

 

 

Fig. 1. A sit-and-stand workplace design integrating the concept of working in sitting and 
standing posture into the daily office workflow 
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2 Related Work 

2.1 Workplace Health Promotion 

Different structural elements have been proposed for the promotion of physical activi-
ty in the workplace, such as standing desks [8], stepping devices [20], or “walk-and-
work” workstations [18], which are directly integrated into the office environment. 
Especially sit-and-stand workstations have shown to offer high potential for effective 
workplace health intervention through variations between different postures. Previous 
studies showed a generally positive attitude of workers towards such workspaces [29], 
and significant reduction of musculoskeletal discomfort [12] without any negative 
effects on work performance [14]. While workers equipped with a sit-and-stand 
workspace tend to be positive about having the possibility to choose between sitting 
and standing, previous research also indicates that people sometimes tend to avoid 
standing posture because of ergonomic (e.g., workplace size), hardware-related  
(e.g., cable reach), or software-related (e.g., data access) constraints.  

Another recent ergonomic approach for physical activity promotion [23] proposes 
a new concept of working “in-motion” and takes into account the smooth integration 
of hardware- and software-related structural elements to provide opportunities for 
office workers to seamlessly change between different work environments. Based on 
this work, we use a similar environment and extend it by equipping the design with a 
multi-monitor setup for further investigation.  

2.2 Multi-Monitor Usage 

Multi-monitor systems have been studied in a series of previous work. Initial evidence 
indicates that users can complete tasks more quickly with multiple monitors [6], but 
typically experience inefficiencies or frustrations (e.g., losing the cursor, bezel prob-
lems, distal information access problems, window management problems, task man-
agement problems, configuration problems [24, 26, 27]) that can be addressed by 
alterations to basic interaction [16]. Further, a number of observations of multi-
monitor users provide insights on the arrangement of digital information into focal 
and peripheral regions [9], window management [17] and other multi-monitor usage 
patterns. However, while much of the recent research involving multiple monitors has 
focused on compact setups where monitors are placed directly next to each other, a 
workplace design with two separate sitting and standing workstations introduces con-
siderably larger distances than commonly used. 

Since such environments have remained largely unconsidered by existing HCI re-
search, we performed a background study to explore the usage in a real-world scena-
rio, and provide insights into the user experience of working on a computer in sitting 
and standing posture. We analyze (1) the effects of such a distributed multiple moni-
tor environment on user behavior, user interaction, usage patterns, and (2) how these 
may inform HCI design for supporting the concept of working while alternating  
between different work-related tasks, work postures, and corresponding workstations. 
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3 Concept and Method 

In accordance to a recently proposed activity-promoting workplace design [23], the 
basic concept of the present study involved providing participants with two worksta-
tions (see Fig.1) for execution of work-related tasks in sitting or standing posture, 
which consisted of two height-adjustable desks1 (Fig.2, left) and two active seats: a 
swopper2 active chair (Fig.2, middle) that supports dynamic sitting through 360° tilt-
ing and vertical up-and-down flexibility, and a muvman chair3 (Fig.2, right) that can 
be used as a leaning chair to support working in standing posture.  
 

 

Fig. 2. As part of the study concept, participants were provided with two height-adjustable 
desks (left), a swopper active seat (middle), a muvman standing chair (right)  

In the background study, we were interested in understanding several aspects of 
working within the proposed sit-and-stand workplace environment: 

• How do participants organize the physical and hardware-related configuration of 
the workstations within the workspace, and how do people make use of the indi-
vidual workstations within the environment (workspace configuration)? 

• How do participants distribute their daily work time and work tasks among 
workstations within the workspace, and how is the usage influenced by the concept 
of working in different postures (workstation usage, switching behavior)? 

• How well is this specific setup supported through current operating systems and 
software applications? Which problems and challenges arise (software support)? 

 

                                                           
1 http://actiforce.eu/nc/products/steelforce 
2 http://www.swopper.de/en/swopper 
3 http://www.swopper.de/en/muvman 
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3.1 Participants 

Five unpaid volunteers from the local university participated in a 4-week background 
study of their daily work activities within an activity-promoting workplace environ-
ment. All participants (4 male, 1 female; age 25-40) were experienced computer us-
ers, full-time employed as researchers in the field of computer science, ready to use 
such a setup to reduce sedentariness during the work routine. Four participants had no 
health problems, one participant reported on chronic back problems. All participants 
stated that they spent the majority of their work time (70-85%) in front of the PC, and 
had used multi-monitor setups for six months to three years. They replaced their  
existing work environments with a provided activity-promoting workstation setup. 

3.2 Procedure and Setting 

At the beginning of the study, all participants were provided with identical basic of-
fice furniture sets as described in the previous section. Participants were instructed to 
arrange these components within their office space to form a personal sit-and-stand 
workspace environment that consists of a sitting and standing workstation (see Fig.1).  

Participants were introduced to the adjustable features of the furniture and Ergo-
nomics of Human System Interaction (ISO 9241). Corresponding to their individual 
work-related requirements, each workstation desk should be equipped with display 
and input devices connected to a single workplace computer to provide equal access 
from each workstation. Further, participants were introduced to their operating sys-
tems’ native multi-monitor functionality4, and given free choice whether running their 
monitors in duplicated or extended mode throughout the course of the study.  

3.3 Data Collection and Analysis 

After setting up their personal workspace environments, participants’ activities were 
observed for four subsequent weeks (20 work days). The individual workspaces were 
photographed, and specifications of the hardware equipment were collected. Partici-
pants reported on the time spent in sitting or standing posture, and overall work time 
at the end of each day. Throughout the study, six semi-structured interviews were 
conducted with every participant: after the first and third work day, and at the end of 
each work week. During the interviews, participants reported on their experience, and 
were assisted with suggestions for possible solutions to their reported problems. Inter-
views were audio-recorded (average duration 45 minutes) and affinity diagramming 
was used to analyze similarities, differences, and patterns in participants’ behavior. In 
addition, a custom logging tool was installed on participants’ computers, running in 
the background and collecting input and window events (similar to [17]). The data 
was used to gain insights on how often users switched between sitting and standing 
workstations, and which activities they performed in these locations. 

                                                           
4 The systems’ multi-monitor settings could be accessed and changed by pressing Win+P. 
  http://windows.microsoft.com/en-US/windows7/ 

Connect-to-a-projector 
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4 Results 

Based on the data collected during interviews and logging (on average 330,000 input 
events per day for each participant), we drew information on participants experiences, 
behavior and (computing) activities during the conducted study.  

In this section, we present our results according to aspects that we were primarily 
interested in: how did participants combine the provided furniture components with 
hardware-related structural elements (workstation configuration), how did they inte-
grate the concept of working in sitting and standing posture into their work routine 
(workstation usage, switching behavior), and to what extent this concept is supported 
by current software systems (software support).  

4.1 Workspace Configuration 

For all five participants, the arrangement of the provided furniture components re-
sulted in a similar sit-and-stand workspace (see Fig.3). The tables were adjusted to 
participants’ body height and arranged adjacent to each other, with a small gap of 10-
15 cm –either at a slightly tilted angle of approximately 45° (four participants) or in 
straight line (one participant)–and were combined with the provided active seats to 
form the proposed sitting and standing workstations. 

 

   

Fig. 3. Two participants’ arrangements of their personal sit-and-stand workspace 

Given the free choice how to combine the provided furniture with hardware com-
ponents, participants further chose a similar configuration consisting of one computer 
(placed in a central position on the floor) with multiple connected monitors that were 
distributed across the tables. Four participants arranged a single monitor, keyboard, 
and mouse on each table (e.g., Fig.3, left). One participant had a dual-monitor setup 
on one table and a front-projected tabletop-display with stylus input on the other 
(Fig.3, right). All computers ran Microsoft Windows operating system (one with 
Windows 8, three with Windows 7, and one with Windows XP). 
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4.2 Workstation Usage 

During the study period, participants reported an average daily work time of 7.4 hours 
(SD = 1.86), of which they spent the major part of 6.0 hours (SD = 1.97) within their 
personal office workspace. During that time, their main work tasks (Fig.4, left) in-
cluded software development, reading/writing (e.g., reports, articles, presentations), 
research/browsing, data analysis (e.g., statistics), communication (e.g., e-mail,  
telephone), meetings, and other (e.g., design, graphics, measurement) activities. 

 

   

Fig. 4. Participants’ reported daily work tasks (left) and sitting/standing times (right) 

The average distribution of the reported sitting and standing times shows that all 
five participants made use of the opportunity to incorporate the concept of working in 
different postures into their regular office workflow. They reported spending on aver-
age 22.5% (SD = 21.1%) of their daily office time in standing posture (Fig.4, right). 
Given the relatively high variations, the participants’ comments during the interviews 
provide further insights on a spectrum of different approaches for utilizing the novel 
sit-and-stand workspace. In-depth reports on the different aspects contributing to the 
above reported distribution are discussed in detail in the remainder of this chapter. 

4.3 Participants’ Overall Experience 

To provide a brief overview of participants’ overall experience, we present their basic 
approaches, behaviors and usage patterns over the course of the study–along with the 
daily sitting and standing times (average indicated through a horizontal line) that are 
depicted for each participant individually.  

P1 used two monitors in extended mode, spent most of his 
work time using the primary screen at the sitting worksta-
tion, and switched to standing posture at rare intervals–
virtually treating it as an independent unit that provided 
him with a scope for handling specific work tasks in isola-
tion. Along with that, nevertheless, he experienced limitations during cross-monitor 
interaction (e.g., losing the mouse cursor during drag interactions) and during window 
switching (e.g., no taskbar on the secondary screen)–which did not encourage him to 
make use of the standing workstation on a more regular basis. 
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P2 used two monitors in extended mode, mainly working at 
the primary screen at the sitting workstation, and switching 
to the standing workstation multiple times throughout a 
day to break up sitting periods from time to time. By doing 
so, however, he experienced a range of problems with in-
consistent window placement, during cross-monitor interaction (e.g., effort of drag-
ging windows), and during window switching (e.g., no taskbar on the secondary 
screen). Therefore, after the second week of the study, he started to use the operating 
systems’ native multi-monitor support–which enabled him to relocate the primary 
screen during workstation switches, and dissolved most previously existing problems. 

P3 used two monitors in duplicated mode, spent most time 
at the sitting workstation, and tried to develop a routine to 
integrate working in standing posture into his workflow. 
After initially taking the opportunity to perform short e-
mail or browsing tasks at the standing workstation, he final-
ly took a rather opportunistic approach of occasionally 
alternating his work posture at logical points within a task. He appreciated the con-
venience of switching between the duplicated monitors without effort, but raised con-
cerns on peripheral distraction and privacy. To avoid these problems, he sometimes 
used the native multi-monitor support, but considered this as additional effort to some 
extent. 

P4 used two monitors in duplicated mode, spent approx-
imately equal amounts of his work time in sitting and stand-
ing posture, and alternated his work posture on a regular 
basis throughout a day. Having chronic back problems, he 
felt that this was a possibility to relieve the pressure on the 
spine, and appreciated the flexibility to switch between the 
duplicated monitors whenever he wanted. Over the course of the study, some distinc-
tive patterns started to evolve from his day-to-day work, as he tended to start the day 
with checking e-mails in standing posture, to work in sitting posture after lunch break, 
and to perform certain work tasks at one of the workstations (e.g., collaborative  
settings in standing posture, cognitive demanding tasks in sitting posture). 

P5 used two monitors and a tabletop projection in extended 
mode, using the dual-monitor setup at the sitting worksta-
tion and the tabletop-setup at the standing workstation for 
debugging of pen-based input. During programming, he 
found that this worked well for him, as he perceived the 
high-frequent regular switches as a welcome change. Due to the distinct separation of 
coding and debugging views and the pen input, he did not have to take any additional 
effort for dragging windows or moving the mouse cursor. Over time, however, he did 
not have any opportunity to work in standing posture besides of this specific  
implementation task and ended up spending the majority of the time seated. 
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4.4 Switching Behavior 

During a work day, the logged data shows that participants switched on average 6.27 
times (SD = 8.47) between the sitting and standing workstations at intervals of 1.13 
hours (SD = 1.12), with an average duration of 1.82 hours (SD = 1.88) in sitting and 
0.44 hours (SD = 0.36) in standing posture. Comments from the interviews provide 
evidence for a variety of factors related to participants’ physical and emotional per-
sonal condition, subject and progress of the current work task, or hardware- and soft-
ware-related workspace configuration that were perceived to influence participants’ 
switching behavior in a positive (encouraging) or negative (limiting) way. These  
reported influencing factors are discussed in detail in the remainder of this section and 
summarized in Table 1. 

Table 1. Reported influencing factors with encouraging (+) or limiting (–) effects  

Category Influencing Factor P1 P2 P3 P4 P5 

Personal  
Condition 

Physical Discomfort + + + + + 
Personal Habits –  – +  
Emotional Stress  – –   

Work Task 

New/Other Task + +  + + 
Workstation Association + +   + 
Logical Breakpoint  + + +  
Cognitive Demand  – – –  
Task Involvement –  –   

Workspace  
Configuration 

Collaboration + + + + + 
Accessibility  + + +  
Physical Constraints   – – – 
Software Limitations – – – – – 

Personal Condition. One consistent finding applicable for all participants is that 
physical discomfort of prolonged sitting (e.g., back muscle tension) or standing  
(e.g., fatigue, aching feet) was the main trigger to switch from one workstation to 
another. Participants stated to appreciate the possibility to bring diversity into their 
daily office routine by alternating between sitting and standing posture. This was 
especially true for P4, who had chronic spinal problems and he felt that regular post-
ure changes relieved his back pain fundamentally. Besides of that, four participants 
(P1-P4) noted their switching behavior being dependent on personal habits to a cer-
tain extent. P4 for example, started nearly every work day in standing posture as he 
was generally feeling energized in the morning, and P1/P3 stated to rarely work in 
standing posture as they were not used to this kind of bodily load. Two participants 
(P2, P3) reported limited number of postural switches (i.e., preference of sitting post-
ure) in situations of high emotional stress when they were feeling anxious or  
impatient. 
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Work Task. Besides the triggers related to participants’ personal condition, most of 
them (P1-P4) also stated that the start of a new task or switching the current task was 
commonly associated with postural changes. To find additional opportunities for 
switching their workstations on a frequent basis, two participants (P3, P5) further 
started to introduce direct association of workstations with particular tasks. P3 for 
example, was initially taking occasional breaks from his mainly seated day by per-
forming short e-mail or browsing tasks at the standing workstation. P5 used the dual-
monitor setup on the sitting workstation for his common work, and the projector-setup 
on the standing workstation for debugging activities. Along with that, however, they 
oftentimes ran into situations when their work tasks were not diverse enough to sup-
port a regular switching behavior. Given that, P5 tried to find additional tasks that he 
considered suitable to be performed at the standing workstation (e.g., reading on 
printed paper), while P3 changed his usage pattern after the first week of the study, 
thenceforth (similar to P2 and P4) rather changing his posture at logical breakpoints 
in-between the current task (e.g., at the end of a paragraph in a text). Limitations for 
switching behavior, on the other hand, were indicated by three participants (P2-P4) 
tending to avoid standing posture for tasks with relatively high cognitive demand 
(e.g., programming), and two participants (P1, P3) showing deep task involvement 
that made them simply “forget” about changing their posture when they were com-
pletely focused on the current task.  

Workspace Configuration. Another interesting finding reveals that all participants 
pointed out the suitability of the standing workstation for collaborative activities. For 
typical settings in small groups of 2-4 people (e.g., discussions, showcasing), partici-
pants highlighted the affordances of the standing posture such as equal sight on the 
display surface and being at equal eye level. Closely related to that, the accessibility 
of the standing desk encouraged most participants (P2-P4) to use it as a first entry-
point after leaving the workspace temporarily for external activities (e.g., meetings, 
breaks). On the other hand, some participants (P3-P5) noted situations where physical 
constraints (e.g., hardware components, notes on printed paper) turned out as limita-
tions to their switching behavior, and all participants consistently reported that soft-
ware limitations (e.g. relocation of on-screen content) had a considerable effect on 
their switching behavior–which is discussed in detail within the following section. 

4.5 Software Support 

The analysis of the collected logging data shows that participants actively used their 
workplace PCs (incoming mouse, keyboard, or pen input events) on average 4.98 
hours per day. Throughout a work day, participants used 5-12 different software 
programs (Fig.5, left), which included programming, text editing/viewing (e.g., text 
processor, PDF viewer), web browser, spreadsheet, communication (e.g., e-mail 
client, instant messenger), media (e.g., graphics/video/audio editor), and other  
(e.g., file browser) applications. 
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Fig. 5. Participants’ logged software usage (left) and sitting/standing times (right) 

The reported sitting/standing times (see Fig.4, right) are largely confirmed by the 
logging data (Fig.5, right), showing on average 20.61% (SD = 21.42%) of the input 
time being recorded at the standing workstation. In addition to participants’ different 
motivations for workstation switching, the distribution of monitors within the work-
space had a major effect on their behavior. With a relatively large gap (80-150cm) 
between monitors spread across the sitting and standing tables, all participants re-
ported to perceive the workstations more or less as two separate units–feeling that 
they could use either the one or the other, but not both at the same time. As a result, 
two participants (P3, P4) decided to run their monitors in duplicated display mode, 
while the other three (P1, P2, P5) ran their setup in extended mode, and two partici-
pants (P2, P3) changed to a hybrid relocated display mode in the course of the study 
by manually switching the display configuration. Participants’ experienced software 
support issues are discussed in the remainder of this section and summarized in Table 2. 

Table 2. Reported software support issues and their occurrences per participant 

Issue P1 P2 P3 P4 P5 

Primary/Secondary Screen Distinction      
Window Placement Inconsistency      
Cross-Monitor Interaction      
Content Relocation Effort      
Peripheral Distraction      
Privacy      
Waste of Resources      

Extended Screen. In contrast to regular multi-monitor setups, the display units in our 
participants’ setups were non-adjacent [26]. Consequently, none of them exhibited 
patterns like using the display space as a whole (e.g., straddling a window across 
monitors), using the two monitors in direct support of each other (e.g., reading on one 
screen while writing a text on the other), or for displaying peripheral information 
(e.g., at-a-glance e-mail notifications) [9]. Instead, participants used the two screens 
in a rather separate fashion, thereby experiencing a variety of problems that had a 
major influence on their usage of the single workstations.  
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While the inherent primary/secondary screen distinction makes sense in a tradi-
tional extended desktop setting, this multi-monitor usage paradigm did not hold for 
the present setup. Two of the three extended screen users (P1, P2) reported window 
management limitations due to the taskbar, start menu, and task switching overview 
being displayed on the primary screen only. Consequently, while working on the sec-
ondary screen, they experienced difficulties to manage multiple windows without the 
visual feedback and one-click access functionality of these interface elements. As a 
result, P2 started to prepare well-defined work packages that did not require extensive 
window switching activities before switching to the secondary monitor at the standing 
workstation. P5 in contrast, reported to benefit from recently added multi-monitor 
support in the latest Windows version (Windows 8) providing him with the possibility 
to put a separate taskbar on each individual screen. A problem that however applied to 
all three extended screen users was the missing visual feedback of the quick-access 
task switcher (Alt+Tab5) being located on the primary screen by default. 

Another issue reported by all extended screen users was the problem of window 
placement inconsistency. Most applications’ inherent memory mechanisms [15] to 
open application windows on their last known location were holding only as long as 
people kept running a program at the same workstation (e.g., P5). Whenever partici-
pants were transitioning between workstations though, windows that continued to 
appear on the same (but not necessarily current) screen had a rather detrimental effect. 
P1/P2 for example, reported that applications were frequently launched on the screen 
that they were currently not working at, that pop-up windows (e.g., notifications, file 
dialogs) easily went unnoticed on the second screen, and P5 experienced similar prob-
lems whenever he performed debugging tasks while sitting in some exceptional cases. 

Associated with the above mentioned issues, participants oftentimes ran into situa-
tions when they had to apply cross-monitor interactions to shift digital content (e.g., 
windows, folders, icons) from one screen to another – thereby traversing the distance 
between the monitors by moving the mouse at one workstation to reach to a screen 
area on the other. Since the physical distribution introduced visual discontinuities 
[27], two participants (P1, P2) reported difficulties in navigating the mouse cursor, or 
reading text on the distant screen. Losing the mouse cursor [24] was reported to fre-
quently occur in situations when the cursor was “left behind” during workstation 
switches, or when “disappearing” out of sight along the screens edges.  

Finally, the need to associate changes in posture with interactions for digital con-
tent relocation was considered as a major limitation. Two participants (P1, P2) stated 
that they perceived it as annoying to bring windows from one side to the other during 
workstation switches. For P3 and P4, this additional effort was one main reason why 
they had decided to run the monitors in their workspace in duplicated display mode: 
“It’s not the same as having two monitors on one desk. If the other monitor is far 
away and you’re trying to see when you’re trying to pass a window from one screen 
to the other, this is not so easy to do. (…) That’s why I couldn’t imagine working with 
the monitors in extended mode.” (P3). 

                                                           
5 http://support.microsoft.com/kb/79869 
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Duplicated Screen. Participants who used the setup in duplicated display mode (P3, 
P4) did not experience the same problems as extended screen users. By virtually hav-
ing a single screen replicated on the extended monitor, they did not have to deal with 
discrepancies between primary and secondary screen, losing the mouse cursor, or the 
effort of moving digital objects from one screen to another. Having the exactly same 
view on all monitors, they were flexible to switch between the sitting and standing 
workstations at any desired point during task execution. Apart from that, duplicated 
screen users experienced other problems, though.  

Having screen contents duplicated between workstation, participants reported feel-
ing slight distraction due to on-screen interactions (e.g., mouse cursor movement, 
window pop-up) being visible on the second monitor within their peripheral vision. 
Closely related to this issue, one participant (P3) raised minor privacy concerns due to 
on-screen activities being observable for other people within the office space. While 
this was not a problem for P4, whose monitors were not visible from within the office 
space, the three extended screen users stated that privacy was a considerable reason 
why they had decided not to run their setups in duplicated mode.  

A major concern however, was the waste of resources in terms of screen real estate 
and energy consumption, which was similarly indicated by the three extended screen 
users. By using only one of the two available monitors at a time, participants could 
not make use of a large part of their available screen space: “If I could work on both 
monitors at the same time, if I could control them in a better way… that would be 
much better. To be flexible to change between the two workstations, I should be able 
to make it feel more like one. (…) In terms of digital communication, it could be 
smoother, more continuous–instead of totally separated.” (P1). 

Relocated Screen. To avoid the disadvantages of both duplicated and extended dis-
play mode in the present multi-monitor setting, P2 and P3 started using the Windows 
native keyboard shortcut Win+P for second screen projection after the first two weeks 
of the study. In this special usage scenario, postural changes were associated with 
pressing the keyboard shortcut to relocate the primary screen between sitting and 
standing workstation monitors–which resolved issues regarding primary/secondary 
screen, window placement, and cross-monitor interaction, and dissolved concerns 
about peripheral distraction, privacy, and energy consumption. Especially for P2, the 
new functionality changed his workstation switching behavior fundamentally, encour-
aging him to change his work posture at arbitrary points during a task. However, the 
major problem of losing a large part of available screen real estate remained unsolved. 

Other remaining problems in this configuration were for example the monitor’s  
latency to display content after enabling it with the shortcut. Further, it was not al-
ways clear which workstation would be enabled after pressing the keyboard shortcut, 
and which monitor would be turned on when participants returned to the workstation 
after prolonged inactivity (e.g., absence from the workspace due to external meet-
ings). Furthermore, P2 felt like the black screen on the unused workstation was a 
minor barrier compared to an activated monitor, and P3 rarely made use of the screen 
relocation function because he considered this as additional effort to some extent. 
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5 Discussion and Implications 

Based on the described observations, we draw the following implications for the  
support of environments similar to the studied sit-and-stand workspace design.  

5.1 Basic Approaches for Physical Activity Integration 

From the findings of the study, we identify two basic approaches that were followed 
to incorporate the concept of working different postures into the daily office work: 

• Task-Driven approaches are based on the concept of associating a work task with 
a specific workstation, thus implicitly motivating people to take up different post-
ures throughout a work day. P5 for example, associated debugging activities with 
the standing workstation, P4 preferred the execution of collaborative tasks in stand-
ing posture, and P3 initially handled e-mail activities at the standing table. 

• Self-Determined approaches are in contrast based on the concept of performing 
any work tasks at any workstation, leaving the participants free to change their 
posture at all times. P3 for example, proceeded to alternate between the sitting and 
standing posture every once in a while, or P4 always changed his work posture 
whenever he felt the desire to break continuous sitting or standing periods.  

 

Fig. 6. Example distributions of computing events for task-driven (P5, top) and self-determined 
(P4, bottom) switching between sitting (gray) and standing (black) workstation. 

Considering the experience of participants following a rather task-driven switching 
behavior, it becomes evident that this approach is strongly dependent on the daily 
work activities. While participants stated to perceive postural changes as rather natu-
ral side effect of their regular office work, it is on the other hand not suitable for tasks 
that are not performed on a regular basis. Self-determined switching behavior turned 
out as a flexible approach that leaves people free to carry out their work in any post-
ure, but is on the other hand associated with a certain cognitive demand and might not 
work during phases of high involvement in the ongoing task. From the analysis of 
participants’ switching patterns, we see that self-determined approaches resulted in 
significantly longer standing periods (Fig.6, bottom), while task-driven approaches 
resulted in a higher number of switches (Fig.6, top) during a work day. 

Since both approaches have their pros and cons, and participants tended to not ex-
hibit one of these two approaches exclusively, we think that it is essential to support a 
hybrid solution: while the task-driven approach has high potential to achieve an im-
plicitly motivating effect, users should at the same time not be limited to exclusive 
association of task and workstation, but rather be able to switch in a self-determined 
manner whenever task-driven approaches are not applicable or undesirable. 
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Furthermore, while our logging data confirmed findings on equal data-entry per-
formance in any posture [14], participants in our study oftentimes preferred the sitting 
workstation, mainly due to reasons of personal habit or convenience. Especially for 
participants with self-determined switching behavior, we think that subtle reminding 
mechanisms (e.g., ambient displays [10]) can assist the adoption of a sustainable be-
havior change. For a task-driven approach, this may not be needed as long as the daily 
work routine consists of a diverse range of tasks. This is where assignment mecha-
nisms (e.g., intelligent window arrangement algorithms [13]) can provide assistance 
for users to achieve a balanced task distribution among individual workstations. 

5.2 Supporting Distributed Multi-Monitor Usage 

Considering the study results, we see that physical separation introduced with distri-
bution of multiple monitors across the work environment fundamentally changed the 
way people perceived and handled them. Although the monitors were connected to 
one machine, enlarged distances coupled with differences in height and relative orien-
tation to the user introduced visual discontinuities [27], which presented major bar-
riers to associated multi-monitor interaction. In contrast to adjacent multi-monitor 
setups, where users slightly rotate their neck to cover the increased screen space [26], 
the physical gaps in the present setup required them to additionally change their orien-
tation or even physical location to switch focus between screen content spread across 
different monitors. To make effective use of both workstations, we identify a variety 
of challenges for designing future systems to support the physical distribution through 
exclusive, supportive, or peripheral multi-monitor usage [9]:  

• Exclusive usage implies the association of the physical distribution with corres-
ponding logical separation–virtually treating the monitor(s) and input devices at 
each workstation as a single logical unit. The basic functionality of the Win+P dis-
play switching mechanism could be extended or automated to activate a worksta-
tion monitor whenever the corresponding mouse or keyboard are operated. 

Although exclusive monitor usage solves certain problems described earlier 
(e.g., window placement inconsistency, cross-monitor interaction), a major draw-
back remains. Participants expressed the desire to make use of the secondary moni-
tor, since they felt like they were not using the full potential of their workstations. 
Concerns were raised that having two monitors but only having one in use was 
perceived as waste of resources (basically losing half of their working area). 

• Supportive usage implies the association of the physical distribution with corres-
ponding visual separation, thereby treating the displays at each workstation as vi-
sually isolated spaces. Digital barriers can serve as a basis for the restriction of 
mouse cursor movement [2], border snapping mechanisms, or consistent placement 
of windows on the current screen.  

The effort of moving digital objects between monitors was identified as major 
barrier for fluent transitions from one workstation to another, implying the need to 
support effortless window management mechanisms such as grouping [25],  
switching, or relocating [1, 3] digital content on the individual screens. 
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• Peripheral usage implies the adaption of the user interface and interactions, since 
participants avoided interactions with the secondary monitor due to non-optimal 
mouse support and poor visibility of digital content across the distance in extended 
display mode. In response to that, interface elements on the distant screen could be 
enlarged and simplified to achieve a good readability, or convenient access to these 
elements should be supported through novel (multi-modal) interaction styles. 

Essentially, users need to be able to equally access both workstations and the 
switching process needs to be effortless and seamless to maintain their motivation for 
the adoption of a physically active work process. Some participants were favoring the 
workstation with the primary screen (thus not switching workstations) because of 
existing software limitations. Avoiding these limitations to provide users with a seam-
less switching experience is a very important factor for this kind of activity-promoting 
office environments, though. Therefore, it seems crucial to gain knowledge about the 
user’s activity (e.g., the currently used workstation) and properties of the surrounding 
environment (e.g., presence of other people). Based on that knowledge, an intelligent 
office space could for example respond to a user’s activity by bringing digital objects 
into his focus of attention automatically [4]. 

6 Conclusion and Future Work 

In this paper, we presented a background study with five office workers, who were 
carrying out their daily work tasks within a sit-and-stand workspace environment that 
follows the concept of integrating light activity into the daily work routine by provid-
ing the opportunity to work in sitting and standing posture [23]. Prior research in the 
field of multi-monitor usage is extended through the discussion of user behavior asso-
ciated with the concept of working “in-motion”. We indicated a number of challenges 
originating from user requirements within such an environment and discussed effects 
of different influencing factors on participants’ workstation switching behavior. We 
identified two basic approaches for physical activity integration, and concluded that 
the situation-related support of both task-driven and self-determined patterns has high 
potential to provide users with a seamless switching experience. In a distributed mul-
ti-monitor setup, however, the physical separation of the individual displays has to be 
handled in a different way than in regular adjacent multi-monitor setups. Observations 
from our study showed that the distribution of monitors fundamentally changed the 
way people perceived and used them, and therefore experienced a variety of problems 
associated with running the monitors in extended, duplicated, or relocated mode.  
We highlighted resulting implications for the HCI design of future systems to support 
the seamless alternation of postures while working in such an environment.  

Based on the findings of this study, future work will focus on the development of 
novel user interfaces and interaction techniques that provide an optimal interaction for 
exclusive, supportive and peripheral usage of distributed multi-monitor setups. Sens-
ing methods will be developed on multiple levels to gain knowledge about the user’s 
activity within the office workspace.  

Another interesting insight provided by the presented study was that especially the 
standing workstation can be a great addition for collaboration and communication 
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within an office space, which will also be addressed through the development of spe-
cific software support for such collaborative settings. Based on the findings on users’ 
workplace switching behavior, we will examine these patterns more closely including 
the possibility to use and trigger them to promote workplace switching. Finally, future 
research will include additional studies with a larger number of participants and more 
diverse hardware setups (including e.g. notebooks and other mobile devices), and  
the investigation of challenges arising with the utilization of these setups within  
activity-promoting office environments.   
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Abstract. Wrist movements are physically constrained and take place within a 
small range around the hand’s rest position. We explore pointing techniques 
that deal with the physical constraints of the wrist and extend the range of its 
input without making use of explicit mode-switching mechanisms. Taking into 
account elastic properties of the human joints, we investigate designs based on 
rate control. In addition to pure rate control, we examine a hybrid technique that 
combines position and rate-control and a technique that applies non-uniform 
position-control mappings. Our experimental results suggest that rate control is 
particularly effective under low-precision input and long target distances. Hybr-
id and non-uniform position-control mappings, on the other hand, result in 
higher precision and become more effective as input precision increases.  

Keywords: Pointing techniques, constrained wrist movement, elastic devices, 
rate control, clutching.  

1 Introduction 

Technology becomes more and more ubiquitous, and a variety of handheld devices 
such as Wii Remotes start becoming widely available. Researchers and designers 
have been envisioning scenarios that move user interaction beyond desktop comput-
ers. A user interacts with a public display in a museum to get more information about 
an exhibit or with a wall display in an airport to learn more about a flight. Driven by 
such scenarios, research in Human-Computer Interaction has been exploring new 
pointing techniques that go beyond the use of a mouse. For example, Vogel and 
Balakrishnan [23] proposed techniques for freehand pointing in front of high-
resolution displays. Other work [22] has explored the use of mobile phones as point-
ing devices for interaction with public displays. In such scenarios, user interaction 
does not rely on the presence of specialized input devices and sophisticated motion 
tracking systems. Pointing precision becomes an important issue. Factors that affect 
pointing precision include natural hand tremor and limited hand precision [2, 21] or 
the use of low-resolution input devices. 

Several solutions have tried to improve pointing precision by proposing mechan-
isms that balance between absolute and relative pointing. “Clutching” is a common 
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input recalibration mechanism that allows users to reposition the frame of reference of 
absolute pointing. Despite its simplicity, it requires explicit mode transitions between 
pointing and clutching. When using a mouse, clutching is activated naturally, by lift-
ing the mouse and translating it over the table. However, when the input device is 
positioned in free space, mode switching relies on the use of a button [24] or a special 
hand gesture [23]. Such mechanisms may not be available in certain situations (e.g., 
when the user manipulates a physical object with no additional input channels), rely 
on error-prone hand-gesture recognition mechanisms or compete with the activation 
of other actions, such as the selection of a target.  

This paper explores solutions that achieve pointing precision without requiring the 
user to switch between modes. We focus on movements of the wrist, which are im-
portant for the manipulation of handheld devices and can be easily detected by accele-
rometer and gyroscope sensors of common mobile devices. We investigate three solu-
tions. Based on the observation that wrist movements occur within a limited range, 
beyond which natural self-centering forces develop, we investigate rate (velocity) 
control as a first solution. Inspired by the work of Casiez et al. [5], we explore a 
second technique that combines position and rate control to extend the input range of 
the hand. We claim that the wrist can be viewed as a hybrid device: isotonic when 
movements take place around its neutral position, and elastic when its position ex-
tends beyond a certain range. Finally, we examine a third technique influenced by 
previous research on multi-scale pointing [12] and non-uniform position-control map-
pings [1, 20]. We show that rate control is insensitive to input precision, which means 
that it is particularly valuable when input precision is low. We measure and control 
input precision by dividing the input range into discrete units of input. We use input 
precision as an independent variable to explore the design space and evaluate the 
three techniques. 

2 Related Work 

In indirect pointing, the pointing device is decoupled from the display. This separa-
tion results in two different spaces: (1) the display space, which is the space of the 
pointer’s movement, and (2) the motor (or control) space, where the manipulation of 
the input device takes place. In relative-pointing devices, the mapping between the 
two spaces can change dynamically, for example, by using recalibration mechanisms 
that change the frame of reference of pointing on the display space. Clutching is the 
most common recalibration mechanism [13]. When using a mouse, clutching can be 
performed by lifting and moving the mouse off the table. When pointing occurs in 
free space, clutching requires the activation of an explicit mode-switching mechan-
ism, for example, by pressing a button [24] or by changing the hand’s posture [23]. 

The Control-Display (C-D) gain [11] maps the movement of the input device (mo-
tor space) to the movement of the display pointer (display space). It can be calculated 
as the ratio of the pointer velocity to the velocity of the input device. Casiez et al. [6] 
examined the impact of C-D gains on pointing performance with a high-resolution  
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mouse. Their results indicate that pointing time follows an L curve as a function of  
C-D gain. When the gain is low, performance slows down because clutching becomes 
frequent. When it is high enough, the C-D has no effect on user performance, i.e., 
increasing its value has no cost. Problems due to the accuracy of hands and fingers 
appear in tiny movements of about 0.2 mm. When the hand moves in free space, 
however, problems appear in larger movements in the range of 3 – 5 mm [2]. In this 
case, the use of high C-D gains is problematic. For example, ray casting, which in-
volves high C-D gains when used at a distance, is extremely sensitive to hand tremor 
and results in high error rates [18, 19, 23].  

A pointing device can control either the position (position control) or the velocity 
(rate control) of the pointer. Position control is most often used with isotonic devices, 
e.g., a mouse, while rate control is used with isometric and elastic devices, e.g., joys-
ticks. Rate control eliminates the need for clutching but relies on a self-centering  
mechanism, not present in isotonic devices. Zhai [24] compared all the possible map-
pings between input types (isotonic and isometric) and types of control (position and 
rate) and found that isotonic rate-control input was about 50% slower than isometric 
rate-control input and isotonic position-control input. More recently, Casiez and 
Vogel [5] examined the effect of the stiffness of elastic devices on the performance of 
rate control. They found that rate control performed well even for very low stiffness 
values, as long as a self-centering mechanism was present and velocity-control func-
tions were carefully selected. They also found that pointing performance was only 
15% slower when stiffness was zero, i.e., when pointer control was purely isotonic.  

Research in Virtual Reality has proposed hybrid movement mappings to facilitate 
the manipulation of virtual objects, avoiding the use of high C-D gains, explicit inte-
raction modes, and clutching mechanisms. The Go-Go technique introduced by 
Poupyrev et al. [20] extends the reach of a user’s hand in the virtual world by apply-
ing non-uniform C-D gains. The technique uses a one-to-one movement mapping 
between the real and a virtual hand as long as the hand stays within a fixed area 
around the user. This ensures that users can manipulate nearby objects with precision. 
However, when the arm of the user extends beyond the proximity area, the C-D gain 
grows through a non-linear (parabolic) function. Variable C-D gains can help users 
reach remote objects without having to “clutch”. A major drawback of the technique 
is that high gains develop towards extreme input positions, requiring users to bring 
remote objects closer so that they can effectively interact with them. Bowman and 
Hodges [3] explored variations of the Go-Go technique, including the stretch go-go 
technique, which controls the velocity of the virtual arm rather than its absolute posi-
tion. Unfortunately, little evidence about the effectiveness of the above techniques 
exists. More recently, Appert et al. [1] introduced the Ring lens, a high-precision 
magnification lens that applies position control at two scales. The cursor moves with a 
low C-D gain within a Ring lens, supporting high-precision control in the magnified 
area. As the cursor reaches the border (ring) of the lens, the lens follows the move-
ment of the cursor. The technique outperformed both speed-depended precision  
control and mode–switching precision control. 

A few approaches have examined hybrid designs. Dominjon et al. [9] proposed an 
interaction technique for haptic devices that combines position and rate control.  
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The technique is based on the visualization of the input space as a three-dimensional 
bubble. Movement is isotonic and position controlled inside the bubble, but it be-
comes elastic and rate controlled as the cursor crosses the boundaries of the bubble to 
the outside. Dominjon et al. [9] implemented the bubble technique with a PHANTOM 
haptic device and evaluated it on 3D-model painting tasks. The technique was more 
efficient than both absolute positioning and clutching and received higher subjective 
rankings. RubberEdge [7] is a hybrid device that applies a similar approach to 2D 
pointing tasks. It resembles to a regular touch pad, but its boundaries are elastic. 
When the finger of the user moves from the central isotonic zone of the pad to its 
elastic boundaries, cursor movement becomes rate controlled, allowing the user to 
traverse long distances without clutching.  

3 The Wrist as a Constrained Pointing Device 

Wrist movements are constrained by the hand’s joints. Joint constraints decrease the 
operating range of input, hindering user performance. This is a major problem when 
users need to interact with large visual spaces without losing in pointing precision. 
Clutching techniques as well as techniques that let users switch between relative and 
absolute pointing can increase the range of movement but require an additional input 
channel. Unfortunately, such mechanisms may not be available in certain situations, 
for example, when users interact with non-specialized devices or physical objects.  

 

Fig. 1. Input and output unit ranges 

Physical constraints may not pose a problem if movements of the hand are highly 
accurate, when pointing distances are relatively short or targets are large. Problems 
arise when hand movements are imprecise, distances are large, and targets are small. 
To better describe this problem we study user performance in relation to the number 
of discrete units of movement. Fig. 1 presents how the input and output space can be 
partitioned into units of movement. U is the range of the display measured in units, 
and y  is the size (in mm, dots or pixels) of the minimum unit of output movement. 
Clearly, targets on the display have to be larger than y  to be selectable. Chapuis and 
Dragicevic [8] found that the discretization of the output had practically no effect on 
pointing performance as long as targets were selectable. This implies that perfor-
mance only depends on motor-space control and not on the visual representation of 
the cursor. In most real applications, the minimum output movement y  is never larger 
than 1 pixel, which allows for smooth cursor transitions and the selection of tiny  
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targets. In this case, U represents the display size in pixels. Similarly to output range, 
we can view input range as a discretized entity, where u is the range of detectable 
discrete input units, and x  is the size of each unit in mm. The minimum input unit x  
represents the minimum distance that can be recognized by an input device and con-
trolled by the user. When the number of output units is greater than the number of 
input units (U > u), the user cannot reach all the output units with an absolute map-
ping between input and output. Given an input-output configuration (u, U), where U 
is much greater than u (U >> u), our goal is to examine pointing techniques that max-
imize pointing performance. The output-to-input ratio: 

rio =
U

u
             (1) 

determines the minimum number of clutches required to traverse the whole output 
range. An alternative definition of the C-D gain in terms of input and output units is:  

CDUgain =
Um

um

                       (2) 

where Um is the number of output units covered when the input device moves um 
units. Notice that, in contrast to the C-D gain, the above measure is not unit-free. 

Research in biomechanics has proposed several models to describe the mechanics 
of joints and muscles. Lemay and Crago [16] used a simple mathematical model to 
express passive elastic torques M in human limbs, according to which the joint's stiff-
ness is composed of both a linear and an exponential component. The exponential 
component dominates close to the limits of a limb’s operating range, but movement is 
highly isotonic around the rest position. Lehman and Calhoun [15] studied extensions 
and flexions of the wrist. They found that wrist movements are isotonic in a range of 
40 degrees to the left and the right of the rotational axis. Passive torques were less 
than 0.1 N⋅m within this movement range. Elastic torques started appearing rapidly as 
movement extended towards its extreme positions. Fig. 2 presents the angular range 
of wrist rotations and our hypothetical model of the wrist as a hybrid device.  

 

Fig. 2. The wrist. (a) The range of its angular movements. (b) Modeled as a hybrid of an isoton-
ic and an elastic device.  

The precision of such wrist movements can be particularly low. Rahman et al. [21] 
found that errors inflated considerably as users tried to control more than 12 levels of 
purely flexion-based tilts when interacting with a mobile phone.  
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4 Techniques  

We examined three techniques that allow the user to point by moving the wrist with-
out making use of explicit mode-switching mechanisms. Motivated by previous work 
on hybrid movement mappings [7, 9, 20], we reconsider the use of rate control in 
conjunction with wrist movements. Rate control depends on the existence of a self-
centering mechanism. Previous results [5] suggest that the stiffness of an elastic de-
vice has no effect on the effectiveness of rate control. Rate control can work equally 
well with low stiffness values provided that a self-centering mechanism is present. 
Their results also suggest that when movement occurs within a small range, the re-
moval of external self-centering mechanisms only slightly affects user performance. 
Given that the wrist has a natural resting position and movement takes place within a 
relatively small range around it, we expected that rate control would be a viable solu-
tion even if we did not externally reinforce the wrist’s centering mechanism. 

4.1 Pure Rate Control  

Rate control is based on the application of a transfer function fd → v that maps the 
displacement d from a neutral input position to velocity units. Previous work [5, 24] 
has made use of linear transfer functions. Our informal tests, however, showed that 
non-linear transfer functions result in better motor control. This can be explained by 
the fact that the neutral position of the wrist is not strict but expands within a certain 
range where self-centering is absent and velocity control is difficult.  

 

Fig. 3. Three different transfer functions: v(x) = sign(x)·|x|b, where b ≥ 1  

The form of polynomial functions (see Fig. 3) that we tested is the following: 

v(x) = sign(x)·|x|b , b ≥ 1    (3) 

where x = 0 is the hand’s resting position. Both the input range and velocity are nor-
malized in [-1, 1]. We observed that transfer functions that grow rapidly around the 
zero position, i.e., when b is low, are sensitive to input precision. Velocities must be 
low enough so that small targets can be easily selected. If the width of the smallest 
target is Wmin, the minimum cursor velocity vmin must be as follows: 
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vmin ≤
Wmin

Treact

     (4) 

where Treact is the delay for the user to react and stop the movement when the cursor 
enters the area of the target. Based on previous experimental results [17], we esti-
mated this delay to be around 150 ms.   

4.2 Hybrid Control  

We explored mixed-control designs, balancing between high precision afforded by 
position control and smooth long-distance movement afforded by rate control. Our 
approach is based on existing techniques [7, 9] but does not assume the availability of 
specialized elastic devices. As shown in Fig. 4, we divide the input range into three 
zones. The central zone is reserved for position control. The portion of the display 
that corresponds to movements within this zone is communicated to the user as a 
framed window. The side input zones let the user reposition this window by control-
ling its velocity. As a result, pointing takes place at two stages. First, the user turns 
the hand out of its central zone to bring the window around the target. Then, the hand 
returns towards the central zone to point to the target within the window’s boundaries.  

 

Fig. 4. Steps of a selection task with the hybrid technique when D > D1. The vertical line in the 
input space shows the input position. (a) The cursor travels a distance D1, which corresponds to 
a movement d1 along the isotonic range of the input. (b) The window travels towards the target, 
which appears in a distance D2 from the initial center of the window. The velocity v of the 
window increases as the input position extends towards its extreme sides. (c) The cursor moves 
to the target by covering a distance D3.  

We follow the approach of Dominjon et al. [9], who visually communicate the 
range of position control, rather than the approach of Casiez et al. [7], who use a sin-
gle cursor representation. In our case, there is no haptic feedback to communicate 
transitions to the user, and hence, visual feedback is essential. We also found that 
breaking the pointing task into two different scales, i.e., rough pointing with rate con-
trol, and precise pointing with position control, was more appropriate than assuming 
that rate and position control constitute symmetric ways of pointing. 

Clearly, the range of input units determines the maximum size of the window, but 
how to divide this range is not straightforward. Larger central zones increase the ac-
tive width of position-controlled pointing but do not necessarily result in faster 
movements because (1) a shorter range is reserved for rate control, and (2) transitions 
from position to rate control, and inversely, require longer hand movements. The 
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model proposed by Casiez et al. [7] assumes that movement has two parts. Movement 
first occurs in the isotonic area until the user’s finger reaches the elastic boundary of 
the device. Then, movement continues in the elastic zone until the target is finally 
selected. In contrast, our model assumes that movement always returns to the central 
isotonic zone to complete the pointing task. Our early tests have shown that direct 
target selection with rate control is particularly hard when a hybrid design is used. 
When movement takes place in a single side (i.e., elastic) zone of the input, the cursor 
can only move towards a single direction. If the cursor overshoots the target, move-
ment has to return to the isotonic zone. Fig. 4 demonstrates the steps of a selection 
task based on this model. 

4.3 Non-uniform Position Control 

We have designed a window-based technique that applies position control to move 
the window of high-precision pointing. As shown in Fig. 5, a movement of the hand 
out of its central zone translates the window to the left or to the right by using a high 
C-D gain. The position of the window freezes when the wrist starts moving towards 
its central zone. This mechanism allows the user to recalibrate the movements, keep-
ing high-precision pointing around the wrist’s rest position. During recalibration, the 
user may have to repeat multiple forward and backward movements before bringing a 
distant target within the window. More precisely, the number of such movements 
depends on the target’s distance, the input resolution, the size of the central zone, and 
the selected C-D gains. This recalibration mechanism is analogous to regular clutch-
ing mechanisms but does not require the use of additional input channels. Also, it 
makes use of two distinct gains (CDUlow, CDUhigh), which allows for minimizing the 
number of recalibration actions. The steps required by the third technique to point to 
distant targets are similar to the ones required by the hybrid technique except that now 
position control is used to position the window. The cursor moves to the boundaries 
of the window. Then, the window moves to the target, following a series of recalibra-
tion actions. Finally, the cursor points to the target.  

 

Fig. 5. Non-uniform position control. (a) Absolute pointing in the central zone of the input 
range with a low C-D gain. (b-d) Position recalibration with back and forth movements.  

If w units of a total of u input units are reserved for absolute pointing, the maxi-
mum output distance d traversed without recalibration can be computed as follows: 

d = w⋅ CDUlow +
u − w

2
⋅ CDUhigh

   (5) 
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To maximize this distance and, at the same time, ensure that all the pixels can be vi-
sited, we can select CDUlow to be equal to 1 pixel/unit and CDUhigh to be equal to w: 

dmax = −
w 2

2
+ 1+

u

2

 
 
 

 
 
 ⋅ w               (6) 

The value wo that maximizes this expression can be calculated as follows: 

∂d

∂w wo

= 0 ⇔ −wo + 1+
u

2

 
 
 

 
 
 = 0 ⇔ wo =1+

u

2
   (7) 

This equation shows that the distance is maximized when the zone of absolute 
pointing is approximately half of the input range. This estimation has been based on 
the highest possible value for CDUhigh. As we have already discussed, previous results 
[6] show that C-D gains do not impact pointing performance as long as no clutching 
and input resolution problems arise. Besides, other results [8] show that the discretiza-
tion  of the cursor’s movement does not hurt user performance. Yet, our own tests 
showed that high gains could hinder motor control. Our explanation is that non-
uniform control requires users to switch from a low to a high gain, adapting accor-
dingly their movement strategies. It seems that the higher the difference between the 
two gains, the higher becomes the cost of such movement adaptations. Therefore, we 
select CDUhigh to be equal to w/a, where a>1. Then, based again on Equation 5, we 
find that the value wo that maximizes the distance d is as follows:   

 wo = a +
u

2
    (8) 

In practice, the best values for a and w must be empirically selected.  

5 Experiment 

We conducted an experiment to compare the performance of the three techniques. We 
focused on low-precision wrist input with up to 241 input units.   

5.1 Participants and Apparatus 

Twelve volunteers (three women and nine men), 21 to 40 years old (the median age 
was 27) participated. Two participants used their left hand to perform the tasks. One 
participant had also participated in the pilot experiments (see below). 

We used an Ascension Flock of Birds 6-DOF motion tracker to detect extensions 
and flexions of the wrist around a vertical axis. Participants were seated and moved a 
sensor cube (25.4mm × 25.4mm × 20.3mm) within a range of about 50 - 80 cm from 
the transmitter and a distance of about 70 – 80 cm from the monitor. We attached the 
sensor cube on a solid pen-like extension (see Fig. 6c), allowing participants to grab it 
more comfortably. We used a 22-inches monitor with a 1680 × 1050 resolution. We 
detected only rotations parallel to the ground and used a simple Kalman filter to re-
move noise. To control for input precision, we discretized the rotation values meas-
ured by the magnetic tracker by diving the effective rotational range into discrete 
input units. The experimental software was written in Java 1.6.  
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Fig. 6. Experimental task for the hybrid and the non-uniform position-control technique. (a) 
When the hand moves out of the central zone, the cursor becomes inactive and takes the form 
of a small rectangle. The short distance between this rectangle and the boundaries of the win-
dow provides feedback about input position out of the central zone. (b) A move of the hand 
back to the central zone activates the cursor, which takes its regular line form. 

5.2 Task and Stimuli 

Participants performed a series of reciprocal 1D pointing tasks by selecting two tar-
gets forward and then backward in succession. Targets were rendered as solid vertical 
bars and were selected by pressing a key with the non-dominant hand. Participants 
were required to successfully select a target before moving to the next.  They were 
told to perform tasks “as fast as possible, trying to avoid errors”.  

For the rate technique, the cursor was rendered as a one-pixel-thick vertical line. 
For the hybrid and the non-uniform position-control technique, we used two cursor 
representations to communicate the two different levels of input control, as shown in 
Fig. 6. When the wrist of the user moved out of the central zone, the cursor turned 
into a small rectangle and passed control to the window, which started moving. Its 
position relative to the boundaries of the window slightly changed, providing direct 
feedback about the position of the wrist with respect to the central zone of input.  

5.3 Optimizing the Techniques: Summary of Two Pilot Experiments 

For each technique, we had to choose several parameters. What transfer function to 
use? How to split the input range? What C-D gains to choose? To reduce the design 
space, we conducted two pilot experiments. Six volunteers participated in each pilot.  

Pilot 1. The first experiment tested pure rate control under three transfer functions 
(Fig. 7a) and two levels of low input precision: 21 and 61 input units. We selected the 
functions f2 and f3 to approximate an optimal transfer function for both levels of preci-
sion. We expected that the transfer function f1 would be the slowest one, especially 
under the low input precision. Under a range of 21 units, the lowest velocity allowed 
by f1 is 2⋅0.11.5 pixels/ms or 63 pixels/sec. For targets of 8 pixels and minimum re-
sponse times of 150 ms, this value is higher than 53 pixels/sec, which is the velocity 
limit calculated by Equation 2.  
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Fig. 7. Transfer functions tested by the two pilot studies, shown for the right half of the input 
range: (a) Pure rate control, and (b) Hybrid control 

The transfer function has a significant effect on selection time (F1.68, 8.38=15.47, 
p=0.002) and error (χ2

df=2,N=6=10.17, p=0.006). The results are summarized in Fig. 8. 
The error rate is considerably high for f1, especially when input precision is low. The 
best function for errors is f3. The results suggest that as long as an optimal transfer 
function is selected, there is no clear penalty for reducing the input precision: errors 
rates are not hurt and the cost in speed is minimal, less than 5%. 

 

Fig. 8. Overall results for Pilot 1 

Pilot 2. The second pilot explored issues related to the design of the hybrid technique. 
We compared three assignments of input range to isotonic and elastic zones. More 
specifically, we tested a single level of input precision of 61 input units under the 
three configurations shown in Table 1. Presentation order was counterbalanced among 
participants. The CDU gain for cursor’s movement was set to 4 pixels/units. As a 
result, the size S of the area cursor for the three configurations was 44, 124, and 204 
pixels, respectively. For each configuration, we empirically selected two transfer 
functions (see Fig. 7): a linear function f1, and a parabolic function f2. 

Table 1. Input configurations tested by Pilot 2  

Config. Left Zone % (units) Right Zone % (units) Central Zone %  (units) S (pixels) 
C1 40.98% (25) 40.98% (25) 18.03% (11) 44 
C2 24.59% (15) 24.59% (15) 50.82% (31) 124 
C3 8.20% (5) 8.20% (5) 83.61% (51) 204 

Results are summarized in Fig. 9. An ANOVA repeated-measures analysis  
indicates a significant main effect of input configuration on selection time  



 Modeless Pointing with Low-Precision Wrist Movements 505 

 

(F1.67,8.33 =37.84, p<0.0001). Pairwise comparisons with Bonferroni’s adjustment show 
that C1 is significantly slower than both C2 (p=0.001) and C3 (p=0.004). There is no 
significant difference between C2 and C3 (p=1.0). The mean error rate is also higher 
for C1 but with no consistency among participants. The pointing time is not signifi-
cantly different for the two transfer functions (F1,5=1.4, p=0.29), but the mean error is 
lower for f1 under C2 and C3. In conclusion, we can select a configuration with f1 as 
transfer function, where 50% to 84% of the input range is dedicated to the central 
zone.  

 

Fig. 9. Overall results for Pilot 2 

5.4 Conditions 

The experiment tested three pointing techniques: rate control (Rate), hybrid control 
(Hybrid), and non-uniform position control (Position). For each one, the experiment 
tested two levels of input precision: 61 (low) and 241 (high) discrete input units. 
These values are higher than the ones tested by Pilot 1 and 2, but they still correspond 
to a low input precision. We made sure that participants could visit every pixel on a 
window of 61 or 241 pixels with our configuration when using a simple position-
control technique. We also verified that the Device's Human Resolution [2] was high 
enough so that participants could comfortably select the smallest 8-pixel targets. For 
each condition, we tried to optimize user performance by refining input control based 
on our theoretical analysis and the two pilot studies. Below, we justify how various 
parameters for each technique were selected. 

Rate Control. For the low-precision condition, we used the transfer function 
f3(x)=sgn(x)⋅2|x|3.3. Pilot 1 showed that this function provided the best tradeoff be-
tween time and errors. However, it was unclear whether this function would be op-
timal under larger numbers of discrete input units. Informal tests with 241 units 
showed optimal results for functions ranging between f2 and f3. We chose f(x) 
=sgn(x)⋅2|x|2.5. 

Hybrid Control. The CDU gain for position-control was set to 1 pixel/unit. This gain 
enables the selection of every pixel and makes optimal use of the available input 
range. Table 2 shows how we divided the input range for the two levels of input pre-
cision. For both, we used a linear transfer function (see f1 in Fig. 7b). Notice that we 
avoided using large central zones, as they would result in longer sub-movements for 
the final target selection.  
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Table 2. Input configurations tested by the experiment 

Precision (units) Left Zone % (units) Right Zone % (units) Central Zone % (units) S (pixels) 
61 19.67% (12) 19.67% (12) 60.66% (37) 37 

241 24.90% (60) 24.90% (60) 50.21% (121) 121 

Position Control. Equation 8 calculates the size (in input units) of the zone of  
absolute pointing that minimizes the number of recalibration actions. This zone is 
approximately half of the input range provided that a << u. Yet, a minimal number of 
recalibration actions do not necessarily result in optimal performance. We simplified 
our analysis by keeping the design of the technique as similar as possible to the design 
of Hybrid. We used the input configuration shown in Table 2 and set CDUlow to 1 
pixel/unit. Finally, we empirically selected CDUhigh to 20 pixels/unit for the low input 
precision (61 units) and to 8 pixels/unit for the high input precision (241 pixels).  

5.5 Design and Procedure 

A full-factorial repeated-measures within-participants design was used. The presenta-
tion order of techniques (Rate, Hybrid, and Position) and input precision (21 and 241 
units) within each technique were counterbalanced among participants. For each 
combination of technique and input precision, participants completed three blocks of 
trials. We tested three target distances D (250, 500, and 1000 pixels) and three target 
widths (8, 16, and 32 pixels). Each block consisted of nine randomly sorted trials, 
which correspond to the nine combinations of target distances and widths. For each 
technique, participants also completed a total of nine practice trials. To reduce fatigue, 
we allowed participants to take brief breaks between blocks and techniques. Experi-
mental sessions lasted approximately 40 to 50 minutes. 

5.6 Measures and Hypotheses 

We measured selection time as the total time spent to complete a reciprocal pointing 
task divided by two. We also measured error rates. We expected that the performance 
of Position and Hybrid would improve as input precision increases. Given the results 
of Pilot 1, however, our hypothesis was that input precision would have no effect on 
the performance of Rate. We also predicted that Position would be less effective un-
der the low-precision condition due to the recalibration problem. We expected that 
Hybrid would provide the best balance between pointing precision and speed. 

5.7 Results 

We eliminated a total of 25 outliers (1.2% of total measurements) for values three 
standard deviations away from the within-cell mean. The main results are presented in 
Fig. 10. An ANOVA repeated-measures analysis indicates a significant main effect of 
input precision on time (F1,11=91.23, p=1.2⋅10-6). This effect, however, is different for 
each technique. More specifically, there is a significant interaction between input 
precision and technique (F1.74,19.16=37.42, p=4.8⋅10-7). Pairwise comparisons with 
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Bonferroni’s adjustment show that its effect is significant for Hybrid (p=2.6⋅10-5), 
significant for Position (p=6.0⋅10-7), but no significant for Rate (p=0.876). Consistent 
with our findings from Pilot 1, the results suggest that input resolution has minimal or 
practically no effect on the performance of pure rate control as long as an optimal 
transfer function is selected.  

The effect of the technique on time is significant (F1.87,20.55=7.39, p=0.0044). Yet, 
pairwise comparisons show that differences between the three techniques are only 
significant under low precision. Position is significantly slower than both Rate 
(p=2.2⋅10-4) and Hybrid (p=0.013), but no significant difference is found between the 
two latter techniques (p=0.11). Although rate control performs well in terms of point-
ing time, it results in high error rates. The error rate is approximately 5% for this 
technique, in contrast to a 1.1 - 1.7% error rate observed for Hybrid and Position. 
Freedman’s non-parametric test shows that the effect of the technique on errors is 
statistically significant (χ2

df=2,N=12=9.14, p=0.01). Overall, our results indicate an ad-
vantage of Hybrid over Position for 61 input units and an advantage of both these 
techniques over Rate for 241 input units.  

 

Fig. 10. Overall results of the 3rd experimental study 

Typical error rates in Fitts’ law experiments are in the range of 3 - 4%. The error 
rates that we observe for Hybrid and Position are considerably lower, even though the 
instructions given to the participants were consistent all over the experimental session 
and rather neutral towards precision. Our explanation is that the two window-based 
techniques reduce the likelihood of errors by dividing the pointing task into two se-
quential subtasks. Rapid ballistic movement, which is rough and imprecise, takes 
place during the first subtask. Errors are possible, but the user must correct them be-
fore continuing with the final pointing movement. As the participants were given 
visual feedback about the success of the first movement in the form of an area cursor, 
errors during this step were eliminated. In addition, the second subtask was relatively 
slow and precise, as it took place in a limited area around the target. 

As expected, the effect on pointing time is significant for both target width 
(F1.73,19.03=236.77, p=9.1⋅10-14) and distance (F1.90,20.84=460.99, p=8.3⋅10-18). We also 
find a significant interaction effect between technique and distance (F3.62,39.87=18.04, 
p=3.5⋅10-8). As shown in Fig. 11, the performance of Position degrades considerably 
in long distances, as the cost of recalibration actions becomes higher. A pairwise 
analysis using Bonferroni’s adjustment shows that Position is significantly slower 
than both Rate (p =2.7⋅10-4) and Hybrid (p=4.4⋅10-4) for distances of 1000 pixels and 
significantly slower than Rate (p =0.006) for distances of 250 pixels.  
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Fig. 11. Pointing time across distances 

5.8 Predictive Models 

We can attempt to predict user performance for other levels of input precision. For 
Rate, we use the regular formulation of Fitts' law (see Eq. 9 in Fig. 12), which is inde-
pendent of the number of input units. For Hybrid and Position, we use Eq. 10. The 
parameter s (0≤ s≤1) represents the portion of the input range dedicated to the move-
ment in the central zone. S is the size of the movable window, which can be calcu-
lated as S = CDUgain·s·u. To produce Eq. 10, we followed an analysis similar to that of 
Cao et al. [4]. Due to limited space, we do not provide the details here. 

MT = a + b⋅ log2

D

W
+1

 
 
 

 
 
  Eq. 9 

Rate 
a b R2 Std. Err. 

.189 .631* .987 .091 

MT = a + b0

s

D
+ b1 log2

D

S
+1

 
 
 

 
 
 + b2 log2

D

W
+1

 
 
 

 
 
  Eq. 10 

 a b0 b1 b2 R2 Std. Err.
Hybrid -1.332* 580.7* .373* .567* .938 .190 
Position -2.278* 562.7* .833* .548* .913 .361 

*Coefficients significantly different than zero (p<0.05)

Fig. 12. Models tested for the three techniques 

 

Fig. 13. Extrapolated movement times for the three pointing techniques and three levels of 
input precision (u = 61, 241, and 961 units). Target width is constant (W = 20 pixels). 
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Based on the above models, we have extrapolated movement time with up to 961 
input units and distances as high as 1500 pixels. Fig. 13 gives an overview of the 
trends. Position exhibits a poor performance under low input precision, but outper-
forms Rate and Hybrid as precision improves. The performance of Position is particu-
larly sensitive to both input precision and target distances. Variations in the perfor-
mance of Hybrid are less radical. The technique seems to be more appropriate in the 
range of 61 of 241 units. However, it can be a good alternative for higher levels of 
precision, particularly when pointing involves large distances. Clearly, prediction 
results for the position-control and the hybrid technique do not apply to short target 
distances. As long as movement takes place only within this window, movement will 
be purely position controlled and faster than the time predicted by the above models.  

6 Limitations and Future Directions 

We examined levels of input precision from 21 to 241 units and targets distances from 
250 to 1000 pixels. Output configurations can vary greatly beyond the range of values 
reported here. For example, wall displays can support very high resolutions. In such 
environments, pointing precisely and moving quickly in space are equally important, 
so future work must verify how our techniques behave in such settings. 

Some previous work [10, 14, 23] has made use of pointer acceleration to effective-
ly balance between precision and speed. To simplify our analysis, we did not consider 
pointer acceleration here. If used with our techniques, acceleration can be applied at 
two levels: (1) to the window of precise pointing, and (2) to the cursor within this 
window. The former solution could increase the range of the window's movement and 
hence reduce the number of recalibration actions. The latter solution, however, is 
problematic, as it can cause the de-calibration of the wrist movements away of the 
joint's neutral position. 

 

Fig. 14. Interaction mixing movements of various joints. A bracelet attached around the wrist 
allows for detecting its absolute position and measuring the rotations of the hand relative to the 
forearm. (a) Slight wrist rotations within a central zone. (b) Wrist rotations out of the central 
zone. (c) Movements of the whole arm. (d) Rotations of the forearm. 

To extend our approach to two-dimensional tasks, we must first consider that hand 
movements are not perfectly symmetric. Wrist flexions and extensions have a wider 
angular range than ulnar and radial deviations (Fig. 2). Techniques must be adapted to 
accommodate these asymmetries. In addition, natural hand movement combines rota-
tions of the wrist and movements of other joints (Fig. 14), which could be mapped to 
different levels of a pointing task, e.g., by using different CD gains. Exploring tech-
niques that combine various joints is an interesting future direction. Another future 
goal is to test non-linear mappings between input and output [21].  
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7 Conclusions 

The paper explored pointing with low-precision input when the input device is con-
trolled by movements of the wrist. We examined techniques that achieve pointing 
precision without making use of explicit mode-switching mechanisms. Wrist move-
ments are physically constrained and take place within a small range around the 
hand’s resting position. Based on this observation, we explored rate control as a poss-
ible solution. Our results show that rate control is effective under low levels of input 
precision. Interestingly, we found that as long as optimal transfer functions are se-
lected, the performance of rate control remains practically constant for a range of 
input precision from 21 to 241 units. This suggests that rate control could be particu-
larly valuable for low-precision input devices (e.g., low-fidelity camera-based capture 
of hand movements) and users with hand-tremor problems.  

In addition to rate control, we examined two techniques that split the pointing task 
into two scales. Pointing at a macro scale is performed with an area cursor, which is 
visually communicated to the user as a framed window. Pointing at a micro scale is 
performed with a regular point cursor, which moves within the window. The first 
technique combines position and rate-control and derives from previous work [7, 9]. 
The second technique uses position control to move both the area and the point cursor 
and has been based on previous work on two-scale pointing [12] and early techniques 
in Virtual Reality that applied non-uniform position-control mappings [20]. Accord-
ing to our experimental results, these two techniques are more precise than pure rate 
control and their performance improves as input precision increases. The hybrid tech-
nique was particularly effective in balancing between precision and speed in the range 
of 61 to 241-input units. It outperformed the non-uniform position-control technique 
in long target distances over 1000 pixels. Nevertheless, our analysis suggests that the 
performance of the latter is faster as input precision improves. Based on these results, 
we derived predictive models of user performance, but future work must compare the 
techniques on different task scales. We are particularly interested in exploring their 
application to high-resolution displays where distances can be as high as 10k to 20k 
pixels. We also plan to study the proposed techniques on the movement of other hu-
man joints. For example, the thumb moves within a limited range. Enabling it to pre-
cisely point on large output surfaces in isolation of or in combination with hand 
movements is a challenging problem and certainly worth of future investigation. 
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Abstract. In our pilot study with 12 participants, we compared three interfaces, 
3D mouse, glove and wand in a 3D naturalistic environment. The latter two 
were controlled by the same absolute pointing method and so are essentially 
identical except for the selection mechanism, grasp action versus button. We 
found that the mouse performed worst in terms of both time and errors which is 
reasonable for a relative pointing device in an absolute pointing setting, with the 
wand both outperforming and favored by users to the glove. We conclude that 
the presence of a held object in a pointing interface changes the user’s percep-
tion of the system and magically leads to a different experience. 

Keywords: “magic wand”, “3D mouse”, “hand gesture”, “fatigue”, “user satis-
faction”. 

1 Introduction 

Tasks that are typically accomplished by human beings can be separated into two 
broad categories: tasks achieved through physical manipulation of objects, such as 
chopping wood with an axe or writing with a pen and paper, and communication with 
other people, commonly done both using words and a series of communicative ges-
tures. When not operating physical tools, gestures are usually a form of communica-
tion and often intertwined with spoken language[3]. Although operating computers 
can be considered a form of communication, typical day-to-day interactions with a 
standard desktop or laptop computer fall into the physical object category. Interfaces 
that use motion or body capture allow users to perform these sorts of tasks without 
requiring a device to be held, with interfaces implementing gestures or methods of 
interaction found in both categories. The challenge of making these interfaces suffi-
ciently ubiquitous remains formidable, and in the meantime it remains unclear if such 
interfaces are superior or preferred by users to an object-based interface, in a compa-
rable setting. The ergonomic factors relating to these devices, namely how much 
physical strain or fatigue they cause with continued use, remain an issue in interface 
design[9], and merit further study. 
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Our pilot study used a series of pointing interaction methods in a 3D interface, 
comparing operating an interface while holding a physical object to performing inte-
ractions in the absence of one. We wish to determine if there are any changes in the 
mode of operation, the severity and locality of discomfort caused by their operation 
and the preferences of the users. 

2 Background 

The MIT Media Room[1] is a seminal example of an object-free interface, in which 
users would use a combination of spoken language and pointing gestures at a large 
projected display to create and modify the state of various shapes in a scene. A similar 
system, using a 3D spatial environment and gesture interface captured interactions 
with a specially designed glove and camera system[8]. Kjeldsen and Kender (1996) 
presented a camera-based pointing system applied directly to performing mouse tasks 
on a standard desktop computer[7]. Another similar system provided a means of abso-
lute pointing through capture of the user’s entire arm and projecting a line from the 
user’s shoulder to their fingertip[5]. The system used multiple cameras to make any 
form of device such as a glove or sensor unnecessary. 

Research into the ergonomics or feasibility of such systems remains limited, 
though study into developing ergonomic gestures has been conducted[9]. An assess-
ment of performance of gesture interfaces in VR environments reported the interfaces 
were almost four times slower than using a traditional mouse system, and fatigue was 
a common complaint[2]. A study comparing Wii remote and Kinect interfaces found a 
hands free interface performed tasks faster and was preferred by users to the Wii in-
terface, which used in-built accelerometers rather than arm movements for track-
ing[4]. Another study, looking specifically at the ergonomic considerations of inter-
faces with and without physical objects indicated that performing a task with a ‘vir-
tual object’ was more difficult and fatigue-inducing than an equivalent one performed 
with a real object. The trial found users extended their fingers earlier and farther with 
the virtual object, making it the more fatiguing of the two interactions[6]. 

3 The System 

We have developed a 3D pointing interface, in which users are able to select, grab and 
drag objects in a virtual space by pointing and performing interactions with the given 
device. The interface makes use of an absolute pointing system, in which both the 
user’s position in the work area and the screen’s position and dimensions are used to 
determine where user is pointing. The system works by having the user physically 
point at the display surface with their hand. From here, capturing user input involves 
detecting the position of the user’s forearm and hand to construct a 3D vector, which 
is then projected forward to the 2D plane on which both the Kinect and the display 
surface rest. This provides a 2D point on the plane where the user is pointing at any 
given point in time. The system allows for a relatively flexible definition of pointing, 
with different arm orientations and holding the device in different ways possible.  
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Our pilot makes use of a total of three different interaction methods. The first is a 
wired glove interface as an approximation of operating a user interface without physi-
cally manipulating a device. It operates using an Essential Realities P5 Wired Glove, 
weighing 82g for tracing finger movements and a Microsoft Kinect that tracks general 
body movements. The second is a Wand interface, operating with Kinect in the same 
way as the Wired Glove interface, but with a hand-held controller in place of a glove.  
The controller is from a Nintendo Wii, and is identical to a standard Wii Remote con-
troller, except that it has a slimmer, longer and more cylindrical profile, weighing 
78g. The controller is only used for button presses as position information is acquired 
from the Kinect. An OnmiMotion Air Mouse, weighing 65g, is used for our third 
device, using a relative pointing system in contrast to the other two devices. This 
gyroscopic mouse is similar to a standard desktop mouse in appearance, but moves 
the cursor through rotating the body of the mouse rather than laser tracking.  

4 Experiment 

The general research question of this paper is does the absence of a physical object of 
manipulation impact how the user interacts with an interface? We define a physical 
object in this context as one that is held rather than worn, and is manipulated in-hand. 
We are looking at three particular aspects of this question: user performance, induced 
fatigue and preference. 

A 3D visualization was conducted for the experimental trials, designed to have the 
appearance of being performed in a Gothic château, with the tasks themselves resem-
bling ones being accomplished by casting magic spells. This allowed users to treat 
each device as operating according to their own expectations, and adopt an approach 
that felt contextually natural in operating the devices. A total of three separate kinds 
of tasks were performed: 

• A selection task, in which the user was required to select a ghost on the screen by 
pointing at it and performing a selection. For the glove, this was achieved by 
quickly tapping the index finger down and back up again, and for the wand this 
was done by pressing the ‘A’ button on the shaft of the device. For the mouse, the 
left mouse button was used. The position and size of the targets was randomized. 
Nine selections were performed per trial. 

• A select-drag task, in which the user was required to select a key, randomly placed 
near the bottom of the display, then ‘grab’ the object and drag it over a lock. In the 
case of the glove, the grab was performed by forming a fist, and in the case of the 
wand it was by pulling a trigger beneath the device. Six drag tasks were performed 
per trial. 

• A select-drag-drop task, in which the user was required to select a firefly and drag 
it to a cage, then release it. The target area remained the same for each task, but the 
positions of the selectable objects were randomized. Six of these tasks were per-
formed per trial. 
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Fig. 1. Selecting a firefly in the select-drag-drop trial using the P5 Wired Glove 

The trials presented the tasks consecutively with a brief break between each task 
explaining what needed to be done before it was begun. At the end of each sequence 
of tasks, the participant was given a 5-10 minute break to rest their arm before contin-
uing with the next interface device. 

During the task completion phase of the experiments, the mouse cursor is hidden 
from participants, as our trial is designed for a naturalistic environment without rela-
tive location cues, and could be used in a natural environment. Selection gestures are 
accompanied with a small burst of stars at the area pointed to, so users know where 
their gesture was directed. 

Over the course of the trials, the system keeps track of every button press and ges-
ture, the position of the pointing location and a time signature. Video from the Kinect 
was captured, to observe the movements each user makes when operating each inter-
face. At the end of each trial, the user was also queried on the discomfort felt in their 
arms, and asked where specifically the discomfort, if any, was located and how severe 
it was on a scale of 0 to 10. At the end of each trial, the user was also asked to fill out 
a short questionnaire about the device they had just used, using a combination of  
Likert-scale questions and short written answers. 

4.1 Results 

The trial was run with 12 participants, 8 male, and 4 female, between the ages of 21 
and 36, with a mean age of 25. All participants were computer science students, and 
reported regular computer use. Of those, 9 reported familiarity with the Kinect. Other 
gesture capture technologies such as the Nintendo Wii were also familiar to  
participants, with 1 participant having never used any motion capturing devices. 

The relationship between the number of incorrect selections made and the time 
taken to complete the trial demonstrates a moderate to strong trend for most users, so 
these values are used as a measure of how accurately and easily each participant was 
able to use each device. 
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Table 1. Mean and Standard Deviations for time and errors in completing selection tasks for 
each device (time in seconds) 

 Glove Mouse Wand 
 Time Errors Time Errors Time Errors 

µ  136.8s 50.3 149.0s 71.5 79.7s 45.8 
σ 62.1 18.4 81.3 33.8 33.8 20.7 

 
Performance between the glove interface and wand were roughly equivalent in 

terms of accuracy, but users on average took substantially longer in performing 
operations with the glove. The mouse was on average the poorest performing device, 
but also the device with the greatest level of variance. The wand can be seen here as 
having generally the best and most consistent performance, though all devices are 
demonstrated as being able to perform quickly and with relatively few errors. 

During the trial, a variety of arm positions were adopted. The method of control 
and orientation of the arm was consistent enough between participants to be separated 
into three categories, ordered from lowest induced fatigue to highest: 

• The shoulder at rest, with the elbow kept at the side and the forearm extended 
pointing at the display. Holding the device in this manner, users typically made 
wrist and small forearm movements to control the interface. 

• The shoulder partially at rest, the elbow out from the side and bent, with the fore- 
arm raised and the wrist bent to face the device to the display. Forearm rotation and 
wrist movements were the primary method of interaction. 

• The arm fully extended with the elbow locked. The user moves the entire arm at 
the shoulder in this position.  
 
While users typically kept a consistent arm orientation for the trials, it was not un-

common for them to change positions. This was most commonly moving from an 
outstretched arm to a relaxed or partially relaxed arm, likely to combat fatigue, or 
from a relaxed or partially relaxed arm to an outstretched arm, usually due to issues 
with accuracy. Figure 3 shows the prevalence of various orientations with each de-
vice, by counting the number of times and the duration of the trial during which the 
stance appeared for all participants. 

On average, the glove interface was reported to be the most fatiguing by partici-
pants (µ  = 4, σ = 1.9), followed by the wand (µ  = 2.4, σ = 2.2) with the mouse being 
the least stressful to use (µ  = 1.3, σ = 2.5). 

 

 

Fig. 2. From left to right: shoulder at rest, partially extended forearm, fully extended arm 
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Fig. 3. Prevalence of different arm positions for all participants using the interface 

Immediate fatigue induced from use, and the extent of continued fatigue from use 
for each device was also reported in the questionnaire. The results are shown in  
Table 2, with no significant difference between the wand and mouse (p > 0.05), but 
more pronounced variation between the glove and all other devices. This confirms the 
glove as being the most fatigue-inducing device to operate. 

Table 2. Distribution-free analysis of questionnaire results pertaining to immediate and 
continually induced fatige from each device 

 Immediate Fatigue Continuous Fatigue 
Non-parametric test χ2 =7.023, p=0.03 χ2 =11.286, p=0.004 
Pair-wise Glove vs. Wand p = 0.008 p = 0.015 
Pair-wise Glove vs. Mouse p = 0.04 p = 0.005 
Pair-wise Wand vs. Mouse p = 0.55 p = 0.232 

 
In the questionnaire, users were asked to grade each interface system on a seven-

level Likert scale, how natural, intuitive, learnable, reactive, accurate and generally 
easy to use the interface was perceived to be. Of those, only two yielded a statistically 
significant result in non-parametric analysis. In both instances, pair-wise analysis 
revealed no significant difference between the glove and mouse. The wand however 
was found to be more intuitive than the glove (p=0.016) and the mouse (p=0.018). 
The wand was also found to be easier and quicker to learn than the glove (p=0.024). 
The fact that all other results lacked a clear correlation suggested personal preference 
played a large part in these reports. 

Users were also asked to rank each interface in terms of preference, and provide 
comments as to those rankings. The results of this are shown in Figure 3, indicating a 
general preference for the wand interface. Comments justifying this preference refer- 
enced the wands appearance or comfortable grip or being easier to press buttons than on 
the mouse or with finger gestures with the glove. When the mouse was preferred  
over the wand, it was typically due to being the less strenuous to operate, with  
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complaints of the mouse being its unpredictable behavior and difficulty in reaching 
buttons. Preferences for the glove were reported as being the more natural of the inter-
faces, while complaints included a poor responsiveness and fatiguing to use.  

 

 

Fig. 4. Sum of rankings given by each user to the three interface devices 

5 Discussion and Future Work 

Our expectations were that users would find differences in induced fatigue and prefer- 
ence between the devices, but pronounced differences in performance and speed were not 
expected.  The results suggest the presence of an object held in the user’s hand has a  
profound impact on how users view the system, and the amount of effort users  
expended.  

The results from observations suggest that interfaces with a physical object held in 
hand tended to encourage users to use a less direct form of pointing, performing 
pointing with the upper arm fully or partially at rest, and the elbow at the side, while 
having no object encouraged users to keep their arms fully extended. This fits the 
natural analogue of attempting to point to an object with your hand, in which the user 
raises it and looks down their arm towards their index finger, where the wand was 
interpreted much more generally and had more varied usage patterns. A generally 
larger number of changes in posture were seen with wand users; they would find con-
figurations they liked rather than what they felt was necessary. The wand was ob-
served to also be subject to in-hand manipulation; users were observed turning or 
rotating the device within the palm of their hand rather than performing the equivalent 
rotation with their wrist or forearm. This rather counter-intuitively seems to be ac-
companied with a better performance index for the wand. Less physical movement by 
the user is required overall to move the pointer to the desired area, but as the region of 
selection is far smaller, inaccuracy was expected to be higher. This may be attributed 
to the fact that selection and grabbing was reported to be much easier with the wand 
and mouse when compared to the glove. Users on average seemed to exert more  
energy attempting to perform selections and grabs, as the glove required a strong, 
deliberate motion to select an object on screen compared to the other two. That a 
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strong correlation can be seen between increasingly extended arm, trial length and 
fatigue matches expectations, and remains an important consideration in interface 
design. 

The poor results for the mouse can largely be attributed to the absence of a visible 
cursor and the use of rotation as opposed to lateral motion as with a desktop mouse. 
Overshooting targets and quickly clicking to inform the user where the cursor was 
occurred regularly in the trials. 

The variation in user preference may reflect the background of participants.  
Comments such as ‘familiarity with the Wii may have been useful’ appeared in the 
questionnaire, despite the fact the system functions quite differently to the Wii, but 
the method in which users operated the interface may have reflected that experience. 
Preferences for any given device appears to be heavily influenced by those users 
found to perform most effectively, though there were some instances where this was 
supplanted by familiarity with that device, particularly with the mouse. 

This trial has indicated substantial nuances in the problem that merit further inves-
tigation. Controlling and examining each of the findings in this paper in more detail 
will be the focus of later experiments. Running trials for extended periods of time and 
encompassing more complex interactions will be performed in future work.  
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Abstract. When integrating numerous in-car information and assistance sys-
tems, a consistent way of spatial distance presentation for drivers is required. A 
common practice is to use discrete textual information (e.g. 500 meters) in 
combination with a graphical bar representing relative spatial information. Hi-
therto there exists no design consistency with respect to bars for distance illu-
stration. Contemporary solutions differ in terms of movement direction (upward 
vs. downward), composition type (decreasing vs. increasing), or alignment (ho-
rizontal vs. vertical). We conducted a driving simulator experiment to investi-
gate user preferences, perceived location, and eye gaze data for a meaningful 
subset of bars in a dynamic scenario. When approaching a traffic event (road 
works), one out of four vertical bar alternatives indicated the current distance. 
Subsequently, the associated horizontal bar type (decreasing or increasing) vi-
sualized the driver’s spatial progress within the road works section. Our results 
indicate, that drivers prefer upwards-moving approach bars and progress bars 
decreasing from left to right. Eye-tracking data supports usage of decreasing 
bars instead of increasing bars. Accordingly, we elaborated an initial version of 
design guidelines for bars representing relative spatial information for local 
events. On this basis we implemented approach and progress indicators, which 
were adopted for numerous use-cases in a large field operational test for  
Vehicle-2-X Communication. 

Keywords: Distance, Assistance, Design, Usability Evaluation, In-car, Driving.  

1 Introduction 

During the last decades, awareness regarding intuitive driver interfaces has constantly 
increased. With a rising number of in-vehicle information systems (IVIS) and ad-
vanced driver assistant systems (ADAS) being integrated, coherent presentation of 
information is crucial for drivers to understand contents immediately. Although mul-
timodal presentations open new options, common graphical displays will not become 
dispensable for automotive applications. Due to visual driver distraction while  
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glancing at the display, it is necessary to reduce glancing times to a minimum by in-
tuitive presentations. This is one fundamental design principle for interaction with 
IVIS [1]. 

One of the frequently required functionalities of in-car displays is spatial distance 
presentation, e.g. in today’s navigation systems when a maneuver point comes up 
(e.g. turn right in 300m). In cases of events that can be pinpointed to a location, we 
use the term spatial approach visualization. Additionally, modern ADAS require 
visual presentation of spatial validity, e.g. visualizing the remaining section where a 
traffic sign is valid. In this case of traffic events having an areal extend, we name it 
spatial progress visualization. Although in general HCI progress is well researched 
[2–7], the automotive domain lacks both a common concept, as well as design guide-
lines for implementations of spatial approach and progress. We found a general ten-
dency of numerical distance presentation (e.g. 300 meters) in combination with a 
graphical progress bar representing relative spatial information when investigating 
hitherto existing distance presentation in diverse system types. For presentation of 
spatial information, there exist many plausible variants, and unfortunately no design 
consensus could be observed. Nevertheless, three major design factors could be de-
rived: First, there exist two general orientations of the bar (horizontal vs. vertical), 
second, the bar can be filled or emptied with some kind of filling (increase vs. de-
crease), and third, the movement direction can be manipulated (up vs. down or left vs. 
right respectively). Moreover, color-coding is sometimes used for urgency emphasis. 

In this paper we examine these different design factors with the help of a user 
study. Our goal was to find parameter combinations, which are preferred by drivers, 
perceived fastest, and minimize glancing times. Accordingly, a suitable driving task 
was designed and implemented via the openDS driving simulator [8] and an eye 
tracker was used to measure glance durations while driving. Based on our results, we 
suggest general design guidelines for spatial approach and progress in the automotive 
domain. These guidelines have already been applied to a Human-Machine Interface 
used in a large field operational test with over 20 novel ADAS (simTD). 

2 The simTD HMI 

The simTD project1 comprises one of the largest field operational tests for Vehicle-2-X 
Communication Networks (V2X) and its applications. In this domain, cars communi-
cate with other entities using different wireless communication technologies where 
`X` denotes the communication partner. These are typically other cars, road infra-
structure like signal lights, or traffic management authorities. simTD investigates estab-
lished V2X use-cases in real traffic scenarios around the Hessian city of Frankfurt/ 
Main, Germany with a fleet of 120 cars. One of the goals of the project is to evaluate 
the effect of V2X-based applications on traffic and driver. It is currently the largest 
field operational test in this domain. Drivers are not only advised “experts” to the 
simTD system but also novices. Especially for this type of drivers it is of utmost  

                                                           
1 http://www.simtd.de/ 
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importance that the Human-Machine Interface (HMI) of the system is intuitive, non-
distractive and features a consistent integration of all use-cases. It consists of a main 
area where the most relevant information is displayed and an additional area in the 
upper part containing six slots for additional information of parallel applications. 
Using two virtual buttons, the driver can also access a map and an option screen  
(see Figure 1). The Automotive group at “double-blinded” is responsible for  
developing and evaluating the HMI concept in simTD prior to the field operational test. 

 

Fig. 1. The simTD HMI depicting three virtual screens and symbol area 

The V2X use-cases evaluated can be classified into three categories: Safety, traffic 
efficiency, and value added services. Many events belonging to these use-cases are 
location-based, i.e. they pinpoint to a certain geographical position. Moreover, some 
events are valid for a certain road segment, e.g. road works. Table 1 lists a shortened 
selection of use-cases, which are investigated in simTD. Altogether, there are over 25 
use-cases tested within the project. We refer the interested reader to the full list of 
selected functions in [9]. Especially warning functions, e.g. congestion warning, need 
to be displayed way before the actual event. Those approaches to upcoming events 
should be presented to drivers in a consistent way for all use-cases. Besides text-only 
information, the use of graphical information via progress bars can be found in sever-
al navigation systems. We analyze different realizations and have a look what can be 
learned from general HCI research in the following section. 

Table 1. Some selected simTD use-cases involving approach and/or progress information 

Category Use-case 
Safety Lost Cargo Warning 
Safety Congestion Ahead Warning 
Safety Animals on the Road Warning 
Safety Approaching Emergency Vehicle Warning 
Safety Road Weather Warning 

Efficiency Traffic Sign Assistant 
Efficiency Road Works Information System 

3 Background 

Since the beginning of HCI research, design and display of progress is considered 
important and useful. For example, Myers in [7] concludes that especially for  
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long-lasting tasks users prefer this kind of progress display. In traditional HCI, the 
design of progress was established even before graphical user interfaces were  
common. It was implemented using ASCII characters (cf. Figure 2a). 

 

Fig. 2. Design of progress in different Operating Systems (b)-(g) and in ASCII code (a) 

Nowadays, horizontal filling bars (from left to right) constitute a common imple-
mentation on Desktop Operating Systems and mobile devices. With Windows 2000 
and Windows XP, segmented bars were invented but replaced by continuous bars in 
Windows Vista/7 (Figure 2, (c), (f), (d)). Modern versions of all major Desktops come 
with an animation of the bars’ fill color either “pulsating” from left to right (Win-
dows) or “ribbed” from right to left, e.g. in Mac, see Figure 2, (g). One might think 
this change was invented because of advances in technology such as increased com-
puting power or in order to make the graphical user interface more appealing. But 
interestingly, according to [3], this type of bars result in statistically significant short-
er perceived duration times when compared to their static counterparts. Another  
approach is hiding the actual progress from the user and displaying another one, as 
investigated in [4]. Harrison et al. applied non-linear functions for progress bars and 
found that users have a strong preference for speed-ups towards the end. On the other 
side, according to their results, users tend to tolerate slow-downs at the beginning 
better than towards the end. For tasks with dynamic completion, like defragmenting a 
hard-drive, such a non-linear progress bar is considered useful. Such a progress bar, 
on the other hand, is not appropriate for linear tasks. Other approaches try to exploit 
colors or different kinds of modalities. For example in [2], six combinations of colors 
are considered: blue/red for progress bar foreground color and cyan/orange/gray for 
background color. Furthermore, [6] encode progress into a series of vibrotactile pulses 
while [5] use auditory cues. To conclude, so far, researchers above all tried to reduce 
the subjective perception of waiting time, either by visual means, or by applying  
non-linear functions to progress bars. 

However, these strategies should only be applied, when progress of the actual task 
is hidden from the user. In the automotive domain this decoupling between actual and 
displayed spatial information is neither given nor desired. Quite contrary, it is essen-
tial that both coincide as exactly as possible, e.g. during a spatial approach to a ma-
neuver point. Besides that, transferred to our domain, Harrison et al. suggest in [4] to 
represent linear tasks by linear progress. Also, the use of animations in the automotive 
context might induce visual distraction. 
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Unlike in general HCI research, consistency with respect to design of spatial ap-
proach could not be observed between several manufacturers of navigation systems. 
Figure 3 depicts variants from different vendors. They vary in direction (decreasing vs. 
increasing) and movement (upwards vs. downwards). Even a single manufacturer em-
ploys increasing and decreasing bars in different models, see (f) and (g) in Figure 3. 
Falk (d) realizes segmented bars as arrows to indicate the filling direction. Several ven-
dors provide no visual directional cue at all (NavigonMobile (f), TomTom (e)). This 
listing is not meant to be complete, but is supposed to reveal existing inconsistency 
found in different navigation systems as opposed to desktop progress bar design. 

 

Fig. 3. Design of spatial approach in different navigation systems. Legend: ‘’=Upwards; 
‘’=Downwards; ‘>’=Increasing; ‘<’=Decreasing, ‘’=Feature not present.  

Despite these differences, we could however observe several common criteria: All 
observed designs of spatial approach are realized as straight, vertical, and segmented 
bars. Minimum and maximum bar states could be inferred by a frame or similar 
means. Additional textual information (e.g. 500 meters) was presented in every de-
sign. We decided to reflect these shared criteria by setting them as preconditions in 
the design of experimental conditions. Accordingly, we used textual information in 
combination with a graphical bar representing relative spatial information in each 
condition. However, the observed inconsistencies in existing systems and a lack of 
literature on the issue in the automotive context lead to the conclusion that still many 
questions are unanswered when it comes to design of spatial approach and progress:  

1. Do users find graphical approach and progress bars useful? 
2. Which progress bar type is preferred (increasing vs. decreasing, upwards vs. 

downwards, use of colors, relevance of frame)? 
3. Do different progress bar variants induce different visual distraction from the driv-

ing task (accessed by eye-tracking data or driving performance)? 

The aim of the experiment presented here, was to answer the questions above and 
derive a universal guideline for designing consistent spatial approach and progress for 
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in-vehicle information systems. It is important to notice that dynamic bars cannot be 
evaluated on static screenshots as it is for example impossible to infer movement 
direction or rate of changes. Furthermore, watching simply animated bars is not com-
parable with a driver (visually) engaged in a driving task using bar animations as 
relative spatial information for local events. On these grounds, we decided to conduct 
a driving simulator experiment with a mock spatial approach and progress scenario. 

4 Experiment 

4.1 Participants 

24 participants participated in this experiment, 12 men and 12 women. Their age va-
ried between 19 years and 59 years (mean = 37.0, SD = 15.1). All of them possessed a 
valid driver’s license for at least two years. Half of the participants owned a naviga-
tion system and indicated to use it frequently, 2 participants indicated to use a naviga-
tion system occasionally, and 10 participants have only rarely used a navigation  
system before. Accordingly, no absolute novices took part. Participants were paid 10 
Euros for approximately 1 hour of time. 

4.2 Apparatus 

The experiment setup consisted of a Logitech Momo steering wheel attached to a desk 
and two pedals on the floor, resembling the ergonomic condition of a driver in a car 
(cf. Figure 4). During the experiment, the participant’s task was to steer and brake 
with these devices according to driving requirements. A computer flat screen (size 20 
inch, resolution 1440 x 1050 pixel) presenting the driving simulation was set up on a 
desk with a distance of about 80 centimeters to the participant’s head. 

 

Fig. 4. Experimental Setup 

White digits on the lower right side of the screen displayed the current vehicle 
speed. Their color turned into red, whenever drivers diverged from the currently pre-
scribed maximum speed for more than 10 kilometers per hour. We used an open 
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source driving simulation solution, which has recently been presented in [8]. For this 
experiment, several highway tracks were generated with each track including a road 
works section towards its end (see also Driving Task and Tracks section). In-vehicle 
information about an upcoming or current traffic situation was presented at the right 
hand side of the driver on a seven-inch MiMo screen. A Tobii eye tracker was in-
stalled below the small information screen for recording respective gazes onto this 
screen. A detailed description of the information screen and the presented bar variant 
combinations will be provided in the following section. 

4.3 Information Screen and Presented Bar Types 

Figure 5 depicts an example of all items displayed on the information screen. 

 

Fig. 5. Two screenshots of displays for the road works use-case. Distance is indicated in numer-
ical form (in 400m/ 300m) accompanied by a graphical bar representing relative spatial infor-
mation. The left side depicts a screenshot for approaching road works and the right side shows 
a presentation while driving within a road works section. 

Besides the current speed limit in the upper left corner, the type of the upcoming 
traffic event (road works) is presented. Most important, numerical distance indicators 
combined with spatial bars were presented in all cases along the general lines of [10]. 
For approaching road works, a vertical bar was used and while driving through a sec-
tion of road works, a horizontal bar indicated the current progress. Hence, the align-
ment of a bar itself would provide information whether a driver is in front of or within 
a road works section. Looking only at a screenshot, one cannot infer how a bar is 
animated. For example, it is not possible to decide, whether the bar depicted in Figure 
5 (left) is decreasing upwards or increasing downwards. This is one reason why it is 
important to use dynamically presented bars in an actual driving task to enable a 
comparison between the different bar types. 

In Figure 6 we present an overview of the two experimental factors composition 
type and moving direction leading to four experimental conditions. Three snapshots 
illustrate the animation of each moving bar (from the leftmost to the rightmost). For 
each experimental condition a combination of an approach bar (either increase or 
decrease; either upwards or downwards) for approaching the road works was succes-
sively combined with its consistent progress bar (increase or decrease; all moving 
from left to right) within the road works. This resulted in four main experimental 
conditions (increasing upwards: inc_up; decreasing upwards; dec_up, increasing 
downwards: inc_dw; decreasing downwards: dec_dw; cf. Figure 6). 
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Fig. 6. Three snapshots illustrate the animation of each bar variant. Overview of four main 
experimental conditions: For each track an approach bar (either increase or decrease; either 
upwards or downwards) was combined with its consistent progress bar (increase or decrease; 
all moving from left to right). 

As an informal pretest among eight colleagues had revealed, three bar types were 
favored or supported, whereas one variant (downward increase: inc_dw) was not ap-
preciated by anybody. Furthermore, horizontal progress bars moving leftwards were 
evaluated as highly unsuitable. For reason of design completeness, we nevertheless 
kept the inc_dw condition, but we omitted the leftwards progress bars – also analog-
ous to desktop solutions. 

As participants might behave differently when for the very first time encountering 
a bar in the road works scenario, we considered that counterbalancing presentation 
order of conditions would not to be sufficient with respect to our research questions. 
Therefore, we decided to use the rather unpopular variant inc_dw as introductory 
condition. A second version of the inc_dw condition lacking the boundary line was 
generated and added as a fifth condition. The gray framing line is used for all four 
main bar variant conditions and indicates absolute minimum and maximum of bar 
states. Therefore, it might be a helpful reference for interpretation – especially for 
inexperienced users who do not know the bar range yet. To test this assumption, con-
dition inc_dw and inc_dw_fl (fl = frameless) were alternately used between partici-
pants for either the introductory track (1) or the last track (5). Accordingly, the 
inc_dw condition was experienced only half by novice participants and half by expe-
rienced participants. This kept the inc_dw condition comparable with the remaining 
three major experimental conditions (inc_up, dec_up, dec_dw), which were only as-
signed to middle tracks (2-4). Order of five equivalent physical driving tracks (with 
slightly differing distances, see also Driving Task and Tracks section) remained con-
stant. The assignment of the three middle experimental conditions to the fixed tracks 
(2-4) was counterbalanced between participants to control for learning or sequence 
effects as well. 
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For each bar type (except the inc_dw_fl condition), an animated color-coded ver-
sion of the approach bars was additionally presented to participants (see Figure 7). 
We investigated, whether participants would prefer color-coding representing proxim-
ity and accordingly urgency over plain-colored bars. 

 

Fig. 7. Additional color-coded versions of approach bars presented to participants 

4.4 Design 

Two factors, movement direction (upwards, downwards) and composition type  
(increasing, decreasing) were manipulated within participants. A reference frame line 
as visual reference for minimum and maximum bar states was used for all four condi-
tions. The inc_dw condition was additionally presented in a frameless version 
(inc_dw_fl). Half of the participants started with a inc_dw track and finished with a 
inc_dw_fl track, whereas for the remaining half of the participants the order was  
reversed. 

4.5 Driving Task and Tracks 

Participants were instructed to drive as they would in a real world scenario. They 
should conform to German traffic rules (speed limits, taking the right lane whenever 
possible, not exceeding the current lane). Besides, they should finish each track as fast 
as possible. Moreover, they were informed that the small screen would provide help-
ful information about the upcoming traffic situations. Participants had to perform five 
equivalent two-lane motorway tracks without any other vehicles present. An example 
containing concrete distances between the events is depicted in Figure 8. All experi-
mental tracks were designed according to the same scheme, but each track was 
created with different distances. This should prevent learning effects about the exact 
event positions and times. 
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Fig. 8. Schematic overview of an experimental track containing speed limits, road works, and 
two pauses for questionnaires 

After an acceleration phase without speed limit (acceleration to 140 km/h), a limit 
of 120 kilometers per hour requiring an immediate brake reaction was suddenly pre-
sented both on a road sign and on the small information screen. This speed limit was 
presented due to approaching road works. After a while, further speed limits showing 
100 and 80 kilometers per hour were presented successively. When arriving at the 
road works it became obvious that the right lane was barred and participants had to 
change to the left lane. After passing the road works section at a speed of 80 kilome-
ters per hour, the speed limit is revoked and participants should accelerate again. 
Shortly after, the track was finished. During each track, drivers were given notice of 
the road works on the small screen: Before arriving at the road works (from the first 
speed limit onwards), the remaining distance was shown by a numerical sign in com-
bination with a vertical approach bar. Once the single lane within the construction 
work was entered, numbers combined with a horizontal progress bar displayed the 
remaining distance until the end of the road works segment. Having described partici-
pants, apparatus, experimental conditions, and the driving task, the next section will 
provide a description of the overall experimental procedure. 

4.6 Procedure 

After having been welcomed, participants filled out a first demographic questionnaire. 
The experimenter explained the driving task to the participant, and had her get famili-
ar with the setup in a first practice drive on a straight road in the simulator. Subse-
quently, the participant completed a first baseline drive containing merely diverse 
speed limits but no road works or obstacles. Afterwards, the main experimental part 
was started, without the participant knowing anything about the upcoming road works 
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in the first drive. The expectancy level certainly changed for the subsequent tracks, as 
both road works and speed limits reoccurred in each case. Nevertheless, exact loca-
tions were varied for each track, in order to prevent time-related expectancies and 
ignoring of the presented distance information. Within two breaks during each track 
and at the end of each track, participants had to fill out a questionnaire evaluating the 
current bar variant. Between plain-colored bars, color-coded bar variants were pre-
sented and evaluated as well. Following all experimental tracks, a second baseline 
drive had to be completed.  After a final questionnaire participants were paid and said 
goodbye. 

4.7 Dependent Variables 

Most importantly, we assessed user preferences regarding bar presentation in general 
and intuitiveness of the presented bar alternatives. We were moreover interested, 
whether users interpret the meaning of some bars more consistently than the meaning 
of others. We assessed this by simply asking participants where they located them-
selves and the road works on the respective bar type during a short (driving) pause. 
Furthermore, we evaluated participants’ gaze behavior onto the information screen, as 
this might vary for the different bar types. Low gaze distraction is on the one hand 
itself favorable for the driving context, and on the other hand it might serve as an 
implicit measure of presentation intuitiveness. Even though our driving task was ra-
ther simple, we recorded driving performance to control for any unforeseen distur-
bances or effects. For all dependent variables we intended to test whether for  
each factor main effects and interactions could be found, finally leading to a  
recommendation, which bar types seem(s) most suitable. 

5 Results 

As pointed out earlier, we wanted to generate a dynamic situation in a driving context 
that allows above all a valid subjective evaluation of different graphical distance es-
timation support variants. Possible differences in driving performance or glance beha-
vior should be investigated as further dependent variables. Accordingly, we start with 
a rather detailed analysis of user preferences measured at different times during the 
experiment with the help of tailored questionnaires. 

5.1 User Preferences and Perceptions 

For a start, we present several results from the concluding questionnaire at the very 
end of the experiment. We asked participants their general opinion about the usage of 
progress bars. 75 % of the participants appreciate progress bars as very useful or ra-
ther useful addition to numerical distance indicators, whereas only 25 % of the partic-
ipants rated them average, little or not useful at all. Hence, for the majority of drivers 
using bar indicators is valuable. Equivalent answers were given for using a differing 
alignment (vertical vs. horizontal) for approach and progress information. This leads 
to the assumption that different alignments predefined for different types of spatial 
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information were assessed as a valuable premise. We state that this supports differen-
tiation between approach and progress at a glance. In terms of use-cases, participants 
prefer progress bars for traffic events like traffic jams (mean = 4.1), or obstacles 
(mean = 4.1), whereas these bars are less appreciated for events like speed limits 
(mean = 2.8). An alternative design draft containing small symbols indicating car and 
hazard position received average ratings (mean = 3.3), whereas modifying the small 
segments into arrows indicating the movement direction of the bar (analogous to the 
Falk screenshot in Figure 3d) received comparably positive ratings (mean = 3.7). 

As a second step, we elaborate on the results for the vertical approach bar alterna-
tives. During a short pause within each approach phase (see Figure 8), participants 
should mark on a printed screenshot of the respective bar where they located them-
selves, as well as the beginning of the road works. For upwards-moving bars we in-
itially considered the road works to be represented by the upper frame line. For the 
downwards-moving bars, we initially considered road works to be represented at the 
bottom frame line. For all conditions, the driver’s position was presumably 
represented within the frame line at the changeover from bar content to empty. Only if 
a participant indicated both positions accordingly her answer was coded as “correct”. 
Participants could choose not to answer if they were unsure, but this was not counted 
as correct either. As becomes obvious in Figure 9, participants were quite sure about 
their answers for the upwards-moving bars leading to a high percentage of correct 
answers. Regardless of our initial hypothesis of “correct” positions, results reveal that 
participants immediately access concordant mental models for this type of visualiza-
tion. On the contrary, major dissent occurred for the downwards-moving bars. We 
found a high proportion of at least partially incorrect answers and non-answers. This 
reveals an inconsistent interpretation (between subjects) and uncertainty for bars mov-
ing downwards. A Chi-Square test confirmed the improved performance levels for 
two upward compared with two downward approach bars, χ2(1) = 60.33, p < .05. 

 

Fig. 9. Correct (red) versus at least partly incorrect (false or no answer; blue) answer percen-
tage to the question: “Where are your car and the beginning of the road works located on this 
bar?”. Results indicate consistency of bar assessment with xy. 

Furthermore, participants were asked both during the test tracks as well as at  
the very end of the experiment, how intuitive they rated each graphical distance  



532 A. Mahr et al. 

 

presentation from 1 – not intuitive to 5 – very intuitive. Figure 10 shows the results 
for the later ratings using a stacked bar graph 2. 

 

Fig. 10. Stacked bar graph illustrating the percentage of participants rating each approach bar 
from 1 – not intuitive to 5 – very intuitive. Darker bars indicate higher intuitiveness ratings. 

A Repeated Measures MANOVA (i.e., we used the multivariate approach to the 
repeated measures analysis; see, e.g. [11, 12] with the factors movement direction 
(upwards vs. downwards) and composition type (increase vs. decrease) was con-
ducted for the four main bar types. Movement direction had a significant influence on 
ratings with upwards moving bars being rated higher than the downward ones, 
F(1,23) = 12.49, p < .01. However, neither composition type, F(1,23) = 2.34, p = .14 
nor the interaction revealed significant effects, F(1,23) < 1, ns. Another comparison 
targets the factor reference frame line, which has been altered between bar inc_dw and 
inc_dw_fl. Even though the order (first vs. last track) was counterbalanced, ratings did 
not show any significant difference t(23) = -.77, ns. However, relatively low ratings 
for a bar increasing downwards (inc_dw) might have concealed further negative influ-
ence of a missing reference frame (floor effect). Anyway, we would suggest using a 
frame line, as it does not worsen results. According to the results above, upwards-
moving bars (inc_up, dec_up) score higher than downwards-moving bars. For the two 
upwards bars, we furthermore wanted to investigate, whether additional color-coding 
(see Figure 7) would influence subjective assessment. Accordingly, we conducted a 
Repeated Measures MANOVA on bar ratings, with the factors composition type 
(inc_up vs. dec_up) and color-coding (with vs. without). A significant main effect of 
color-coding, F(1,23) = 9.31, p < .01, indicates that participants clearly prefer color 
coding. Neither the other main effect of composition, F(1,23) = 2.46, p = .13, nor the 
interaction, F < 1, ns., led to significant results. 

Beyond the four vertical approach bars, we present results for the corresponding 
two bars for progress within the road works (decreasing horizontal or increasing 
horizontal). During another short pause within the road works section (see Figure 8), 
participants should mark on a printed screenshot of the respective bar where they 
                                                           
2 The later overall ratings did not differ compared with the earlier ratings, F(1,20) = 2.64, ns. 

The interaction between point of time and bar variants also missed the level of significance, 
F(4,17) = 2.42, p = .09. Accordingly, the pattern of ratings does not change significantly over 
time and it is sufficient to only present the later ratings in detail. 



 Assisting the Driver with Distance Estimation 533 

 

perceived themselves, as well as beginning and end of the road works. For both bar 
types we considered the beginning of the road works to be represented by the very left 
frame line and the end at the very right. Consistent with the approach bars, the driver 
was presumably represented within the frame line at the changeover from bar content 
to empty. If participants were unsure about their assessment, they could also give no 
answer. Results were coded as “correct” if all position indications were as we had 
expected. The percentage of correct answers about the car’s and the road works’ posi-
tion was relatively high for the decreasing (83%) as well as for the increasing hori-
zontal bar variant (88%). For the frameless variant (horizontally increasing), rather 
inconsistent interpretations were achieved (63%). To conclude, both framed progress 
bars were interpreted quite consistent with our initial assumption. These findings do at 
least not contradict our initial assumption that preselecting progress bars moving 
rightwards is feasible. 

When having a look at the subjective ratings about the intuitiveness of progress bar 
types (cf. Figure 11), a significant tendency in favor of the decreasing progress bar 
(dec_ri), compared with the increasing progress bar (inc_ri) can be identified,  
t = 2.15, p < .05. A comparison of both increasing bar types revealed significantly 
better ratings for the version with frame line (inc_ri) compared with the frameless bar 
(inc_ri_fl), t(21) = 2.57, p < .05. 

 

Fig. 11. Stacked bar graph illustrating the percentage of participants rating each progress bar 
from 1 – not intuitive to 5 – very intuitive. Darker bars indicate higher intuitiveness ratings. 

5.2 Gaze Behavior 

Besides gathering subjective ratings, also participants’ gaze behavior onto the small 
information screen was recorded and analyzed, as glance behavior can serve as a val-
uable indicator for visual distraction from the road. We recorded average glance  
duration, maximum glance duration, number of glances during each track, and the 
proportion of time that participants glanced onto the small screen while driving. Note 
that results only labeled according to the five vertical bar variants (see Table 2) but 
they also include the horizontal bar increasing or decreasing consistently in each 
track. 
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Table 2. Average fixation duration, number of glances, maximum glance duration, and 
percentage of time looking at the information screen for the five tracks 

 

First of all, we compared the initial and final baseline drives with an average of all 
four experimental conditions for all dependent variables. In the baseline drives merely 
the current speed limits were presented on the small screen according to the road 
signs in the simulator. Therefore, we expected lower values of gaze measurement for 
baseline tracks. This was confirmed for all collected parameters, F(1,13) > 12.79, p < 
.001, for 14 out of 24 participants. Consistent with the implication of this finding, the 
remaining 10 participants did not glance onto the small screen at all in at least one of 
the baseline conditions, and therefore had to be excluded from the comparison above. 

Most important we wanted to have a closer look at the two experimental factors 
movement direction and composition type. Analogous to the self-reported metrics in 
user preferences section, we entered all gaze metrics (average glance duration, maxi-
mum glance duration, number of glances, gaze percentage) of the four main bar alterna-
tives into a two-way Repeated Measures MANOVA. We did not receive any significant 
effects for the average glance duration, F(1,23) < 1.57, n.s., and for the maximum 
glance duration, F(1,23) < 1, n.s. This indicates that the duration of single glances does 
not vary between our variants. However, most interestingly the number of glances per 
track, F(1,23) = 14.05, p < .001, as well as the overall percentage of experimental time 
spent with looking at the small information screen, F(1,23) = 7.25, p < .05, showed a 
consistent main effect of composition type: Decreasing bars lead to less glances and less 
overall glancing time on the small information screen (cf. Figure 12). Neither significant 
main effects for movement direction, nor significant interactions were found. To sum 
up, participants rated the bars differently rather with respect to movement direction, but 
for gaze behavior the composition type seems to be more decisive. 

 

Fig. 12. Number of glances and percentage of gazes onto the small information screen during a 
track. Decreasing bars lead to significantly lower visual distraction than increasing bars. 
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5.3 Driving Performance 

Even though the driving task was very simple and all the tracks were designed to be 
similar, we investigated driving performance to control whether any unforeseen dis-
turbance or confound had influenced driving behavior. Reaction times upon speed 
limits, deviation from the current speed limit, and deviation from a predefined ideal 
line (drive in the middle of the respective lane, fast lane change when necessary) were 
logged. Thereby, Neither reaction times upon speed limits, nor deviation of the ideal 
line, nor deviation of the current speed maximum revealed any significant differences, 
all F‘s(1,23) < 1, ns. In summary, as expectable in this scenario no performance dif-
ferences could be observed for the presented bar alternatives in the driving simulation 
scenario. 

6 Discussion, Conclusion, and Future Work 

Our results imply that participants appreciate the distinction of vertical approach bars 
and horizontal progress bars. For approach bars, upwards-moving bars are preferred 
over downwards-moving ones, whereas composition type ratings do not differ signifi-
cantly. However, in gaze-based metrics decreasing bars induced less visual distraction 
from the primary driving task. This might occur because decreasing bar segments them-
selves contain all necessary spatial information without requiring a comparison with a 
further reference (e.g. frame line). Furthermore, for horizontal progress bars the decreas-
ing bar compatibly received higher ratings as well. Moreover, color-coding leads to 
higher intuitiveness ratings, but obviously designers need to consider the trade-off be-
tween potential benefit and increased visual complexity in each individual case.  

According to our findings, we suggest to use an approach bar decreasing in an  
upward direction. Spatial progress within a traffic event should consistently be pre-
sented via a horizontal bar decreasing to the right (see also Figure 13). 

 

Fig. 13. Design guidelines for graphical bars representing spatial information when approach-
ing local traffic events or for current progress within a traffic event section 

On account of these guidelines, we designed graphical bars visualizing spatial ap-
proach and progress for the simTD system that has been introduced earlier. Figure 14 
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depicts example screenshots containing a final solution for approach and progress 
bars. In the field operational test the bars are consistently used for all appropriate use-
cases, e.g. obstacle warnings, traffic jam ahead warning, road signs. 

 

Fig. 14. Official simTD screenshots of road works information containing a color-coded  
approach bar (left) and a single-colored horizontal progress bar (right) 

Our results are a first step towards a consistent common solution for assisting the 
driver with graphical distance and progress information. Agreed design guidelines for 
human interface designers in the automotive domain would help users to immediately 
comprehend the presented spatial information in diverse in-vehicle information sys-
tems at a glance and with minimal cognitive effort. However, further research is 
needed to quantify benefits from the most suitable bar version compared with no 
graphical distance indicator. Even though we found out that the majority of drivers 
prefer bars in our study, we still lack knowledge, whether a well-designed bar should 
be prescribed for all appropriate systems. For this comparison of driver distraction we 
would recommend a more realistic driving environment providing more ecologic 
validity. Accordingly, differences in gaze behavior and driving performance would 
become more obvious – preparing the ground for investigation of additional modera-
tors like gender or prior experience. 
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Abstract. In this paper we report on our ongoing work to introduce freehand 
gestures in cars as an alternative input modality. Contactless gestures have 
hardly been successful in cars so far, but have received attention in other con-
texts recently. We propose a way to achieve a better acceptance by both drivers 
and car manufacturers. Using a four-step process, we developed a small set of 
culturally independent and therefore easy-to-learn gestures, which can be used 
universally across different devices. We built a first prototype using distance 
sensors to detect the stop gesture in front of several devices. We conducted a 
user study during actual driving situations, testing the pragmatic and hedonic 
quality of the approach as well as its attractiveness. The results show a high ac-
ceptance of our approach and confirm the potential of freehand gestures as an 
alternative input modality in the car. 

Keywords: freehand gestures, automotive user interface, culturally independent.  

1 Introduction 

Gestures have always been an important part of interpersonal communication. They 
are closely connected to speech, giving a deeper insight into speakers’ thoughts [7]. 
When communication partners speak diverse languages, gestures help them to in-
crease their mutual understanding. Furthermore, gestures are essential in situations in 
which other communication channels cannot be used. Examples are the gestures  
performed by divers or the sign language created for the deaf. 

With the introduction of Microsoft Kinect1 and the Leap Motion Controller2, free-
hand gestures have moved into the focus of HCI research again. These sensors can be 
seen as an enabling technology bringing gestures into researchers’ labs and people’s 
living rooms by its easy handling and low cost. Being a novel input modality, gesture-
controlled interfaces seem to stimulate people in a positive way and to evoke feelings 
like joy and pleasure. Another reason for the success of this type of interaction is its 
ease of use. Since gestures are monitored through the human’s proprioception and can 
in many cases even be performed blindly, they need less visual attention compared to 
haptic controls such as buttons. 
                                                           
1 http://www.microsoft.com/en-us/kinectforwindows/ 
2 https://www.leapmotion.com/ 
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Fig. 1. Using freehand gestures as an input modality in cars 

It has been shown that gestural input (see Fig. 1) significantly reduces drivers’ vis-
ual distraction compared to haptic input [4]. This implies a potential increase in traffic 
safety by helping drivers to keep their eyes on the road [2], which makes gestures 
interesting again for car manufacturers. As a result of the increased interest, a first 
gestural interface has been introduced. The contactless tailgate opener [3] allows pas-
sengers to open the trunk by performing a foot gesture below the rear bumper.  
However, there is currently no interior gestural interface used in practice. 

Taking into account lessons learnt from previous work on gestural interfaces and 
the limitations of the automotive context, we propose a novel approach for in-car 
gestures. Our goal is to increase their acceptance by manufacturers and drivers, which 
is often a challenge when moving interactive systems from the lab into practice. 

In a pre-study, we identified a set of culturally independent gestures. The stop ges-
ture was then successfully tested, providing early insights into drivers’ acceptance of 
the approach. We built a prototype using infrared distance sensors and conducted a 
study in real driving situations, comparing the use of haptic controls and the freehand 
gesture in a quantitative and qualitative way as supposed in [11]. 

2 Related Work 

In the past, several efforts (e.g. [1, 13]) have been made to bring gestures into the car. 
In spite of positive user feedback during studies, they were not commercially success-
ful. Some drawbacks were caused by hand tracking based on infrared-cameras. De-
spite the complex software and expensive hardware, it is sensitive to varying lighting 
conditions [1], e.g. when driving out of a tunnel into direct sunlight. Furthermore, 
gestures are performed in a restricted interaction space above the gearshift [1], pre-
venting direct interaction when controlling the dashboard’s different devices. Another 
drawback seemed to be the rather large set of 22 gestures [13]. The need of remem-
bering and recalling the correct movements might lead to a decreased acceptance. 
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More recent work introduced the Kinect to the automotive context. The combina-
tion of RGB- and depth-camera based tracking allows for a more robust gesture track-
ing and “is tolerant to the changing lighting conditions” [9]. In [10] the Kinect was 
mounted on the car’s ceiling, successfully tracking gestures in the gearshift area. Ac-
cording to earlier work, direct interaction is not supported: all hand movements are 
tracked in the same spot but are used to control different applications. In [9] the sen-
sor was placed on the dashboard and gestures were executed in front of the wind-
shield. However, hand movements visible from the outside can cause misunderstand-
ings and thus dangerous traffic situations. None of the systems described above were 
tested under realistic driving circumstances. 

Regarding the creation of a gesture set, [12] stressed the importance of including 
end users into the design process. Nevertheless, [10] proposed to “balance user needs 
with technological requirements and limitations”. 

3 A New Approach 

Taking lessons learnt from related work and the goal of using culturally independent 
gestures into account, our concept implemented the following principles: 

Reduced Distraction. We utilize a general advantage of freehand gestures: As the 
movement needs to be less precise than finding and using a haptic control element, 
the interaction requires less hand-eye coordination and reduces visual distraction [4]. 

Direct Interaction. In prior automotive gestural systems, gestures were performed in 
a fixed interaction space [1, 9, 10, 13]. In contrast, we allow movements close to the 
intended device, enabling direct interaction. Additionally, visibility of the gestures to 
other traffic participants [9] can hereby be prevented, reducing the risk for possible 
misunderstandings. 

Small Set of well-known Gestures. In [10] cultural differences were ignored to sim-
plify the definition of the gesture set. We propose a process to identify few well-
known and culturally independent gestures to support intuitiveness and achieve a low 
mental load [11]. According to [12], we included input by potential users but at the 
same time chose gestures to fit the specific automotive context as proposed by [10]. 

Universal Use of Gestures. We propose the application of gestures usable universal-
ly across different systems (e.g. radio or navigation). We believe that this will result 
in a good learnability, leading to instant usage and a higher acceptance by drivers. 

4 Finding Universal Gestures 

In order to find a small set of culturally independent gestures, we followed a four-step 
process. First, we collected 34 gestures in the corresponding literature (e.g. [7, 8]). 
They were chosen because of their explicit but also culturally independent meaning. 
All gestures are permanently used during interpersonal communication [7, 8]. Thus, 
they should be easy to understand and to remember. 
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Fig. 2. Reduced Gesture Set. Upper row from left: Slow Down, Clap and Fist. Lower row from 
left: Go Away, Stroke and Stop. 

To reduce the initial set, we conducted a study involving possible end users (five 
participants, two female) in the second step. For each gesture, they received detailed 
descriptions, performed the corresponding movement and were interviewed about 
their subjective meaning. Using this information, we eliminated ambiguous gestures, 
resulting in a set of 18 gestures, each of them having a unique interpretation. 

In the third step, four automotive experts (one female) were asked to rate the re-
maining 18 gestures. The goal was to identify redundancies concerning similar 
movement profiles. We produced 72 video clips showing each gesture from four dif-
ferent angles. During this expert review, twelve gestures were removed. An example 
is the similarity of the greeting gesture (whole hand, fingers close together) to the stop 
gesture (whole hand, fingers spread, see Fig. 3 on the right). The remaining set con-
sists of six gestures, each unique in meaning and movement profile (see Fig. 2). 

In the fourth and final step, the remaining gestures were rated by 91 participants 
(45 female) via an online survey. The results provided deeper insights into explicit 
meaning, implicated emotions as well as the compatibility of each gesture to the au-
tomotive context. To collect first evidence towards the acceptance of the identified 
gestures, we tested one of them in an early prototype. Based on the results of the  
online questionnaire, we chose to implement the stop-gesture (see Fig. 2, lower right). 

5 User Study 

We conducted a study to collect first evidence concerning the acceptance of the de-
scribed approach. The experiment took place under real driving conditions. Our first 
goal was to determine if a device (e.g. radio) could be controlled by a gesture without 
accidentally triggering a spatially close second device (e.g. air conditioning). Second, 
we wanted to test whether participants preferred haptic or gestural input for the given 
tasks. Combining both quantitative and qualitative results, the goal was to verify 
whether a high acceptance for the use of the gesture was achieved by the approach. 
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5.1 Prototype 

To detect the hand in front of interactive in-car devices, Sharp distance sensors emit-
ting infrared light were installed on the dashboard of a car (see Fig. 3 left). The task 
was to interact with three different devices: The universal meaning of the stop-gesture 
was used to mute the radio, to turn off the ventilation of the air conditioning and to 
stop the navigation system. A stop-gesture was recognized, if the two sensors above 
and below a specific device were covered at the same time (see Fig. 3 right). All sen-
sors were powered by an Arduino board, which was connected to a laptop. The sys-
tem was able to recognize the stop-gesture for all three devices. Though, because of 
technical constraints, the corresponding car functions could not be triggered directly. 
Instead, the supervisor controlled the setup from the backseat. Whenever a gesture 
was recognized by the system, he triggered the corresponding functions via a laptop 
connected to the car’s internal bus. 

        

Fig. 3. Distance Sensors on the Dashboard of a car (left) detecting a Stop-Gesture (right) 

5.2 Study Design 

Participants were instructed to drive a predefined route in city traffic covering 9 kilo-
meters, taking approximately 15 minutes. While driving, the three tasks (muting the 
radio, turning off the ventilation and stopping the navigation) were executed either by 
gestural or haptic input. The study followed a within-subjects design. Thus, each task 
was performed twice alternating the input modality. To avoid order effects, the se-
quence of the input modalities was counterbalanced. In a third round, both modalities 
were possible, giving participants the choice for every task. After each of the first two 
rounds, an AttrakDiff2 questionnaire [6] had to be completed. After round three, a 
questionnaire concerning the comparison of both modalities was provided. 
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5.3 Method 

A German version of AttrakDiff2 [6] was used to evaluate the acceptance of both, 
gestural and haptic input. To evaluate the general appeal, we added the Attractiveness 
(ATT) scale from AttrakDiff1 [5]. In Hassenzahl’s model [6] ATT consists of prag-
matic quality (PQ), which is comparable to usability’s “quality of use” [6] and hedon-
ic quality (HQ), indicating the potential to fulfill pleasure in use and ownership. HQ is 
subdivided into stimulation (HQS, e.g. personal development) and identification 
(HQI, e.g. expressing oneself to others) [6]. The AttrakDiff2 including ATT compris-
es 28 seven-point semantic differential items, in each case seven for PQ (e.g. technic-
al-human), HQI (e.g. isolating-connective.), HQS (e.g. conservative-innovative) and 
ATT (e.g. repelling-appealing). 

Cronbach’s alpha3 for haptic interaction ranges between satisfying .66 (HQI) and 
.87 (ATT), both HQ values for gestures are not acceptable. After two HQI items (un-
professional-professional, tacky-stylish) were excluded based on an item analysis, 
Cronbach’s alpha changes to .69 for both interaction types. Despite the inacceptable 
internal consistency of HQS for gestures (.45), we decided to include this scale excep-
tionally because composite reliability of .68 for both interaction types is acceptable. 

Discriminant validity analysis show that ATT intercorrelates significantly with PQ 
and HQI between r=.58, p<0.01 and r=.76, p<0.001 for haptics and ranges between 
r=.60, p<0.01 and r=.78, p<0.001 for gestures, supporting Hassenzahl’s model. For 
gesture interaction an additional significant correlation between PQ and HQI (r=.66, 
p<0.01) was found, whereas the averaged intercorrelation of HQI is lower. Since the 
composite correlation of PQ and HQI (r=.44) is higher than between HQI and HQS 
(r=.25) - both subscales of the higher order hedonic quality scale - we decided to ana-
lyze only the main factors ATT, PQ and HQ. As a side note: this study evaluates two 
interaction types for three functions instead of a general product. Thus, the limitations 
of the questionnaire might be a consequence of the narrowed interaction context. 

5.4 Results 

The 20 participants (two female) had an average age of 37 years, ranging from 26 to 
57. All of them drive at least once a week, 85% of them more than 5000 kilometers a 
year. Results of AttrakDiff2 show that gestural interaction strengthens attractiveness 
and hedonic quality significantly compared to haptic interaction (see CIs in Table 1). 
Supporting previous results, there are no significant inter-correlations between both 
interaction forms. Findings suggest that well-known gestures like stop (see Fig. 3) are 
a desired interaction form in the automotive context. No significant Pragmatic differ-
ences show that both interaction types fulfill the intended functional requirements and 
are thus equally accepted. The comparison of the technical-human item between hap-
tics (M=-1.35, SD=1.04) and gestures (M=1.15, SD=1.23) shows a significant differ-
ence (t=-7.43, df=19, p<0.001, d=1.66), indicating a gesture driven natural interaction. 

                                                           
3 Cronbach‘s alpha is a psychometric criterion for test-quality and determines the internal  

consistency of a scale, respectively the correlation between the particular items. 
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The unpredictable-predictable item differs significantly (t=4.53, df=19, p<0.001, 
d=1.01), supporting haptics (M=2.20, SD=0.62) over gestures (M=0.75, SD=1.25). 
One reason is the participants’ lack of experience in using gestures. All in all Attrak-
Diff2 results show that the gesture is accepted and favored in these use cases. 

Table 1. Mean intensity (standard deviation, 95% confidence interval) Attractiveness (ATT) 
and AttrakDiff2 main factors Hedonic quality (HQ without unprofessional-professional and 
tacky-stylish) and Pragmatic quality (PQ) 

N=20 Haptics (95% CI) Gestures (95% CI) 

 M (SD) Lower Upper M (SD) Lower Upper 

ATT (7) 0.69 (0.70) 0.36 1.01 1.44 (0.76) 1.08 1.79 

PQ (7) 1.02 (0.71) 0.69 1.36 1.30 (0.83) 0.91 1.69 

HQ (12)  -0.48 (0.57) -0.75 -0.21 1.27 (0.38) 1.09 1.45 

To conclude the study, participants filled out a questionnaire. Being asked which 
input modality they liked better, 14 favored the gesture, 2 haptics and 4 both. This 
indicates the acceptance of the stop-gesture and reconfirms the AttrakDiff results. 16 
stated that gestural input helped to focus on traffic (1 haptics, 3 both), indicating a 
potential reduction of visual distraction. Nobody said that gesturing influenced traffic 
safety negatively. All participants considered gestures to be a valuable alternative 
input modality and a helpful feature in the car. In round three, participants were able 
to choose between input modalities. Concerning the navigation task, gestural input 
was chosen in 30 out of 40 cases (ventilation 37 out of 40 and radio 24 out of 40). 

Concerning the hardware, we discovered no influence of the lighting conditions 
throughout the study. Gesture detection was robust as no intention to perform a ges-
ture was unsuccessful. Participants were continuously interacted with the correct  
device, meaning that the spatially close functions were easily discriminable. 

6 Conclusions and Future Work 

During real driving situations, we tested a first implementation of a new approach 
towards using freehand gestures as an alternative input modality in the automotive 
context. We tracked interactions of the driver’s hand with devices in the dashboard. 
The stop-gesture was exemplarily used because of its universal use across devices and 
its cultural independency. Participants of the study performed the stop-gesture to turn 
off certain functions (e.g. mute the radio). 

After exploring both haptic and gestural input, most drivers chose the gesture be-
cause of less presumed visual distraction and ease of use. Results of the AttrakDiff2 
showed significantly higher attractiveness and hedonic qualities of gestural input. 
Furthermore, according to qualitative feedback, gesturing did not influence traffic 
safety negatively, but in a rather positive way. We can conclude that we found a high 
acceptance of our approach to gestural input in the case of a stop-gesture. This can be 
seen as an indication for the potential of choosing culturally independent freehand 
gestures to be an alternative input modality in automobiles in the near future.  
The results of this pilot-study motivate us to further develop our suggested approach.  
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As a next step, the improvement of the prototype will be most important. Due to 
the Wizard-of-Oz technique, there was a negatively rated delay of the functional 
feedback (e.g. the actual muting of the radio) after performing a gesture. This can be 
avoided by controlling the car’s features directly via the internal bus so that no active 
supervisor is needed. Furthermore, we are considering the use of additional feedback. 
Some participants stated that the functional feedback (e.g. the sound of the radio) 
alone is not sufficient and for instance an audio signal could be helpful. We also no-
ticed the request for more gestures. One driver spontaneously tried to turn the ventila-
tion back on by waving the hand from the fan towards the body. Besides the fact that 
this is a positive observation concerning the acceptance of gestures, we will add func-
tionality and further appropriate gestures to the prototype. For the implementation, we 
will need to improve tracking by using more flexible sensors like Kinect. 

We are aware that the study setup with the use of one gesture is only a first step 
towards a comprehensive system. However, we are confident that the suggested  
approach can have a positive influence on the driver’s visual distraction in the future. 

Acknowledgments. We thank Simone Rodestock for her important contributions. 
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Abstract. Text messaging on smartphones uses a full soft keyboard instead of 
the numeric buttons on traditional mobile phones. While being more intuitive, 
the lack of tactile feedback from physical buttons increases the need for user fo-
cus, which may compromise safety in certain settings. This paper reports from 
an empirical study of the effect of text messaging on road safety. We compared 
the use of a traditional mobile phone and a smartphone for writing text mes-
sages during simulated driving. The results confirm that driver performance 
when texting decreases considerably as there are significant increases in reac-
tion time, car-following distance, lane violation, number of crash/near-crash in-
cidents, perceived task load and the amount of time the driver is looking away 
from the road. The results also show that smartphones makes this even worse; 
on key performance parameters they increase the threat from text messaging 
while driving. These results suggest that drivers should never text while driving, 
especially not with a smartphone. 

Keywords: Driving, mobile phone, smartphone, text messaging, road safety, 
driver distraction, simulated driving experiment.  

1 Introduction 

Smartphone adoption is accelerating. In 2010, about 20% of the mobile phones sold 
were smartphones, and for 24-35 year olds 31% [16, 30]. A recent market analysis 
expected smartphone adoption to surpass that of traditional mobile phones by the end 
of 2011 [13]. The new smartphones provide more functionality, and touch-based in-
teraction on a larger screen facilitates improvement of many functions. 

Text messaging is a widely used form of communication on mobile phones. Early 
systems used the Multitap technique, where a letter is entered by pressing a numerical 
button a number of times. Later, Multitap was replaced by the predictive text entry 
system known as T9, which also relies on the numerical buttons but reduces the num-
ber of key taps and, thereby, allows text writing at the double speed [11]. On modern 
smartphones, text messages are written on a full QWERTY keyboard on the touch 
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screen. This is obviously more intuitive for writing text messages than Multitap and 
T9. Yet the physical buttons on traditional mobile phones offer a tactile feedback that 
is lacking on the touch screen of a smartphone. This lack of tactile feedback may be a 
serious problem in special situations. 

The number of drivers that are text messaging while driving has increased tremen-
dously. A recent survey showed that as many as 51% of all young drivers admitted to 
have used text messaging during driving [15]. Up to one quarter of all car crashes are 
estimated to be a result of drivers engaging in distracting activities [19, 24]. Use of 
mobile phones while driving has a range of negative effects, including distracting the 
driver [26, 28, 36]. 

While the consequences of using mobile phones for calling and having conversa-
tions have been studied thoroughly, there are much fewer studies of the hazards of 
text messaging. Two recent studies found that text messaging while driving increases 
the risk of being in a crash or near-crash by 23 times [7, 16]. Unfortunately, the few 
studies that have been made are based on traditional mobile phones with tactile feed-
back [19, 23]. So far, it has not been documented how use of touch-based smart-
phones for texting while driving influence road safety. 

 

Fig. 1. The keypad layout on a Nokia 3210 

This paper reports from an empirical study of the effect of text messaging on road 
safety. The aim was to inquire into the safety hazards when texting on a smartphone 
while driving compared to a more traditional mobile telephone. In the following sec-
tion, we describe text entry methods on mobile phones. Then we provide an overview 
of related work. The next section presents the method of our experiment that was 
carried out in a driving simulator. Then we present the results where we compare the 
two types of phones used for texting while driving. Next, the results are discussed and 
compared to related work. Finally, we provide the conclusion. 

2 Text Entry Methods 

The first text messaging systems, originally denoted as Short Message System or 
SMS, used the numerical keys on the mobile phone for text entry. The letters of the  
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alphabet were distributed with more than one letter on each physical button, see  
Figure 1. The layout is a grid of 12 buttons, where the alphabet is distributed on  
buttons 2-9. 

The Multitap technique was the first widely used implementation of text entry with 
this layout. With the Multitap technique, the user taps one or more times on a button 
to get a letter. To write the word ‘hey’, you need to press twice on button 4 to get ‘h’, 
twice on 3 to get ‘e’ and three times on 9 to get ‘y’. There is a timeout period of usu-
ally 0.5-2 seconds after each key press, which is used to delimit letter selections on 
the same button. So to write the word ‘hi’, you would need to press two times on 4 to 
get ‘h’, wait for the timeout period and then press three times on 4 to get ‘I’. The 
number of words that can be typed per minute with Multitap is about 5-10 wpm de-
pending on experience [20]. 

In the late 1990s the “text on nine keys” (T9) predictive text entry technique was 
developed by Tegic Communications. It was based on the same keyboard layout as 
Multitap, but it used dictionaries to predict the desired text entry, based on the buttons 
being pressed. The T9 technique needs only one press on each button to predict what 
word is being written. To write the word ‘hey’, you only need to press the buttons 4, 3 
and 9 to have the software suggest the word ‘hey’ and potentially other typical words 
that could be composed by tapping the same three buttons. The most frequent used 
word will be predicted first. T9 was quickly adopted as the primary form of text entry 
on products from all the major mobile phone manufacturing companies [11]. The 
number of words that can be typed per minute with T9 is about 7-25 wpm depending 
on experience [20], which is about twice the speed as with Multitap. 

With the introduction of modern smartphones, the use of a mobile phone has ex-
ceeded that of simple telephony and text messaging, and the 9-button interface has 
been replaced by virtual full-size keyboards on touch screens. Smartphones are now 
also used for more advanced features such as document editing and mail composition 
and research are continuously attempting to increase the efficiency of the limited 
space available for text entry. 

 

 

Fig. 2. Writing text on an Apple iPhone 

Opposed to the common feature phones, most smartphones require larger screens 
in order to accommodate for the use of more advanced appliances such as email  
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composition and text edition. This allows the smartphones such as Apple iPhone and 
many HTC Android-based phones to remove the physical keyboard all together and 
instead use an on-screen, full-size QWERTY keyboard which is stimulated through 
touch. 

Writing text on a typical on-screen keyboard such as the Apple iPhone, see  
Figure 2, is done by touching the keyboard character on the screen. This solution also 
use dictionaries to predict the intended word, but does so by considering the surround-
ing characters for each key press [25]. A study on the Apple iPhone touch-based 
smartphone concluded the text entry speed to be 15.9 wpm [5]. 

3 Related Work 

There is a broad variety of literature on mobile phone use while driving. Some of the 
literature emphasize the potential problems, e.g. that visual processing is affected by 
checking to see who is calling, motor control is affected when dialling a number, 
auditory distraction when attention is given to the conversation and not the sound of 
the traffic and higher-order (cognitive) processing when focusing on the conversation 
and not the act of driving [22]. There are also discussions where notable accidents 
with multiple casualties have been attributed to texting while driving [14]. 

Statistics show that teenagers are clearly the age group with the highest risk of be-
ing involved in accidents. Studies show that for every mile driven in the United 
States, teenagers are four times more likely to be involved in a car crash [2]. Studies 
on text-messaging habits in the last decade show an increase from 12 million to 135 
billion text messages sent every month, where teenagers clearly being the most active 
age group, sending and receiving an average of 3,000 messages per month [6, 10]. 
Surveys conducted among teenagers conclude that half of all students admit to having 
texted while driving [19]. 

Table 1. Overview of related publications on mobile phone use while driving either in real 
world traffic or a car simulator 

 Mobile Phone Task 

 Dialling Talking Texting 

  Hand-held Hands-free  

Real world 7, 32 7, 8, 31 8, 27 7 

Simu-lator 28, 32 9, 28, 35 3, 4, 35 34 

 
A significant number of empirical studies have inquired into the effects of mobile 

phone use on road safety, see Table 1. An early study, based on simulated driving, 
tried to establish the dangers when dialling and talking on a mobile phone [28]. 
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A study of overall driving performance based on a car simulator concluded that a 
person talking on a mobile phone was more prone to being involved in a crash or 
near-crash event than a drunk driver [35]. A recent study based on a simulator con-
cluded that the use of a mobile phone was much more distracting than a conversation 
with a passenger [9]. This confirms an early study in real world traffic where it was 
concluded that there is a much smaller risk when engaging in conversations with the 
passenger than talking on a mobile phone [8]. 

Many countries around the world have banned the use of hand-held mobile phones 
while driving. Yet an early study in a simulator concluded that a hands-free mobile 
phone was also dangerous to use while driving [3, 4]. This is confirmed by more re-
cent studies in real traffic establishing that the risks of using a hands-free mobile 
phone are the same as using a hand-held, e.g. [27, 32]. The reason is that most of the 
distraction of talking on the phone is not related to visual processing or motor control, 
but to the cognitive workload.  

Despite the dangers of hand-held and hands-free mobile phone usage, only very 
few countries have banned both, where more countries have customized laws depend-
ing on age group of the drivers or the location of where the driving is conducted [1]. 
Much debate has been raised about the effectiveness of prohibition, as the task of 
actually enforcing these laws has proven to be very difficult [17]. 

Studies conducted in real-world scenarios are harder to conduct, but have shown 
results that are similar to the car simulator studies. One study used accident analysis, 
where drivers who had been involved in car accidents were questioned about their 
mobile phone use prior to the accident, and their statements were compared to data 
from their mobile phone providers. The results showed that almost a quarter of these 
individuals had used their mobile phone in the 10 minutes preceding the crash [31]. 

In recent real world studies, the dangers associated with mobile phone usage has 
been quantified in more detail, where actions such as dialling a mobile phone in-
creases the risk of accidents by 6 times and talking and listening double the risk [7]. 

Only few studies have been conducted on the subject of text messaging while driv-
ing. A notable exception is a study from Virginia Tech in 2009 where they observed 
drivers for more than 6 million miles of driving. It was concluded that texting while 
driving increased the risk of being involved in an accident by 23 times [7]. Most sur-
prisingly, there is only a single study of text messaging on a smartphone, even though 
a market share analysis expects touch-based smartphone adoption to surpass that of 
feature phones by the end of 2011 [13]. In this single study, they inquired into texting 
on a Blackberry and an iPhone during simulated driving. Their focus was on the rea-
sons why the number of texting car crashes is different and on differences between 
frequent and less frequent texters [34]. Thus they did not compare smartphones and 
traditional mobile telephones. 

There are also a number of studies of the effects of interaction with other types of 
touch-based devices with while driving. One example is a study of GPS navigator use 
during real driving where they showed that the attention on visual output decreased 
driver performance significantly [21]. Another example is a study of the distraction 
caused by iPod use during simulated driving where they concluded that the effect was 
similar to that of operating a mobile phone [33].  
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4 Method 

This section describes the experiment we conducted to study the effect on road safety 
when using a traditional mobile phone and a smartphone for writing text messages 
during simulated driving. 

4.1 Setting 

The study was conducted in a car simulator that was set up in the usability laboratory 
at HCI-Lab, Department of Computer Science, Aalborg University. 

4.2 Apparatus 

The car simulator was based on a computer with three screens, see Figure 3. The 
screen used for the front view of the road ahead was a 37” screen, and the side-view 
windows were two 32” screens. The screens were controlled by a powerful computer 
with extra graphics cards and a device for splitting the main display to the three 
screens. 

 

 

Fig. 3. The physical setup of the simulator 

The physical setup was centred around a passenger and a driver’s seat. A standard 
driving kit was used to control the simulator. The kit included a steering wheel, pedal 
board with gas, brake and clutch pedals and a manual gear shift. Tactile transducers 
called “bass shakers” were added to the driver’s seat to simulate engine vibration.  

The software for the simulator was created using the Unity 3D game engine and 
the virtual world was modelled using CityScape. The car physics was based on an 
open source tutorial that was extended with support for the driving kit. A new module 
was developed to simulate traffic, and the city was fitted with intersections and traffic 
lights. A logger module recorded reaction times, velocity, distance from the middle of 
the lane etc. 
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4.3 Participants 

The group of test subjects consisted of 28 people, where 18 were male and 10 were 
female. Among them, 10 normally used a T9 mobile phone and 18 normally used a 
touch-based smartphone. The participants all held valid driver’s licenses and were in 
the age of 20-32 years old and had a variety of occupations. 

4.4 Procedure 

The subjects were instructed about the experiment. Then they made a test-drive in the 
car simulator in a city environment to get acquainted with the controls and behaviour 
of the car. No measurements were made during this drive. 

Two driving scenarios were used: city and freeway. The freeway was a straight 
road with three lanes, a higher speed limit and traffic going at various speeds. The 
city had curved roads, intersections, traffic lights, a hilly terrain and traffic. 

The experiment was conducted as between-subjects, where half of the subjects 
drove on the freeway, and the other half drove in the city. The participants were bal-
anced over these two scenarios according to gender and mobile phone experience. 

In each scenario, the subjects started in a baseline condition, which was a 5-minute 
drive without interacting with a mobile phone. Then they drove in the same scenario 
using one of the two mobile phones. Finally, they drove in the other scenario using 
the other mobile phone. The mobile phones were a touch-based smartphone and a 
tactile T9 phone. The uses of the two mobile phones were balanced in each scenario 
between test subjects in order to avoid a learning effect. 

In the two conditions with mobile phones, the test subjects were instructed to enter 
up to five different text messages with a time limit of 5 minutes. If they did not com-
plete all five messages during the 5-minute drive, the remaining messages were regis-
tered as in-complete. They were not required to complete the 5 messages. During the 
drive, the test monitor would read out the first sentence they had to write. When they 
had completed the sentence, they stated that, and the test monitor would read the next 
message and so on until they had written the five messages or the five minutes had 
passed. All text messages were randomly selected sentences of the same length and 
complexity [25] which were distributed among the subjects using latin squares. An 
example of a sentence is: “we are coming back tomorrow morning”. 

In all three conditions, the test subjects had to follow a car driving in front of them. 
The car in front was programmed to brake at random intervals and it would continue 
to break until the test subject either pressed the brake pedal or collided with it. This is 
a commonly used way to measure the test subjects’ reaction time in simulated  
driving [11].  

After each condition, the test subjects filled in NASA Task Load Index  
(TLX)-scales, which is a NASA developed method for measuring task load [18]. 
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4.5 Data Collection 

Two cameras were used to record video: one focused on the test subject’s eyes for eye 
glance recording and the other was focused directly down on the subject’s interaction 
with the phone. These two images were mixed together with the front-view screen 
(the side-view screens were not recorded) to produce the material which was recorded 
on DVD and later analysed, see Figure 4. 

The simulator was programmed to create log files for each condition. These log 
files included values such as distance to the centre of the lane, distance to the fol-
lowed car, velocity, user reaction time, crashes and task completion times. 

4.6 Data Analysis 

Two aspects were analysed manually from the video recordings: near-crash incidents 
and eye glances. 

Crashes and near-crashes are often used as a measure in the literature on driver per-
formance. The simulator software was programmed to log crashes, while near-crashes 
had to be analysed manually.  

 

 

Fig. 4. A subject making an eye glance while typing on a smartphone 

For the purpose of this analysis, we used the related literature to define a near-crash 
as an incident where the driver was very close to crashing or only narrowly avoided a 
collision with the lead car or another car or object. For example, if the driver came 
into the opposite lane and only in the last fraction of a second avoided a head-on col-
lision; or if the driver had to emergency brake to avoid the car he was following. 

For eye glances, there was an error in the video recording for one test subject 
which implied that the eye glances could not be detected. Therefore, the data on eye 
glances are only from 27 test subjects. The one missing is from the city condition. The 
27 recordings were analysed frame by frame for eye glances. The frame where the 
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subject’s eyes started moving away from the front window was registered as the first 
frame in the eye glance, and the frame before the first frame where the eyes were back 
on the front window was registered as the end of the eye glance. The length of each 
eye glance was calculated from the number of frames (it was recorded as 24 fps). This 
was done separately by three of the authors. After the analysis, they compared their 
results. The disagreements were mostly a couple of frames in the beginning or end of 
an eye glance. We calculated the Fleiss Kappa for the three raters across all eye 
glances. The result was Kappa=0.844, which is categorized as almost perfect  
agreement. 

The NASA TLX answers and weights were grouped as prescribed by the manual 
[18]. The data from the driving scenarios was cleaned manually and organized using 
software developed specifically for this task and then imported for statistical analysis 
in the R statistical software environment. 

We performed repeated measures ANOVA with condition as the repeated factor 
and road type as a between-subject factor. 

5 Results 

This section contains the results from the experiment, grouped into driving perform-
ance, task performance and eye glances. 

Table 2. Means and standard deviations of driving performance 

 Condition 

Variable Baseline T9  Touch 

City 
Reaction time (ms) 
Crash or near-crash 

Following distance (m) 
Following distance variability 
Lane crossings per kilometer 

Time in wrong lane per kilometer (s) 
Lane variability 

 

1206 (454)  2200 (1104)  2363 (720) 
0.36 (0.50)  1.36 (1.39)  1.71 (1.38) 

23.52 (6.52)  29.30 (6.62)  29.21 (69.44) 
10.66 (3.42)  14.09 (3.85)  14.43 (4.14) 
8.98 (1.46)  9.58 (2.92)  10.08 (2.27) 

48.60 (20.14)  82.23 (46.70)  97.40 (37.05) 
1.79 (0.12)  1.61 (0.36)  1.71 (0.25) 

Freeway 
Reaction time (ms) 

Crash or near-crash 
Following distance (m) 
Following distance variability 

Lane crossings per kilometer 
Time in wrong lane per kilometer (s) 
Lane variability 

 

1281 (397)  2723 (1181)  2568 (908) 

0.64 (1.00)  1.14 (0.86)  2.43 (2.24) 
32.50 (8.39)  43.73 (14.14)  42.85 (12.18) 
12.55 (4.08)  23.59 (9.41)  23.42 (8.60) 

0.00 (0.00)  0.22 (0.56)  0.81 (1.03) 
0.00 (0.00)  4.027 (10.45)  10.73 (20.21 
0.27 (0.07)  0.45 (0.17)  0.57 (0.30) 
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5.1 Driving Performance 

The results for driving performance are shown in Table 2. 
 

Reaction Time. The reaction time was approximately doubled, an increase of a little 
more than one second, when writing text messages, and this difference is significant 
both on the freeway (F=21.4, p<0.001) and in the city (F=17.6, p<0.001). 

Assuming the subject is driving at 50 km/h, as the speed limit was in the city sce-
nario, one second of increased reaction time would translate to an extra 13 meters of 
breaking distance. 

There was no significant difference in reaction time between the Touch and T9 
conditions. The analysis showed no significant differences in reaction time when 
driving in the city and on the freeway. 

 

Fig. 5. Reaction time 

Crash or Near-Crash. The number of crashes and near-crashes increased significantly 
between the baseline condition and the writing conditions both in the city (F=6.40, 
p<0.01) and on the freeway (F=5.13, p<0.05). There were significantly more crashes or 
near-crashes when writing with Touch than with T9 on the freeway (F = 5.92, p < 0.05). 
There is a similar tendency in the city, but this difference is not significant. 

 

Fig. 6. Crash or near-crash 
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Following Distance. The average following distance shown in Table 2 reveals that 
the participants increased their distance to the car in front of them when they were 
writing text messages. The analysis showed significant difference between the base-
line condition and the writing conditions both on the freeway (F=11.64, p<0.001) and 
in the city (F=11.59, p<0.001). 

The variability in following distance increased significantly when the participants 
were writing text messages compared to the baseline condition both on the freeway 
(F=20.13, p<0.001) and in the city (F=11.04, p<0.001). 

There were no significant differences in following distance or following distance 
variability between Touch and T9 conditions. 

Lane Maintenance. The average lane crossings per kilometer increased in the writing 
conditions, but the increase was only significant on the freeway (F=6.28, p<0.01). The 
Touch condition had more lane crossings per kilometer than the T9 condition, and this 
difference was only significant on the freeway (F=5.66, p<0.05). 

The difference in the time spent in the wrong lane between the baseline condition 
and the writing conditions is significant in the city (F=16.25, p<0.001), but not on the 
freeway. This means that although the number of lane crossings in the city is not sig-
nificantly higher when writing, the time to correct and get the car back in the correct 
lane is longer. 

The time spent in the wrong lane is also higher in the Touch condition than in the 
T9 condition, but this difference is not significant. 

The variability within the lane increased when writing on the freeway, and this in-
crease was significant (F=8.66, p<0.01). No such increase was found in the city, and 
there was no significant difference in lane variability between Touch and T9  
conditions. 

The lane variability indicates a severe change in driving behaviour, and swerving 
into another lane increases the risk of the driver being involved in a crash or near-
crash situation. This risk increases the more time the driver spends in the wrong lane. 

Table 3. Means and standard deviations of task performance 

 Condition 

Variable Baseline T9  Touch 

City 
Task load 
Task completions 

Task completion time (s) 
Characters per minute 

 

26.42 (12.55)  52.67 (21.04)  58.19 (20.89) 
N/A   3.86 (1.56)    3.79 (1.58) 

N/A 38.17 (31.85)  44.87 (25.93) 
N/A 61.91 (24.92)  49.84 (26.59) 

Freeway 
Task load 
Task completions 

Task completion time (s) 
Characters per minute 

 

23.79 (15.29)  45.54 (26.42)  53.77 (26.89) 
N/A   4.64 (0.74)    4.00 (1.66) 

N/A 30.23 (8.85)  44.61 (29.34) 
N/A 53.55 (16.85)  47.14 (22.43) 
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5.2 Task Performance 
 

The results for task performance are shown in Table 3. 

 

Fig. 7. Task load 

Task Load. The subjects’ average perceived task load doubled when writing text 
messages. This was significant both on the freeway (F=11.36, p<0.001) and in the city 
(F=17.73, p<0.001). The task load was also slightly higher when writing with Touch 
than it was when writing with T9, but this difference was found not to be significant. 
The average perceived task load was slightly higher when driving in the city than it 
was when driving on the freeway, but this difference was not significant. 

 

Fig. 8. Average characters per minute 

Task Completion. The average number of successfully completed task per subject 
was higher for T9 than it was for Touch, but this difference was not found to be  
significant. 

Writing Speed. The average number of characters per minute was higher with T9 
than it was with Touch, but no significant difference was found. 
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Fig. 9. Average time spent looking away 

5.3 Eye Glances 

The results on eye glances are shown in table 4. The effect of writing on time spent 
looking away was significant both on the freeway (F=48.81, p<0.001) and in the city 
(F=59.69, p<0.001). There was a significant increase in time spent looking away 
when writing with Touch compared to T9 both in the city (F=5.66, p<0.05) and on the 
freeway (F=4.87, p<0.05). This was caused by a significant increase in category 3 eye 
glances both in the city (F=9.92, p<0.01) and on the freeway (F=10.00, p<0.01). 
There was no significant difference in category 1 and category 2 eye glances between 
Touch and T9. 

Table 4. Means and standard deviations of eye glances 

 Condition 

Variable Baseline T9  Touch 

City 
Time spent looking away (s) 

Category 1 (< 0.5 seconds) 
Category 2 (0.5-2.0 seconds) 
Category 3 (> 2.0 seconds) 

 

2.18 (1.56)  75.52 (27.55)  103.14 (32.75) 

0.54 (0.66)    1.39 (2.06)     2.15 (1.95) 
2.54 (2.54)  45.31 (13.96)  42.31 (25.36) 
0.00 (0.00)    9.00 (8.85)  18.69 (8.92) 

Freeway 
Time spent looking away (s) 

Category 1 (<0.5 seconds) 
Category 2 (0.5-2.0 seconds) 
Category 3 (>2.0 seconds) 

 
2.40 (2.23)  85.02 (33.57)  117.35 (44.59) 

0.14 (0.36)    0.50 (0.85)    1.07 (1.32) 
2.79 (2.69)  43.57 (11.69)  39.00 (23.90) 
0.00 (0.00)  12.07 (9.30)  24.07 (9.93) 

 
The results showed no significant difference on time spent looking away between 

driving in the city and the freeway. 
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5.4 Expert Comparison 

A recent study assessed whether frequent texters are less dangerous in the traffic than 
less frequent texters. Based on their data, they concluded that this is not the case [34]. 

Our experiment was not designed to study this aspect. However, for all the results 
presented in the three tables above, we made between-subject ANOVA tests between 
T9 users in the T9 condition and Touch users in the Touch condition. The analysis 
showed no major differences compared to the overall results. This suggests that in-
creased experience with a mobile phone does not change the effect on road safety 
when texting while driving. 

6 Discussion 

The results on driving performance show a clear change in driving behaviour when 
writing text messages compared to driving without interacting with a mobile phone. 
Between the baseline and the two writing conditions, we have significant results 
showing that the reaction time doubled, risk of crash/near-crash was 4-5 times higher, 
and the following distance, following distance variability and lane crossings increased 
in both the city and on the freeway, and so did lane variability on the freeway. 

In the overview of related work, we mentioned several studies of mobile use for 
calling. Our results are consistent with these studies which demonstrate that text mes-
saging is just as dangerous as other uses of a mobile phone. 

The combination of reaction time and crash/near-crash risk shows that writing text 
messages while driving increases the risk of being in a dangerous situation by around 
4 times in the city, and around 5 times on the freeway. 

For several of our measures, there was a tendency that the smartphone decreased 
road safety compared to the traditional tactile phone. However, only some of these 
differences were significant. The main difference for performance was the number of 
crash or near-crash incidents and the lane crossings which were significant on the 
freeway. These results show that overall, text messaging with touch-based smart-
phone is more dangerous than with T9. 

This increase in crash and near-crash risk from city to freeway may be caused by 
the straight and wider road of the freeway, compared to the many curved roads and 
intersections in the city. Virginia Research [7] found that texting while driving in-
creased the odds of crashes or near crashes by 23 times. We only found an increase of 
four but this is possibly attributed to the difference in testing environments, as their 
testing was done in vehicles in real traffic and not in a simulator. Furthermore, our 
simulator did not have elements such as pedestrians or cyclists, which, if present, 
could have increased the likelihood of crash and near-crash situations. On the other 
hand, our users were in the younger end of the scale, and they may be better able to 
deal with the distraction from the mobile phone. 

Our subjects clearly increased their following distance when texting, suggesting 
that they subconsciously attempted to reduce the likelihood of being involved in a 
crash. This is consistent with other results [11]. 
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We analysed our videos looking for explanations of this difference between city 
and freeway. In the city, our drivers seemed more stressed because they had to follow 
a car that was stopping, starting and turning frequently. They also had to watch traffic 
lights and cars driving in the opposite direction. This seems to increase their attention 
on the traffic. On the freeway, there is less activity and they are more relaxed, which 
makes them pay less attention to the driving. This is also consistent with the results on 
lane variability. Some of the related studies have results indicating that there are 
fewer crashes or near-crashes in the city. 

The results on task performance point in the same direction. The task load doubled 
from the baseline to the two texting conditions. Thus the subject perceived it to be 
much more demanding to write text messages while driving. There was a tendency 
that T9 was faster on task completion and writing speed compared to the Touch 
phone, but this difference was not significant. 

The results on eye glances show that writing messages causes the driver to look 
away from the traffic more often and for longer periods of time. The drivers spent  
30-50 times more time looking away when they were writing text messages. The 
number of eye glances, where the driver looks away from the traffic, increased sig-
nificantly. In addition, the increase was on the long (between a half and two seconds) 
and very long (over 2 seconds) eye glances. Research on road safety has shown that 
these longer eye glances are much more dangerous than the shorter ones. 

When we compare the two mobile telephones, the users with the Touch phone 
spent significantly more time looking away, and they had the double number of very 
long eye glances compared to the users of the T9 phone.  

The test subjects lane variability, crash/near-crash ratio and time spent in the 
wrong lane as well as time spent looking away was increased when using a smart-
phone. This suggests that the lack of tactile feedback on the phones caused the subject 
to look away for longer periods of time, which is why only the number of category 3 
eye glances (above 2 seconds) was significantly higher when using a smartphone. 
These results confirm our original expectation that the touch-based smartphone  
requires more visual attention. 

Overall, the results confirm that text messaging during simulated driving has sig-
nificant impact on road safety. On some parameters, there was a tendency that texting 
on the smartphone reduced road safety even more than the traditional phone. On the 
more severe parameters, there were significant results showing that the touch phone 
was more dangerous than the traditional tactile mobile phone. 

7 Conclusion 

In this paper we presented results from an empirical study of the effect of text mes-
saging on road safety where we specifically compared the use of a traditional mobile 
phone and a smartphone for writing text messages during simulated driving. The re-
sults clearly show that writing text messages using any of the two mobile phones 
significantly decrease road safety. This is caused by significant changes in driving 
behaviour related to reaction time and lane keeping. Writing text messages while 
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driving increased the risk of being involved in a crash or near-crash situation by a 
factor of 4 to 5. 

The results suggest that while the touch-based smartphone is a step forward in 
many respects, it decreases road safety when used for writing text messages while 
driving. The subjects spent significantly more time looking away when they used the 
smartphone, and this increased the risk of crash or near-crash incidents. Texting while 
driving is increasing rapidly, and our results show that when a smartphone is used for 
this, it increases driver distraction as this type of phone provide no tactile feedback, 
leaving only visual feedback when writing text messages. Our results suggest that 
drivers should never text while driving, especially not with a smartphone. 

There are some limitations in our study. The experiment was conducted in a simu-
lator and not in real traffic. However, our results point in the same direction as studies 
of real traffic, and comparisons of car simulators and real traffic confirm the relevance 
of the results from simulators. Our test subjects were relatively young, and, thereby, 
more experienced in texting. This could imply that they are less dangerous; on the 
other hand, young people are more likely to be involved in accidents. 

For a future study, it could be interesting to identify the factors of mobile phone in-
teraction while driving that affect distraction. Related to this, it would be interesting 
to further identify the exact points where touch-based smartphones differ from tradi-
tional tactile mobile phones. This could include studies with different keyboards and 
types of feedback on the smartphone. 
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Abstract. This paper presents the outcome of a study that investigated the rela-
tionships between technology prior experience, self-efficacy, technology anxie-
ty, complexity of interface (nested versus flat) and intuitive use in older people. 
The findings show that, as expected, older people took less time to complete the 
task on the interface that used a flat structure when compared to the interface 
that used a complex nested structure. All age groups also used the flat interface 
more intuitively. However, contrary to what was hypothesised, older age groups 
did better under anxious conditions. Interestingly, older participants did not 
make significantly more errors compared with younger age groups on either  
interface structures.  

Keywords: Prior-experience, Technology anxiety, self-efficacy, Intuitive  
interaction, Ageing, Complex Interfaces. 

1 Introduction 

Many older people have difficulties in using contemporary consumer products that 
have complex interfaces and extensive functionalities. Past decades have seen a sub-
stantial increase in the use of technology in all aspects of daily living. Inability to use 
contemporary technologies such as computers, mobile devices, the Internet, and ever 
increasing self-care medical devices puts the older population at a disadvantage in 
terms of their ability to live and function independently [1]. This research hypothe-
sised that designing technological products that are more intuitive for older people to 
use can solve this problem. An intuitive interface requires minimal learning as it 
mostly relies on technology prior experience/familiarity of the users for effective 
interaction [2, 3].      

However, gradual shift of consumer products from hardware-based to micropro-
cessor controlled software-based technologies has brought a higher level of abstrac-
tion into interaction with products [3, 4]. Older generations, who grew up with  
relatively older technological paradigms, have been left behind. Although the use of 
technologies such as computers and the Internet is increasing among older people, an 
age-based digital divide still exists [1]. Research also suggests that older people en-
counter more difficulties when using interfaces that use complex (nested) interface 
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structures compared with simple (flat) interface structures [5, 6]. Despite this a grad-
ual move in product interface interaction towards touch-based input systems with 
small screens has necessitated extensive use of multi-layered interface structures.  

Not being pace with contemporary technology or lack of technology prior know-
ledge could lead to low perceived technology self-efficacy, which in turn has the po-
tential for causing technology anxiety. Both low domain-specific prior knowledge and 
technology anxiety can impede successful use of complex contemporary technologi-
cal products[7]. In addition, some research [8] also suggests that stress, anxiety and 
oppressive environments are not conducive to intuitive thinking. However, what is not 
well understood is the impact of these conditions on intuitive use of a product.  
This paper discusses a study that investigated the impact of anxiety, complexity in 
interface structure (nested versus flat) and age on intuitive interaction. 

1.1 Intuitive Interaction 

Interaction design professionals often feel that they understand what ‘intuitive interac-
tion’ is; however, very few really define it clearly [9, 10]. In the context of interaction 
design, Blackler [9] and Hurtienne [11], based on their literature reviews of the nature 
of intuition, suggest that - intuitive use of product interfaces involves non-conscious 
use of user’s prior-knowledge related to the product in use. In other words, the user is 
familiar (based on their earlier encounter with similar products or other relevant expe-
riences) with different features and functions of the product [11, 12]. Intuitive use of 
an interface can be recognised by the following characteristics: It is fast and  
effortless, it is generally non-conscious and does not involve conscious reasoning [9]. 

1.2 Complexity in Contemporary Product Interfaces 

There is a gradual shift in most consumer products towards a touch-based interface 
paradigm. If this trend continues, it will not be long before most of the technology 
older people encounter in their day-to-day activities will be based on this interface 
paradigm. On a brighter note, recent research suggests that touch-based products are 
much easier to learn and older users could successfully use them regardless of their 
age-related cognitive or physical deficiencies [13-15]. Interestingly, Umemuro’s [16] 
research on older people’s aptitudes to computer found that the anxiety factor de-
clined significantly in the touch screen condition.  However, further research needs to 
be done in this regard to clearly establish which types of input devices are optimal for 
older people [17]. 

On the other hand, this shift to touch screen has also resulted in smaller screen siz-
es with little or no tactile feedback [18]. In addition, with increased functionality and 
small screen sizes, it has become necessary either to decrease the size of interface 
elements so as to fit them on the small screen, or to resort to some amount of nesting 
of the interface to fit all the functions of the device on the screen. Decreasing the size 
of text and icons will result in visibility and readability issues, especially for older 
people. Then again, a nested design, if its structure is too deep or complex, could 
increase the cognitive load on the users. 
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electrodermal activity (to indicate when participants were anxious) did not provide 
useful data due to latency issues. On the other hand, it was noted that there were occa-
sions when, towards the end of the session, it was observed that the participants were 
making mistakes with features they had used correctly earlier. While causes of these 
moments were not ascertained, it was noted that they could be a result of anxiety or 
fatigue interfering with intuition [2, 9]. Overall, the outcomes of these experiments 
were inconclusive in terms of establishing a clear relationship between anxiety and 
intuitive use. 

2 Method 

2.1 Experiment Design 

The objective of this experiment was to investigate the relationship between age, an-
xiety, and intuitive use of complex interface structure (nested versus flat). The follow-
ing hypotheses were framed to investigation this relationship.  

1. Nested interface structure will have an adverse effect on time to complete the task, 
intuitive uses and errors on older when compared with younger participants. 

2. Participants who score low on the Technology Prior Experience Questionnaire will 
also score low on the Self-efficacy Questionnaire and report high anxiety on the 
State-Trait Anxiety Inventory (STAI) questionnaire. 

3. Anxiety, induced by stressful conditions, will have an adverse impact on the time 
to complete the task, intuitive uses and errors in both younger and older partici-
pants. 

Table 1. Experiment design and Independent Variables 

Independent variables Levels of Independent Variables 
Interface type Repeated measures (interface structure type) 

Flat interface   Nested interface 
Age Young (17 to 34 years) 

Older young (35 to 49 years) 
Younger old (50 to 64 years) 
Old (65 to 72 years) 
Older old (73+ years) 

Anxiety Low stress condition  

High stress condition  

 
This experiment used a mixed-factorial design (Table 1). The Dependent Variables 

(DVs) for this experiment were time on task, percentage of errors and percentage of 
intuitive uses. Independent Variables (IVs) were, interface type, age and stress with 
their levels listed in Table 1. Interface type -flat or nested – was the repeated factor 
and low or high stress conditions were the between subjects factors. 
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2.2 Participants 

Overall 54 participants (29 male, 25 female), in five age groups (17 to 34, n = 12; 35 
to 49, n = 10; 50 to 64, n = 12; 65 to 72, n = 10; 73+ Years n = 10), between the ages 
18 to 84 years (M = 54, SD 18) participated in this experiment. They were recruited 
from different sources to maintain a good sample of the general population. Individu-
als from organisations (for example, sports clubs, educational institutes, recreational 
facilities and retirement resorts) were asked if they could volunteer to take part in the 
study. All the participants were screened for visual acuity (corrected or uncorrected) 
using a Snellen chart. All participants were given a small gift as a token of apprecia-
tion (a $3AU worth scratch lottery ticket or coffee voucher) and were entered into a 
$200AU shopping voucher draw.  

2.3 Apparatus and Measures 

Technology Prior Experience Questionnaire 
This was a two-part questionnaire to capture participants’ exposure to, and knowledge 
of, technologies related to the mediator product used for this experiment.  

Self-efficacy Questionnaire 
This questionnaire was based on a well-tested instrument to measure perceived gener-
al self-efficacy (GSE) that was suggested by Schwarzer, and Jerusalem [25]. For the 
specific self-efficacy (SSE), a short questionnaire, as suggested by Cassidy and Ea-
chus [26] was used, SSE was specifically designed to measure perceived self-efficacy 
on using domain-specific technology. 

STAI Questionnaire 
The State-Trait Anxiety Inventory (STAI) is a self-evaluation questionnaire adminis-
tered to measure level of state and trait anxiety [27]. A short form six-question  
questionnaire was used to measure current state of anxiety [28]. 

Mediator Product 
A touch-based device (iPad) was used as the mediator platform for the experiment.  
This decision was based on observing the increasing use of touch-based interfaces for 
consumer products. The mediator interface for this experiment was designed based on 
research [29, 30] that suggested that there was a significant negative correlation be-
tween visuospatial sketchpad capacity and time to complete the task and the number 
of errors. The number of controls in the mediator product for this experiment was kept 
at 5, to keep it within the visuospatial sketchpad capacity of an average older partici-
pant [31, 32] . Interface structure was kept at an optimal two levels [23]. At the same 
time, the product interface was designed so that, to avoid floor or ceiling effects, it 
was not too easy for the younger and not too difficult for the older participants. The 
design of the interface and the task difficulty was established based on the outcome of 
two pilot studies. Overall 12 participants participated in the pilot studies in three age 
groups young (20-39 years), middle-aged (40-60 years) and old (61+).  
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certain pre-determined milestones of the task. In the low stress condition, the feed-
back given was always positive, no matter what the actual performance of the partici-
pant was. Similarly, on the high stress condition, the feedback was negative no matter 
what the actual performance was. 

 

Fig. 4. Positive feedback and negative feedback display bar on the top of the task window 

Task Sheet 
Two task sheets were prepared that described the two task scenarios, Play and Walk, 
for the participants. They were asked to read the task scenario before they were asked 
to start on the tasks.  

3 Procedure 

The Experiment was conducted in a controlled laboratory setting. The whole experi-
ment was scripted to make sure all the participants followed similar patterns of 
events, timing, sequence of tasks and instructions from the experimenter. Participants 
within each age group were randomly assigned to one of the stress conditions, and 
each completed two task scenarios (Play and Walk), one each on a flat and nested 
interfaces. To avoid sequencing effects, the tasks were counter-balanced by alternat-
ing the sequence of interfaces (flat and nested) and the two task scenarios (Play and 
Walk) on the device. Two cameras were used to record the experiment for later analy-
sis using the Observer software. One camera was positioned to record participants’ 
facial expressions and body language; the second camera was positioned to record 
tasks performed by the participant on the screen.  

Once a participant was allocated to a group, they were introduced to the lab envi-
ronment and experimental setup, and were screened for visual acuity using the  
Snellen chart. They were provided with the information package and consent form. 
Participants were also informed that they could stop the experiment at any time and 
could request the deletion of all the record of their participation.  

Participants were then provided with the Technology Prior Experience Question-
naire followed by the combined General and Specific Self-efficacy Questionnaire. As 
not all participants were familiar with the mediator platform (iPad), they were asked 
to use a simple calculator application on the platform to get a feel for the device. This 
was also done to ensure that the seating and the position of the device was comforta-
ble for the participants, as it was observed during the pilot study that some of the  
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older participants were bothered by the glare that could occur when the device was 
placed at certain angles and positions. 

Once the participants were comfortable with the setup, they were provided with the 
STAI Questionnaire and were asked to complete it based on their current state. Then 
after this they were given the Task 1 scenario sheet, and after making sure they un-
derstood what was expected of them, they were asked to start on the task. 

After completing Task 1, they were provided with the STAI Questionnaire for the 
second time to record their current state of anxiety. Once they completed the STAI, 
they were provided with the Task 2 scenario sheet. After making sure they understood 
what was expected of them they were asked to start on the Task 2. Soon after com-
pleting the Task 2 they were asked to complete the STAI Questionnaire for the third 
and final time. 

After the participants completed the third STAI Questionnaire, they were de-
briefed. This was especially needed for the participants in the high stress condition, as 
some tended to get a bit upset with their performance. It was explained to them that 
the performance bar was rigged and was not a reflection of their actual abilities or 
performance.   

3.1 Data Analysis 

The dependent variables time on task, percentage of intuitive uses, and errors were 
central to this experiment. Time on task is an important indicator of intuitive use. As 
‘Intuitive interaction’ is defined as fast and generally non-conscious [9]. Time on task 
and errors were relatively easy variables to measure. On the other hand, collecting 
data on actions that are non-conscious was much more challenging. Data on intuitive 
use was acquired based on observations using Noldus Observer software. Section 3.2 
describes heuristics for coding different IVs. The data from the Observer application, 
the questionnaires and the CogLab application were later exported into statistical 
analysis software (SPSS) for analysis. 

3.2 Coding Heuristics 

The coding heuristics were based on earlier studies of intuitive interaction [12]. There 
are altogether seven codes used for coding the tasks in this experiment. Data from 
four of these codes are presented in this paper.  

Time on Task: This code records a start and finish time and calculates time on task. 

Intuitive Use: As intuitive process does not involve conscious reasoning, it is one of 
the most difficult codes to operationalise [9, 34]. Blackler [12], based  on her work on 
the nature of intuitive interaction, suggests that an intuitive use can be recognised by 
five indicators: 1) Lack of evidence of conscious reasoning (An intuitive use is often 
based on very fast decision making with no evidence of reasoning. There is often a 
lack of verbalisation and, at times, verbalisation follows an action.); 2) Expectation 
(Participants with very specific prior knowledge about the event are certain about  
the outcome of their actions.); 3) Subjective certainty of correctness (Confidence of 
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participants executing an event.); 4) Response latency (When a participant executes 
an event quickly without hesitation.); and, 5) Prior knowledge (When participants 
indicate their earlier encounter with a similar event). All of this information was ex-
tracted from audio video recording of the tasks. 

An event was coded as intuitive use only when a participant showed two or more 
of the above indicators [9]. The most certain way of recognising an intuitive use is 
when an event is executed quickly without hesitation, and when verbalisation follows 
the action. However, in a study such as this where participants with very diverse sen-
sorimotor and cognitive abilities are involved, it becomes difficult to establish a base-
line for both of these indicators. It is well established that ageing slows down motor 
responses and this slow-down is not linear [35].  In other words, two people might 
share the same chronological age but may have very different reaction times. These 
issues were resolved by establishing a baseline response time for each participant.  
Each participant’s observational data was coded multiple times until the differences 
between correct non-intuitive use and intuitive use was clearly recognisable. To  
further minimise coding errors, two independent experienced raters coded the audio-
visual recording. An inter-rater reliability analysis using the Kappa statistic was per-
formed to determine consistency of coding for intuitive use between the two raters. 
The inter-rater reliability for coding intuitive uses by the two raters was found to be 
Kappa = .77 (p < 001). Kappa values between 0.60 to 0.79 are considered to indicate 
substantial agreement between the raters [36]. 

Correct Non-intuitive Use: Participant completed an event successfully with the use 
of reasoning or when they had learnt from earlier error.  Use of reasoning is indicated 
by: hesitation in action, latency between the exposure to the event and response, and 
verbalisation preceding the response. 

Error: This code was used when a participant was unable to complete an activity. 
Indicated by their using a wrong function or overlooking it.  

4 Results 

The results are organised into two sections: one will look at the effects of different 
measures used in this experiment; and other presents the relationship between the type 
of interface, anxiety and DVs.  

4.1 Effects of Different Conditions and Measures Used in the Experiment 

Technology Prior Experience 
Older people were much more diverse in their capabilities and exposure to the tech-
nology. Younger people tended to score much higher on technology prior experience 
score and were also much more homogenous in their capabilities, 17 to 34 years  
(M= 46 , SD = 4 , N = 12), 35 to 49 years (M= 43 , SD = 6.3 , N = 10), 50 to 64  
years (M= 36.4 , SD = 8 , N = 12), 65 to 72 years  (M = 36.6 , SD = 7.2 , N = 10),  
73+ years (M = 34.4 , SD = 14.8 , N = 10). 
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Effect of Stress Condition on Reported State Anxiety 
Before proceeding to analyse the rest of the data it was important to check if the me-
thod used for inducing stress had the planned effect on the participants. A two-way 
ANOVA with 5 age groups and two stress conditions as it factors revealed that there 
was a significant effect of age [F(4,44) = 3.73, p = .011, ηp

2 = .25] and stress condi-
tion [F(1,44) = 6.45, p = .015, ηp

2 = .13] on the anxiety reported on STAI Question-
naire. There was no significant interaction between the age and stress conditions 
[F(4,44) = 0.75, p = .561, ηp

2 = .064]. A TukeyHSD post-hoc test revealed a signifi-
cant difference between age groups 35 to 49 and 73+ years (p = .016). Except for the 
35 to 49 years age group, all other groups reported more anxiety on high stress condi-
tion compared with low stress condition. Overall, the method used for inducing stress 
appears to have worked to a large extent.  

Perceived Self-efficacy, Technology Prior Experience and Anxiety 
As anticipated, participants with low technology prior experience (TP) had reported 
low perceived specific self-efficacy (SSE) and high anxiety on the STAI. Although 
there was a significant correlation between perceived general self-efficacy (GSE) and 
technology prior experience (TP), [r (52) = .453, p = .001] between GSE and SSE [r 
(52) = .526, p < .001] and between SSE and TP [r (52) = . 650, p < .001] there was no 
significant correlation between the perceived GSE and anxiety [r (52) = -.172,  
p = .212] or between TP and anxiety [r (52) = -.198, p = .151]. On the other hand, 
SSE had a significant correlation with reported anxiety [r (52) = -.269, p = .049].  

Overall, TP has a significant positive correlation with both the SSE and GSE and, 
SSE has a significant negative correlation with the reported anxiety. In other words, 
participants with more TP reported higher SSE and participants with higher SSE  
reported lower anxiety on the STAI. 

Interface Structure 
It is also important to stress that the nested interface requires a higher number of res-
ponses (M = 22, SD = 7.3, N= 54) from participants, when compared to the flat inter-
face (M = 16, SD = 4.5, N= 54). The nature of the nested interface is such that the 
controls are accessed through two pop-up menus and the additional action of using 
this two menu controls increases the number of responses needed to complete a task.  

4.2 Age, Type of Interface, Anxiety and DVs 

All ANOVA analyses reported in this section are three-way, interface type  
(flat, nested) x age (18 to 34 years, 35 to 49 years, 50 to 64 years, 65 to 72 years and 
75+ years) x stress condition (Low, High), mixed factorial design, with interface type  
(flat and nested) as the repeated measure factor. 

Time to Complete the Task 
Due to the violation of homogeneity revealed by Levene’s test, for flat interface 
[F(4,49) = 12.72, p < .001], and nested interface [F(4,49) = 12.09, p < .001],  a strict  
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alpha of .025 was used for this analysis [37]. A three-way mixed ANOVA showed 
that there was a significant effect of interface type on time to complete the task 
[F(1,44) = 24.53, p < .001, ηp

2 = .36] (Figure 5).  Participants took significantly more 
time to complete the task on the nested interface (M =134 seconds SD = 71) when 
compared with the flat interface (M =102 seconds SD = 40). 

Age also had a significant effect on time to complete the tasks: F(4,44) = 26.69, p < 
.001, ηp

2 = .71. TukeyHSD post-hoc test revealed that the 73+ years age group took 
significantly more time to complete the task when compared with the four younger 
age groups (p < .001). The age group 65 to 72 years also took significantly more time 
than the youngest (17 to 34 years) age group (p = .003). There were no significant 
differences between the three younger age groups. 

There was a significant interface type by age interaction: F(4,44) = 3.63, p = .012, 
ηp

2 = .25.  This shows that the time to complete the task in age groups differed be-
tween the flat and nested interfaces. To break down these interactions, contrasts were 
performed comparing different age groups between nested and flat interfaces. Type of 
interface had a significant effect on the 73+ (P < .001) and 65 to 72 year age group (p 
.013). Both of these age groups took more time to complete the task on the nested 
interface when compared to the flat: 65 to 72 years (flat M = 106 seconds, SE = 10, 
nested M = 149 seconds, SE = 15) and 73+ years (flat M = 154 seconds, SE = 10, 
nested M = 234 seconds, SE = 15). 

There was also a significant interface type by stress condition interaction: F(1,44) 
= 5.68, p = .021, ηp

2 = .12. This indicates that the time to complete the task on both 
interfaces differed between stress conditions. Contrasts revealed that the time to com-
plete the task on the nested interface differed significantly between High and Low 
stress conditions (p = .012). On the flat interface there was no significant time differ-
ence between the Low (M = 101 seconds, SD = 47) and High stress (M = 103 seconds, 
SD = 33) conditions. Interestingly, on nested interface, participants took significantly 
less time in High stress condition (M = 120 seconds, SD = 48) when compared with 
Low stress condition (M = 149 seconds, SE = 86). 

There was also a non-significant (due to violation of homogeneity) interaction be-
tween age and stress condition: F(1,41) = 2.78, p = .032, ηp

2 = .21. Although the inte-
raction was not significant, it is mentioned here as the effect size is very large. This 
interaction indicates that the effect of stress differed between the age groups. Figure 5 
shows these differences clearly. On both stress conditions (Low Figure 5A, High 
Figure 5B) all age groups took most time to complete the task on the nested interface. 
As can be seen, the oldest age groups took a lot more time to complete the tasks on 
both interface types; also, the time differences increased between the nested and flat 
interfaces. Differences between the other three age groups were not significant. 

Interestingly, in the high stress condition, the younger age group (17 to 34 years) 
took less time on the nested interface compared to the flat interface under High stress 
condition. Moreover, older age groups took a lot less time to complete the task on 
both interfaces under High stress condition compared with Low stress condition. 
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Fig. 5. Time to complete the task on flat and nested interfaces under A) Low stress and B) High 
stress condition 

Percentage of Intuitive Uses 
A three-way mixed ANOVA with percentage of intuitive uses as one of its factors 
revealed a significant effect of type of interface [F(1,44) = 4.45, p = .041, ηp

2 = .09] 
on percentage of intuitive uses. This indicated that the participants used flat interface 
(M = 17, SD = 7) more intuitively when compared with nested interface (M = 15,  
SD = 8).  

Age had a significant effect on percentage of intuitive uses: F(4,44) = 5.33,  
p = .001, ηp

2 = .33 (Figure 6). TukeyHSD revealed that the age effect was significant 
between the age groups 17 to 34 and 65 to 72 years (p = .008), 35 to 49 and 65 to 72 
years (p = .004), 35 to 49 and 73+ years (p = .048). There was no significant  
difference among the older three age groups. 

 There was also a significant three-way interaction between interface type by age 
by stress condition: F(4,44) = 2.97, p = .029, ηp

2 = .21. This indicates that the inter-
face type by age interaction was different for Low and High stress conditions. Con-
trasts were performed to reveal the age by interface type interaction under Low and 
High stress conditions. These revealed that in Low stress condition (Figure 6A) age 
had a significant effect on both flat , F(4,22) = 3.38, p = .027, ηp

2 = .38, and nested, 
F(4,22) = 6.36, p = .001, ηp

2 = .54, interfaces.  
A pairwise comparison using Bonferroni correction revealed a significant differ-

ence between the age group 35 to 49 and 65 to 72 years on flat interface, p = .031. 
There was a significant difference between the 35 to 49 and 50 to 64 (p = .013) age 
groups, and between the 65 to 72 (p = .003), and 73+ (p = .003), age groups on nested 
interface. Basically, the 35 to 49 age group’s behaviour was a mirror image of the rest 
of the age groups (Figure 6A). 

In High stress condition (Figure 6B) the effect of age was significant for nested  
interface [F(4,22) = 3.85, p = .016, ηp

2 = .41]. A pairwise comparison using  
Bonferroni correction revealed no difference between age groups on the flat interface  
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(Figure 6A). However, there were significant differences between the 17 to 34 and 65 
to 72 years (p =  .025) age groups, and between the 17 to 34 and 73+ (p =  .049) years 
age groups on Nested interface. 

 

Fig. 6. Percentage of intuitive uses, interface type and age under A) Low stress B) High stress 
conditions 

Interestingly, similar to the results for time on task, older age groups did better  
under stressful conditions. The 50+ age groups used both types of interfaces more  
intuitively under the High stress condition. 

Percentage of Errors 
Age had a significant effect on the percentage of errors: F(4,43) = 3.11, p = .025,  
ηp

2 = .22.  Overall, older age groups made more errors on both types of interfaces 
when compared with the younger age groups. However, the type of interface had no 
effect on errors made (Figure 7). 

There was a significant interaction between age and stress condition:  
F(4,43) = 2.64, p = .047, ηp

2 = .20. This indicates that the percentage of errors made 
between age groups differed between the Low and High stress conditions. Contrasts 
revealed that in Low stress condition (Figure 7A), age had a significant effect on use 
of the flat interface: F(4,43) = 4.94, p = .002, ηp

2 = .31. A pairwise comparison using 
Bonferroni correction revealed that significant differences were only observed be-
tween the 35 to 49 and 65 to 72 years age groups with the flat interface (p = .001).   

Under Low stress condition on the flat interface, the 65 to 72 years (M = 17,  
SD = 7) age group made substantially more errors compared to the 35 to 49 year  
(M = 3, SD = 2) age group. Similar to other DVs, older age groups appear to have 
done better under High stress condition when compared with Low stress condition. 
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Fig. 7. Percentage of errors, interface type and age under A) Low stress and B) High stress 
conditions 

5 Discussion 

This experiment was designed to investigate the relationships between age, anxiety, 
and intuitive use of complex interface structure (nested versus flat).    

As hypothesised, people who scored low on Technology prior experience (TP) and 
Specific Self-efficacy (SSE) reported higher anxiety. This supports the research that 
suggests a relationship between age, cognitive decline, technology adoptions, self-
efficacy and technology anxiety [38, 39]. Similarly, all age groups took significantly 
more time to complete the tasks on the nested interface when compared with the flat 
interface, probably because the nested interface needed more actions to complete the 
task. However, these differences between nested and flat interface use increased with 
age. Age also had a significant effect on time to complete the tasks on both types of 
interface. All age groups used the flat interface more intuitively compared with the 
nested interface. This finding supports existing data that suggests that older people 
find nested interfaces more difficult to use [5, 6]. 

Contrary to what was hypothesised, although older age groups made more errors, 
there were no significant differences in error rates between use of the nested and flat 
interface types. Similarly, anxiety had different effects on the younger and older age 
groups. Older people (65+) reported more anxiety than both the younger age groups. 
This supports Eisma et al.’s [7] research which suggests that older people may expe-
rience more anxiety when they interact with new technologies. However, surprisingly, 
the performance of the two older age groups was better in the high stress condition. 
These groups completed the tasks faster and used the interfaces more intuitively under 
the high stress condition.  

This supports Attentional control theory [40], which suggests that anxiety affects 
processing efficiency more than performance effectiveness. In other words, highly 
anxious individuals, under stressful conditions, trade time for accuracy in achieving 
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their goal.  They also use increased effort and more working memory resources.  
However, if the task does not overwhelm available resources, increased effort on the 
working memory resources actually enhances the performance. Since the experiment 
tasks were designed to be only moderately difficult, high stress condition did not in-
duce high enough levels of anxiety to have a catastrophic effect on the older age 
groups’ performance. This could be explained by the inverted U-hypothesis of anxie-
ty-performance, which states that, for any given task optimal performance is achieved 
at some intermediate level (the peak of the inverted U) of arousal. Performance starts 
deteriorating as the level of arousal increases or decreases from its optimal level. This 
could be the most probable reason behind the performance increase in the older age 
groups under high stress condition. 

The behaviour of the 35 to 49 years age group under stressful condition was differ-
ent to that of the other age groups. Unlike other age groups, they reported low anxiety 
on high stress condition and high anxiety on low stress condition. However, while 
they performed better in a high anxiety state as older age groups did, their perfor-
mance was opposite to that of the older age groups since they experience high anxiety 
under low stress condition. This behaviour did pose a few challenges in interpreting 
the results. For example, ANOVA showed that age had a significant effect on number 
of errors. However, contrasts showed that the difference was significant only between 
the 35 to 49 and 65 to 72 year age groups. The probable cause of this difference was 
that the 35 to 49 years age group made a lot fewer errors on low stress condition, 
whereas the other age groups did not differ that much. One of the possible reasons for 
the peculiar behaviour could be, as noted by Kosnik, Winslow [41] study of the per-
ception of vision related problems through adulthood, middle-aged people are more 
concerned about age-related changes that start becoming noticeable at this age. This 
behaviour of the middle age group needs further investigation. 

The findings from this experiment also support Processing-speed Theory [42], 
which suggests that older people tend to trade speed for accuracy. Although older 
people took more time to complete the tasks compared to younger people, overall 
they did not make significantly more errors than younger groups on both types of 
interfaces. However, as discussed earlier, middle-age groups differed significantly 
from the 65 to 72 year age group. 

Overall, older people scored lower on technology prior experience, took more time 
to complete the tasks and used the interfaces less intuitively.  However, the number of 
errors is one of the most crucial indicators for successful use of a product interface. 
This data suggests that when the interface is designed with consideration of the cogni-
tive limitations of older people, the differences in its use among age groups can be 
minimal. Apart from the oldest age group (73+) the differences in terms of intuitive 
use of the interface were not significant. This supports research which suggests that 
working memory deficiencies in ageing are mediated by coping mechanisms adopted 
by older individuals, especially when the task is simple [43]. Surprisingly, although 
most of the older participants had never used an iPad (mediator product for this expe-
riment) they were at ease in using it. This supports recent research on touch-based 
products that has made similar observation [13, 15]. 
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6 Conclusion 

This experiment was designed to investigate if complexity of interface, in terms of its 
structure, has any impact on older users under high and low Stress conditions.  The 
tasks used in this experiment were designed to consider older people’s cognitive limi-
tations. The outcome showed that, as expected, older people took more time on the 
nested interface compared to the flat interface. However, the type of interface struc-
ture had no significant effect on errors made. In addition, the age differences in terms 
of errors made were also minimal, except for the oldest age group (73+), who were 
significantly slower and used the interfaces less intuitively. Furthermore, contrary to 
what was hypothesised, older age groups, although they reported higher anxiety  
levels, did better under high stress conditions.  

This research is significant as the findings from this study demonstrated that, age 
differences are minimal when complex interfaces are designed to accommodate age 
related cognitive limitations (Section 2.3), Technology anxiety played positive role in 
use of interfaces in older people and, older people are at ease in using products with 
touch based interface. Based on these findings and related research, we are currently 
developing an adaptable interface framework for inclusive design that takes  
advantage of flexibility afforded by touch-based interfaces. 
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Abstract. Based on a series of interviews of Australians between the ages of 55 
and 75 this paper explores the relations between our participants’ attitudes to-
wards and use of communication, social and tangible technologies and three 
relevant themes from our data: staying active, friends and families, and cultural 
selves. While common across our participants’ experiences of ageing, these 
themes were notable for the diverse ways they were experienced and expressed 
within individual lives and for the different roles technology was used for 
within each. A brief discussion of how the diversity of our ageing population 
implicates the design of emerging technologies ends the paper.  

Keywords: Ageing population, ageing well, social technologies, tangible tech-
nologies, diversity. 

1 Introduction 

We are engaged in a project that investigates sociophysical interaction conceptualised 
as the entanglement of tangible and social interaction. With commitments to phe-
nomenological and participatory approaches, as well as the recognition that all human 
action is both embodied and situated, our project is grounded by the exploration of the 
roles that emerging social and tangible information and communication technologies 
can play in ageing well. This context provides the actual living bodies, objects and 
physical environments that such research depends on. It also responds to its pressing 
significance to many developed societies where governments and other agencies are 
seeking to evolve policies and strategies to provide appropriate, adequate and cost-
effective services to their ageing citizens within limited and tightening budgets. De-
sign and use of new and emerging technologies can contribute to the alignment of the 
desires of ageing people to remain active and in control of their lives with the goals of 
governments to encourage healthy, active and financially independent senior citizens 
and so minimise their reliance on expensive government services (eg Andrews 2002).  
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We have begun to explore this space where actual ageing bodies meet with new 
social and tangible technologies, as well as with still-developing social policies, 
through an initial series of scoping interviews with ageing people. This paper is not 
intended as a comprehensive discussion on the findings of those interviews (see 
Robertson et al. 2012 for a preliminary discussion of findings), nor is it an attempt to 
systematically challenge the myths and stereotypes that exist about older people.  
Instead, our interest is to explore the major issue that 'shouted' from our data: the di-
versity of our participants, which existed despite the limited demographic and the 
assumed homogeneity of ageing people that we encountered both in prevailing social 
attitudes and much of the research on ageing and gerontechnology (see Lindley, 
Harper & Sellen 2008 for a literature review of this topic). 

We begin by briefly describing the series of interviews before teasing out the areas 
of diversity and related richness that were both shared and defining of the lives of our 
participants. From there we explore the highly contextual and contingent ways some 
common aspects of ageing were experienced and expressed in the day-to-day lives of 
our individual participants and the role new and emerging technologies were playing 
in these experiences. We end the paper with a brief discussion of the implications 
such diversity has on the design of emerging technologies. 

2 The Interviews 

Scoping interviews are designed as a small, open corpus of loosely-structured  
interviews that are used to evaluate, ground and refine the initial understandings, as-
sumptions and concepts of a research team in projects such as this one where the  
development of ethnographic understandings of the domain of intended use are an 
important part of the process (Robertson et al. 2012). Both their design and analysis 
were driven by the needs of the project as design research (Cross, 2007). This means 
that our concerns are less about exhaustive analysis of what currently exists and more 
about checking our assumptions, focusing the research team with shared understand-
ings of what ageing well meant to those who were actually doing the ageing and so 
developing an informed orientation to the aims of the research project. The interviews 
were intended to provide a ground from which to investigate what might be technolo-
gies of value in the future and how we might initiate their design and uptake. They 
were designed to solicit both demographic and experiential data including fitness and 
activity levels, community and social engagement, use of and attitudes to various 
kinds of information and communication technologies and applications, future work 
and retirement plans, and current practices around keeping in touch with friends and 
families. Each participant was also asked to describe what ageing well meant to them 
and to add anything else about ageing that they felt relevant to our project. 

Twenty interviews from four groups of ageing people have been completed, tran-
scribed and analysed. We interviewed five members of each group. The groups were 
chosen to represent an aspect of ageing of particular relevance to the overall project: 
maintaining health and mobility, community engagement, and social and family rela-
tionships. We sought people aged between 55 and 75 who were still very active,  
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including some still in full time employment, some working part time and some who 
were retired from paid employment but engaged in community activities of various 
kinds. Participant contexts included patients in a community rehabilitation hospital in 
Sydney who had joint replacement surgery 10-14 days prior to their interview; mem-
bers of an ethnic community organisation in the Illawarra district of NSW; members 
of large national and voluntary community service organisations in Brisbane and a 
group who, for various reasons, were childless. Men and women participated equally 
in the interviews and the group included people from cities, regional and rural areas of 
Eastern Australia. 

The interviews were completed and transcribed in batches with initial analysis of 
the first ten used to generate areas of attention that could be further addressed in the 
remainder. The analysis of the full series included combining and comparing different 
participants' contributions to each area of questioning as well as identifying both 
commonalities and areas of difference that might be more thoroughly explored by 
field study and iterative prototyping in the remainder of the project. In our analysis we 
were mindful of Star's recommendations to listen for the special language used by the 
participants and for anything that appeared 'strange, weird and anomalous' (Star 2010, 
p. 605). The first recommendation maps closely to the central HCI design principle 
expressed by variations of ‘Know the user population’, while the 'strange, weird and 
anomalous' can help us develop insights into the diversity of our participants, the 
richness of their experience and relationships, and how these might refine our focus 
on the roles social and tangible technologies might play in ageing well. 

3 The Diverse Experiences of Ageing and Technology Use 

Summarised very broadly, our participants’ views of what ageing well meant to them 
were remarkably similar. Good health, with a particular emphasis on mobility and 
fitness; social agency in their interactions with family and friends; independence— 
including both physical and financial independence in their daily lives; and some kind 
of ongoing work and/or community involvement were repeatedly identified as central 
to the maintenance of current and future well-being. Our participants all expressed 
their desire to maintain for as long as possible, their capacities to actively experience 
the areas of their lives that defined their shared sense of ageing well. 

However, while our participants' views of ageing well were very consistent, their 
actual ageing bodies were not. Their bodies were the bodies of people who had led 
long lives. They were old enough for their various individual genetic, cultural and 
environmental influences to have expressed themselves, along with the inscriptions 
made on their bodies by their actual life experiences, such as the work they did, how 
well they had 'looked after themselves', their access to health care, good food and a 
safe environment, the communities in which they lived and the kinds of social activi-
ties, cultural mores and expectations these provided, as well as various random life 
events and accidents. So what it would mean and require for each participant to main-
tain good health, mobility and fitness varied enormously in practice. While the desire 
to remain active was also common, the activities our participants wanted to continue 
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were similarly varied. And while all our participants wanted to maintain their social 
agency and ongoing relationships with families and friends, their social networks and 
how they were experienced and managed were very different.  

Our participants were already using information and communication technologies 
and had learned to use them at work or when they had recognised a need or advantage 
to do so. The use of word processing, email and various web services, such as online 
banking was common. Given our focus on the roles that social and tangible technolo-
gies might play in ageing well, our participants’ engagement with and attitudes to-
wards new and emerging technologies were as contextually and contingently defined 
as other aspects of their ageing selves. In the remainder of this section we explore the 
relations between our participants’ attitudes towards and use of communications, 
social and tangible technologies and three relevant themes from our data that, while 
common across our participants, were notable for the diversity of their experience and 
expression. These themes are: staying active, friends and families, and cultural selves. 

3.1 Staying Active 

Maintaining an active lifestyle was cited by all participants as being central to ageing 
well and framed as being part of a cycle of habits and behaviours, including social 
activities and physical exercise that all impacted one another. Maintaining good 
health was considered central to keeping mobile and maintaining the social agency 
and physical independence that each of our participants valued so highly:  

− “your body deteriorates a lot quicker if you don’t keep moving”  
− “poor health stops you living well. It stops your quality of life”. 

All our participants recognised that their bodies had changed with age in ways that 
had affected their mobility and the activities they enjoyed. Several were dealing with 
recent cancer scares and most had some kind of age-related health condition such as 
diabetes, arthritis, high blood pressure and general aches and pains. But the health 
effects of ageing were very specific to each individual; impacted each of them in dis-
tinct and diverse ways and each responded to them differently. One participant told of 
the shift from soccer playing and a life of physically demanding jobs to games of 
billiards and extensive volunteer work at his local community club. Another longed to 
enjoy gentle travel and gardening after a working life involving a great deal of hectic, 
work-related travel and active sports that had led to early joint degeneration. Another 
still played tennis regularly (but no longer in competition), watched cricket instead of 
playing it and walked a great deal, including daily walking a dog that was jointly 
owned with several other similarly-aged friends, who also regularly walked him. 

At least half our participants were still working either full time or in various stages 
of reducing their work hours and moving into full retirement. Those who were fully 
retired were active in various kinds of community and volunteer work even holding 
leadership positions in their various community groups. The activities our participants 
engaged in varied widely and included (among just twenty people): gardening, sport 
(eg golf, tennis, pistol shooting and bowls); explicit exercise (eg cycling, dancing, 
hydrotherapy, aerobics, gym programmes, swimming, walking–alone, with others or 
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with pet/s); playing chess, Scrabble, billiards and single-user computer games; ac-
tively contributing to community organisations and community projects; travelling 
(domestically and internationally)—individually, together or in larger organised 
groups (eg. cruises, bicycle and walking tours); taking a caravan around Australia; 
studying, both formally and informally; and engaging in a rich and varied range of 
social interactions with family and friends. The common element among all partici-
pants and their chosen activities was their desire to maintain their capacity to continue 
them. 

Only one of our participants reported using any kind of technology as part of stay-
ing physically active —in this case a mobile app was used to record speed, distance, 
energy consumed etc during daily walks. Most participants had some knowledge, 
even positive experiences, of console games gained via interactions with their chil-
dren and/or grandchildren. However, none were interested in acquiring a game  
console of their own. Most participants explained they were "too busy" for games. 
Several added they were not interested “I'm not a games person; not even of the board 
variety” while others indicated that if relevant they might be interested. For example, 
one had played online Scrabble with his adult child as an informal way to stay con-
nected while another reflected that he would like “someone to play a game of chess 
with”. But tangible technologies involving active bodily movement as input remained 
largely unfamiliar and unused among our participants at the time of the interviews. 

3.2 Friends and Families 

Our participants all had families and networks of friends that varied in their conven-
tionality, size, geographic spread, frequency of interaction and emotional connected-
ness. Most participants had children and grandchildren; some had been divorced, 
others widowed and some had remarried and/or settled with new partners. Others still 
had never married yet maintained close, large and supportive networks of friends: 
“I've never been a family person. I've always been more into friends”. 

Participants noted that it wasn’t only their bodies that were affected by the changes 
ageing brings, but also their relationships with other people. Staying active was cen-
tral to maintaining these relationships. One participant, a retired semi-professional 
golfer said: “Physical activity is my number one priority […] I know that grandchil-
dren will be on the way. I want to be able to physically be with them. I don't want 
them looking at grandma sitting in a chair and who can't do anything, because I want 
to enjoy them.” Another commented: “whilst we can still interact with the young ones 
we will. I like to get on the floor with them but I’m not as able as I was two years 
ago.” Others were concerned about needing to be cared for by friends and families or 
noted the changing needs of their ageing friends: “old friends who really do decline or 
change or have to move or that sort of thing. Dealing with that is something that I 
was not prepared for”. 

Phones, both landline and mobiles were the usual means of keeping in touch with 
others. Only one participant did not have his own mobile phone but he used his wife’s 
mobile when necessary. Another used his mobile very infrequently, mainly when 
travelling, but used email intensely for both work and social contact. For others,  
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mobile phones were enmeshed in their everyday lives. SMS messages were popular 
especially within close relationships: “I will SMS forever and a day, particularly to 
the kids”. Email use was frequent and well-established. All participants had heard of 
Skype with around half of them using it to maintain contact with distant family and 
friends. One was using it very frequently to maintain contact with a close friend in 
another country who was very ill. Facebook and even LinkedIn were also used to 
maintain contact with distant relatives and friends. Another was following a blog 
written by an old school friend who was travelling around the country in a caravan. 

Physical distance between our participants and their geographically dispersed 
friends and family was reflected in varying ways in the regularity of interaction and 
the types of technology used. Phones, SMS and email were the first choices for close 
and regular contact—both for organising social activities and/or for just keeping in 
touch that is, maintaining relationships— but these were complemented by the use of 
Skype and Facebook for maintaining contact with those further away and with larger 
social groups such as wide family relationships and old school friends: “for staying in 
touch with people. Even if it’s just to see what they’re doing, as opposed to actually 
communicating with them.” We did not find any examples where our participants had 
used Facebook for forming new friendships or engaging with apps or marketing. 

3.3 Cultural Selves 

Ageing people, by definition, have long embodied histories; they have lived though 
many relationships and many changes over time, not just with people but with places 
and objects including a great variety of technologies. Their social identities have been 
produced and shaped by the lives they have led. All our participants had their own 
very specific histories that shaped how they defined and lived their social roles, their 
values and the priorities of their current lives. Among our participants there were still 
differences in how communication technologies were used, particularly among our 
older participants who had migrated to Australia as young adults. Aspects of the cul-
tural self that we discuss here pertain to cultural origins, life histories, gender roles 
and generation.  

All participants noted the importance of family and friends. Some of the partici-
pants, who had migrated from Europe, had large, extended families with many mem-
bers still living overseas. The group from the Illawarra-based community club were 
skewed towards the older end of our demographic and shared a common ethnic and 
cultural identity. Traditional roles of husband and wife seemed stronger within this 
group though even here there were still some anomalies. For example, in one house-
hold, the husband used a variety of communication technologies regularly to keep in 
touch with family and organise get-togethers. This included using Facebook and 
videoing family events, editing these and then copying the final product to DVDs that 
he posted to relatives abroad. On the other hand his wife, who claimed to be uncom-
fortable with technology, used her mobile phone extensively for immediate and  
frequent social contact and organisation with close relatives and friends.  
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Well, we’ve both got a mobile phone, and of course I’ve got the Internet too. I 
keep in contact with SMS and emails. Most of our kids work. The way to get to 
them is to send them a message–SMS 25 cents. So even if they are working it 
doesn’t matter. My wife doesn’t use SMS. She rings. She’s not a real tech . . .” 

But in another household within the same group, the female participant possessed the 
technical skills (aided by her granddaughter’s guidance) and her husband, whose 
health was poor, relied on her to organise and maintain frequent contact with their 
extended family. 

Differences in technology use and attitudes to it also reflected the type of work our 
participants did or had done. For example, one participant, a farmer who also ran a 
small earth moving business, explained: “<female partner> does most of my com-
puter work for me. I sit there and dictate and she writes it out. It’s a typing issue . . . I 
find it a bit frustrating to sit down at a computer”. He had always done his paperwork 
manually but had learned to use internet banking, to search for information online and 
to read email. He understood and could manage the computers that were part of his 
earthmoving equipment and had learned to maintain home’s Internet connection de-
spite living in an area with frequent lightning strikes. It was his partner who did most 
of the emailing and used both Skype and Facebook: “<female partner> uses Face-
book, but I would never go on Facebook; I reckon it's a waste of bloody time.” 
Among the younger participants and the city-dwellers there were no obvious gender 
differences in either familiarity with or use of the different technologies. 

Our participants readily acknowledged generational differences in technology us-
age within their own families and circles of friends—particularly the use of mobile 
phones and Facebook. While this was at times accompanied by dismissive comments 
about Facebook from some of the male participants, for most it was a simple ac-
knowledgement of technological change and generational differences. One partici-
pant, after commenting on his grandchildren’s addiction to Facebook, added “if they 
haven't got a telephone, it's like cutting one of their arms off or something. They’re 
lost”. But later in the interview, commenting on his current use of a mobile phone and 
his own youth, remarked: “I don't know how people used to get on then without 
phones and iPods or whatever they call them”.  

4 Discussion 

The demographic for our interviews was a relatively narrow one: white, middle-class, 
between the ages of 55 and 75 and living in the eastern states of Australia. All partici-
pants shared a strong sense of what ageing well meant to them, that is, one that privi-
leged maintaining health, mobility and independence, and active engagement with 
their families, friends and local communities. Yet within this group of people—
chosen because they fitted an ‘ageing’ demographic—some were still working, some 
were semi-retired and others fully retired; some were very computer literate while 
others were comfortable only with (mobile) phone use and basic email; all had very 
different physical and/or personal needs that were being managed in a wide range of 
ways and their reasons for engaging with technologies, the selection of which  
technologies to use and what they were actually used for varied widely.  
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Our participants made choices about the technologies they used based on specific 
needs, relevance and the availability of supporting infrastructure. They had already 
appropriated a number of communications technologies into their everyday lives and 
were in various stages of engaging with newer social technologies. There were differ-
ent levels of familiarity with some of the newer tangible technologies but little inter-
est, at this stage, in expanding their use of those currently available. Most of all, our 
interviews provided a snapshot of the ongoing appropriation by our participants of 
new technologies that were not specifically age-related but part of the general social, 
technological and physical infrastructure in which ageing people live. And they re-
minded us that our potential users' familiarity with ICTs is dynamic, diverse and  
unbounded. Most importantly our findings highlight the diversity of the ageing popu-
lation and the need for technology compatible with both diverse use and diverse users.  

Diversity within our chosen demographic was multi-dimensional and often unpre-
dictable, confirming the need to continue to question common assumptions about both 
ageing and the use of new and emerging technologies by ageing people. It was clear 
that our participants lived their lives within the range of norms and expectations 
available within their culture, even as they insisted on negotiating their own pathways 
through ageing. In the process they were actively reinterpreting these same cultural 
norms and expectations. Importantly for our current context, the recognition of the 
specificity of ageing bodies and the activities that are available to them—including 
the appropriation of new and emerging technologies—foregrounds the further recog-
nition that ageing people have always been and will always remain embedded within 
their ever-changing social and cultural worlds. Indeed it is that embeddedness that 
they are seeking to maintain as they continue to age. 
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Abstract. Micro-tasking (e.g., crowdsourcing) has the potential to help “long-
tail” senior workers utilize their knowledge and experience to contribute to their 
communities. However, their limited ICT skills and their concerns about new 
technologies can prevent them from participating in emerging work scenarios. 
We have devised a question-answer card interface to allow the elderly to partic-
ipate in micro-tasks with minimal ICT skills and learning efforts. Our survey 
identified a need for skill-based task recommendations, so we also added a 
probabilistic skill assessment model based on the results of the micro-tasks. We 
also discuss some scenarios to exploit the question-answer card framework to 
create new work opportunities for senior citizens. Our experiments showed that 
untrained seniors performed the micro-tasks effectively with our interface in 
both controlled and realistic conditions, and the differences in their skills were 
reliably assessed. 

Keywords: Micro-Tasks, Gamification, Skill Assessment, Ageing, Elderly,  
Senior Workforce.  

1 Introduction 

In many developed societies, increases in the elderly population and declines in the 
working-age population are serious social issues. For example, in Japan, which has 
the oldest population in the world, 24.6% of the population is over 65 as of March 
2013 [ 1]. The retirement of baby-boomers is expected to reduce productivity while 
increasing the demand for healthcare and economic support. To address these trends, 
the senior workforce could be more utilized and their participation in work can help 
them maintain their independent lives. It is known that work benefits people in many 
ways, for example by reducing the risk of death while improving their well-being [ 2]. 

However, the age-related loss of physical, sensory, and cognitive abilities and de-
clining health may prevent senior citizens from participating in full-time jobs. Only a 
few exceptional seniors are highly active, even though many senior citizens have a 
desire to work and contribute to their society [ 3]. As a result, a considerable fraction 
of the “long-tail” elderly workforce and their valuable knowledge and experience 
remain unutilized. They need more flexible work opportunities, so they can partici-
pate in part-time jobs whenever they want to and at their preferred locations [ 4].  
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The key to success is how to exploit their abilities that have not declined with age 
(e.g., linguistic knowledge [ 2]) while avoiding any risks related to declining abilities. 

The information-communication technology (ICT) is a key to such flexible work. 
Online communication tools allow distant collaborations and outsourcing to remote 
freelancers. Internet-connected mobile devices remove restrictions on workplaces. 
Among such ICT capabilities, this study particularly focuses on micro-tasking as used 
in crowdsourcing. It is one of the most suitable ways to work with a long-tail work-
force, allowing occasional participation in small tasks at home without requirements 
for continuous commitment. The examples of micro-tasking range from simple, labor-
intensive tasks to complicated, intellectual tasks as sampled in Section  2. Statistics 
show that the number of crowdsourcing workers has grown by more than 100% each 
year, reaching 6.3 million as of 2011 [ 5]. 

However, most senior citizens are currently excluded from micro-tasking. For ex-
ample, the participants in the Amazon Mechanical Turk (MTurk) are mainly younger 
workers [ 6]. A small study we conducted with local senior citizens in conjunction 
with [ 7] found that none of them had ever participated in micro-tasking, such as con-
tributing to MTurk, Wikipedia, or Q&A services, even when they had Internet con-
nections. The literature suggests two reasons: limited ICT skills and concerns about 
new technologies. Although Internet-connected personal computers (PCs) and mobile 
devices have become increasingly popular even among senior populations, the elderly 
are often regarded as passive users of ICT, whose uses of technologies tend to be 
limited and to favor existing functions [ 8][ 9][ 10]. 

Our work aims to create an encouraging framework to accelerate elderly participa-
tion in micro-tasking. The primary target users involve senior citizens who have ICT 
devices such as smartphones or PCs but who do not actively use such technologies, 
who appear to be the majority of the senior population, at least over the next decade. 
First, we conducted a questionnaire-based survey to identify the elderly’s require-
ments for the framework and to investigate their current usage of ICT. Next, based on 
the survey results, we introduce two technical foci of the framework: an interface 
design that minimizes the effort in learning; and a skill assessment mechanism that 
allows skill-based task recommendation. The interface uses the metaphor of stacked 
question-answer cards to allow senior workers to participate in micro-tasks with 
guided, simple, and consistent interactions (Fig. 1). The skill assessment uses a prob-
abilistic model to calculate the skill level based on the results of micro-tasks. 

Here is the structure of this paper. In the next section, we discuss related work. We 
then describe the concept of our inclusive micro-tasking framework, followed by a 
summary of the questionnaires, descriptions of our interface design and skill assess-
ment mechanism, and some practical scenarios for our framework. Next we describe 
the prototype implementation. In the first experiment that involved senior and young 
participants, we tested the usability of our interface and the feasibility of skill assess-
ment with touchscreen tablets. The second experiment examined the framework with 
home PCs. We conclude by discussing the implications of the experiments.  

 
 



592 M. Kobayashi et al. 

 

(a) (b) (c)

Which is the better 
sentence?

“Please find the 
attached document.”

“Attached please find 
the document.”

Which is the better 
sentence?

“Please find the 
attached document.”

“Attached please find 
the document.”

What’s the name of this 
product?

Corn Beans

Mushrooms Other

What’s the name of this 
product?

Corn Beans

Mushrooms Other

What’s the name of this 
product?

Corn Beans

Mushrooms Other

Corn Beans

Mushrooms Other

Could you revise this 
sentence?

Done

It seems to b
acceptable.

It seems acceptable.

Could you revise this 
sentence?

Done

It seems to b
acceptable.

It seems acceptable.

 

Fig. 1. Examples of micro-task cards, which ask (a) for a product’s name (to help a person who 
is blind), (b) to revise a sentence, and (c) to choose the better sentence 

2 Related Work 

Micro-Tasking. Crowdsourcing, where workers perform small pieces of work called 
micro-tasks via the Internet, has been used in many ways such as image recognition to 
help people who are blind [ 11], character recognition [ 12], translation [ 13], and even 
user studies [ 14]. Crowdsourcing is typically regarded as a means to easily access 
inexpensive labor, but some approaches such as VizWiz [ 11] have been proposed to 
exploit social networks for more sophisticated participation. Also, crowdsourcing is 
useful for enriching the social network information itself. Guy et al. showed crowd-
sourcing can be used to gather tags for people and social networks [ 15]. They showed 
that micro-tasks that ask about social networks can help update obsolete information 
in social applications. 

Crowdsourcing was originally used for solving simple tasks but has expanded into 
more complex tasks. Kulkarni et al. proposed a framework to decompose complex 
tasks into micro-tasks [ 16]. They showed that even the work of decomposing the 
complex tasks into simple tasks could be crowd-sourced. Soylent decomposes crowd-
sourced text-editing into three steps: find, fix, and verify [ 17]. Noronha et al. showed 
that nutritional analyses can be crowdsourced by decomposing the tasks into several 
sub-tasks [ 18]. We assume that some of decomposed micro-tasks may require simpler 
ICT skills while still benefiting from the wisdom of age, and are thus especially suita-
ble for senior workers. 

Senior-Friendly Systems. What assists and hinders the use of ICT by the elderly? 
The user interface is a critical factor when designing a system for senior citizens. 
Leonardi et al. found that seniors preferred intuitive touchscreen interfaces over key-
boards [ 19]. Kobayashi et al. reported that mobile touchscreen interactions are “en-
joyable” for seniors and their skills with such interfaces improve rapidly [ 20]. Those 
studies motivated us to include touchscreen devices in the primary targets of our 
framework. The user interface needs of senior citizens have also been discussed in 
Web accessibility research [ 21]. There are no standard accessibility guidelines specif-
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ic to the elderly. However, it is known that seniors have requirements that in many 
ways are similar to those of people with disabilities, since their physical, sensory, and 
cognitive abilities tend to decline as they age. 

The Office for National Statistics in the U.K. reported that typical senior citizens 
use their mobile phones only for phone calls and text messaging and avoid using Web 
browsers and other applications [ 8]. Kurniawan concluded that senior citizens tend to 
be fearful of unfamiliar technologies [ 9]. She also found that seniors are passive users 
of mobile phones, which means they mostly receive phone calls and text messages 
rather than originating them. Leung et al. reported that the preference to use trial-and-
error decreases with age and senior citizens prefer to have instructions [ 10]. Hiyama 
et al. used question-answer interactions through phone calls and text messages as an 
alternative means for the elderly to participate in social media [ 7]. Those studies led 
us to exploit passive interaction styles that can be used without trial-and-error. 

Handling Worker Skills. A major problem of crowdsourcing is the difficulty of as-
suring the quality of the results. Since the tasks are distributed to many people, there 
are wide variations in workers' skills and risks of vandalism. There are several ways 
to remove low quality results. CrowdFlower [ 22], one of the major crowdsourcing 
services, provides a function to filter noisy workers by distributing some tasks whose 
ground truths are known. By checking the results of these tasks, the workers who do 
not have skills can be filtered from the results. Another approach to assure the quality 
is aggregating multiple workers’ output while assessing the skill of each worker and 
the difficulty of each task at the same time [ 23]. This approach assumes a correct 
answer exists for each task and the more skilled workers will agree on the correct 
answer. 

Heimerl et al. showed micro-tasks requiring expertise could be efficiently done by 
distributing tasks to skilled workers [ 24]. How to search for the experts is an active 
area in information retrieval research. For example, Macdonald et al. proposed a me-
thod that finds experts by using multiple sources (such as resumes and webpages) to 
build skill profiles [ 25]. Guy et al. showed that the content in social applications could 
help find people related to specific keywords [ 26]. These projects assumed that the 
candidates actively used social tools in their daily lives, an assumption that is often 
strained for senior citizens. As already noted, the elderly tend to be passive users of 
these technologies. Also, they tend to hesitate in sharing their personal information 
due to privacy concerns [ 27]. Thus we decided to devise a new approach to obtain the 
skill profiles, an approach based on analyzing the results of the micro-tasks. 

3 Inclusive Micro-tasking Framework 

This section describes our approach for elderly micro-tasking. As noted in Section  2, 
various types of tasks can be decomposed into micro-tasks and many of them are 
expected to be suitable for senior workers. For example, among the three steps (find, 
fix, and verify) in crowdsourced text-editing [ 17], “verify” seems to be the most  
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suitable task for the elderly. It requires less ICT skills (i.e., simply vote to approve 
work), but benefits from the wisdom of age (i.e., linguistic knowledge). 

In many workplaces it is known that older and younger workers have complemen-
tary knowledge, skills, and abilities [ 28], so younger workers can assist older workers 
with their ICT skills while the older workers may assist the younger workers with 
their vocational knowledge. If this type of collaboration is supported in micro-tasking, 
then elderly participation would be encouraged. Since the people with ICT skills can 
already use standard desktop interfaces, what we need is an easier gateway for senior 
citizens who are excluded from micro-tasking opportunities. 

3.1 User Requirements Survey 

A survey using a paper questionnaire was conducted to identify the elderly’s require-
ments for micro-tasking framework. We gave the questionnaire to 179 senior citizens 
in a suburban city and 170 of them responded (for a response rate of 95%). The res-
pondents consisted of 99 males and 71 females, ranging in age from 54 to 84 
(mean=67.7, SD=5.3). This survey was conducted as a part of a larger survey regard-
ing ICT and work. 

For the usage of ICT, 78% were PC users, with 60% using a PC every day and 
88% were mobile phone users, with 61% every-day users. Although most respondents 
were frequent users of PCs and mobile phones, their usage was limited. The tools they 
frequently used included word processers, spreadsheets, e-mail, and Web search en-
gines. Meanwhile, they rarely used modern ICT tools such as video chat or a social 
networking service (SNS). These results indicate they are using specific applications 
similar to those they used before they retired from work, confirming previous findings 
that senior citizens tend to avoid active use of new technologies [ 9]. This suggests 
that, although the majority of senior citizens now use ICT, we cannot optimistically 
assume that they will start participating in micro-tasking without additional mechan-
isms to increase the elderly’s easy access to micro-tasking opportunities. 

As for requirements for micro-tasking, the majority of the respondents specified: 
detailed instructions prior to participation (72%) and task recommendations based on 
their skills and interests (63%). This also confirms previous findings regarding the 
preference for instructions and the passive usage of ICT [ 10]. Based on the results, we 
defined two technical requirements for an inclusive micro-tasking framework. First, 
the interface should be simple and versatile. The simplicity makes it easy to learn, 
while the versatility provides consistent interactions for various types of tasks. 
Second, the system should have skill profiles for task recommendations. As men-
tioned in Section  2, although skill profiles can be extracted from resumes, webpages, 
and social tools, these approaches tend not to work well for senior workers. We need 
a mechanism to assess workers’ skills without explicit skill-related sources. 

Finally, regarding their interests in micro-tasks, the respondents were particularly 
interested in the tasks that require linguistic abilities in their native language and tasks 
that help people with disabilities. 
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3.2 Question-Answer Cards 

To make the interface simple and versatile, we use the metaphor of stacked cards. 
Each card shows a question that represents a micro-task. Workers perform the task by 
answering the question. As shown in Fig. 1, the question can be textual or graphical. 
The answer may be input as free-form text or from multiple choices. Once a task was 
completed, the card slides out of the screen and the next card appears. This allows the 
worker to perform multiple tasks in a passive manner without actively searching the 
task pool for questions to answer. Since a typical micro-task naturally consists of a 
simple request and response, this fits well with the question-answer interface. 

For example, Fig. 1-a shows a micro-task that asks about the name of a product 
shown in a picture, which simulates a task to help people who are blind [ 11]. The 
worker is asked to choose the correct answer by selecting from buttons below the 
image, where the candidates were generated by a package recognition engine such as 
used in Yeh et al. [ 29]. 

The support of multiple choices is important to allow performing micro-tasks 
without text entry. It is known that senior people have trouble in using the keypad on 
mobile phones, particularly on a touchscreen [ 20]. The problem is more serious in 
East Asia, where frequent mode-switching is required to access thousands of charac-
ters. For tasks involving a question that is by its nature open, the candidate answers 
need to be generated in advance, so that senior workers can contribute to final deci-
sions based on their deep knowledge in a particular domain. The candidates may be 
generated by programs (such as the recognition engine in the example above), or by 
other (possibly less reliable) workers who use a free-form text interface. 

3.3 Skill Assessment 

To obtain workers’ skill profiles without explicit sources, we use a mechanism to 
estimate the skills from the micro-task results based on a probabilistic model intro-
duced by Whitehill et al. [ 23]. This mechanism measures a worker’s skill by aggregat-
ing the results of multiple-choice tasks. The probabilistic approach is needed because, 
in realistic micro-tasks, the correct answer is often unknown and it is impractical to 
provide all of the workers with the same sets of tasks to compare their skills. We ex-
tended the model in [ 23], which considers only the completed tasks, to use both com-
pleted and uncompleted tasks. This extension is needed because we aim to assess the 
skills for each worker, whereas the original work aimed to assess the ground truth for 
each task. Once the skill level is estimated for each task type, the system can recom-
mend appropriate tasks for each worker. 

The probability of worker i giving a correct answer for task j is represented as: 

p(Lc
ij = k | zc

j = k, αc
i, βc

j) = σ(αc
i·βc

j), 

where αc
i is the skill of worker i in task type c, βc

j is the difficulty of task j in c, Lc
ij is 

the answer by i for j in c,σ is a logistic function, and zc
j represents the true label that 

cannot be known directly. The probability is always set to 0 when i has not yet com-
pleted j. The values of αc

i and βc
j are estimated by an Expectation-Maximization (EM) 
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approach. A larger αc
i means the worker has a higher skill while a larger βc

j means the 
task is easier. If a worker has a higher probability of giving correct answers in a task 
type, then that worker is believed to have a higher skill for that type. 

3.4 Elderly Micro-tasking Scenarios 

In addition to micro-tasks such as those sampled in Section  2, there are other types of 
promising scenarios where our framework could be used for elderly micro-tasking. 
Since the knowledge of the elderly will be most effective in various types of advisory 
tasks, we believe that the question-answer metaphor is particularly suitable for the 
senior workforce. 

• Decision Making: Based on their extensive experience, senior citizens could give 
advice on difficult topics such as careers and business options. Our card-style inter-
face can be used both for collecting candidate answers and for voting to choose the 
best answers. 

• Authoring Support: Senior citizens could contribute to the creation of educational 
material by using their expert knowledge and linguistic skills. The types of contri-
butions may include translation, proofreading, and other supportive roles as well as 
writing new material. 

• Crowd Accessibility: People with disabilities could benefit from working with re-
mote senior workers in many ways. In addition to real-time assistance such as 
VizWiz [ 11], examples include captions and audio descriptions for videos, and 
making accessible books and websites. 

• Product Evaluation: It is difficult for product designers to meet the usability and 
accessibility requirements of senior consumers. For example, text information such 
as menus and instructions must be easy to understand. Cards can show prototype 
interfaces for products and senior citizens can evaluate them. 

• Marketing Research: Because of the rapid growth of the senior market, consumer 
products and service companies are reaching out to the senior population. In the 
process of developing products and services, enterprises need to research market 
acceptance and the card-style interface can be a mechanism for such surveys. 

In many of these scenarios, the collaboration between the people who create candi-
date answers and those who make final decisions is a focus. Our framework provides 
interfaces for those who have weaker ICT skills or who use mobile devices, thus al-
lowing senior citizens to participate in appropriate roles, whenever they want to and at 
their preferred locations. 

4 Prototype Implementation 

We implemented a prototype based on this framework as a Web application with 
support for various types of devices. The user interface written in JavaScript works on 
the client side while the skill assessment engine written in Java runs on the server 
side. The Web-based model allows using a standard server-side program for multiple  
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Card Widget

 

Fig. 2. (a) A card on a mobile touchscreen device, (b) A card seen as a widget in a desktop 
browser, and (c) Estimated skill visualization 

types of micro-tasks, while sharing much of the client-side code for multiple devices. 
We currently have two variations of the implementation: one for mobile touchscreens 
and one for desktop browsers.  

Fig. 2-a shows a card on a mobile touchscreen device. The card is asking for the 
name of the object in the picture, which represents a micro-task similar to [ 11]. The 
card can be completed by tapping an answer from several options. Once an answer is 
selected, the next card will appear on the screen with an animation. The worker can 
also skip cards or go back to previous cards by dragging across the card to the left or 
right, respectively. Fig. 2-b shows a card in a desktop Web browser. The card is em-
bedded in an SNS interface as a widget, asking to revise a sentence which represents a 
micro-task similar to the “fix” task in crowdsourced text-editing [ 17]. The card can be 
completed by editing the text and clicking on the submit button. The basic design is to 
the same for the mobile and desktop, except that the desktop interface has “skip” and 
“back” buttons on top of the card. 

The two targets, mobile touchscreens and desktop widgets, were chosen to increase 
the exposure of senior citizens to micro-tasks. The mobile touchscreen device is 
known to be easy to use and preferred by the elderly [ 20]. Although smartphone users 
are still a minority in the elderly population at this time, it is expected to be an increa-
singly common device in the next decade. This kind of devices is usually kept switch-
ed on and carried on all the day, so it will effectively increase their exposure. The 
desktop widget can be embedded in any existing interfaces that support HTML-based 
widgets. The exposure will increase by putting the widget in an interface the users 
frequently access, such as SNS websites. Although SNS websites are still unfamiliar 
to most senior citizens, they are becoming popular with them. 

Fig. 2-c shows a view that visualizes the estimated skill levels, which we devel-
oped to motivate the workers. The skill values for each task type are normalized from 
0 to 100 and presented in a radar chart. The average values of all of the workers are 
also displayed in the chart. 
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5 Experiment 1: Controlled Study 

Our first experiment sought to test the usability of the card-style interface on a touch-
screen device and the feasibility of skill assessment, tested in a laboratory setting with 
simple micro-tasks. 

5.1 Settings 

Participants. A total of 15 seniors in their 60s to 80s (mean=70.1, SD=6.8) partici-
pated in the experiment. We also involved 16 younger people in their 20s to 40s 
(mean=33.5, SD=3.6) as a baseline. A total of 8 of 15 seniors and 14 of 16 younger 
people had experience with mobile touchscreen devices before the experiment. The 
senior participants were recruited locally while the younger participants were em-
ployees in a global technology company. All of the participants were native Japanese 
speakers, and the experiment was conducted in Japanese. 

Apparatus. The participants used an iPad. As senior citizens rarely have their own 
tablet devices at this time, the devices were issued by the experimenters and the expe-
riment was conducted in a laboratory. We used the touchscreen interface presented in 
Fig. 2-a. 

Target Micro-Tasks. We tested four types of micro-tasks asking about domain-
specific knowledge: Fish, Flowers, Kanji, and English. Fish and Flowers asked for the 
name of a pictured fish or flower, which simulated crowdsourced image recognition 
[ 11]. Kanji asked for the readings of Chinese characters, simulating part of crowd-
sourced proofreading of digital books [ 30]. English asked for the meanings of English 
words, simulating part of crowdsourced translation [ 13]. We hypothesized that the 
senior participants would be better at Fish, Flowers, and Kanji since they have deep 
knowledge about natural things and their native language from their long experience. 
We also hypothesized that the younger participants would be better at English since 
they were working at a global company. 

The Fish and Flowers types used visual questions while the Kanji and English 
types used text questions. For all of the four types, we tested multiple-choice answers 
in the kind of interface shown in Fig. 1-a, where the candidate answers were provided 
in advance by software or other people. The free-form text input was omitted in this 
experiment because it is known that text entry on a mobile device is troublesome for 
the elderly as described in Section  3.2, and our skill assessment model is suitable for 
multiple-choice tasks as described in Section  3.3. For each of the questions, the expe-
rimenters knew the correct answer. 

Procedure. Each participant saw 20 different cards for each task type. Thus they each 
processed (completed or skipped) a total of 80 cards. The presentation order of the 
cards was balanced. Prior to the tasks, the participants were given a few minutes of  
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Fig. 3. (a) Task completion times, (b) Actual correct answer rates, by task type with 95% CIs 

instructions on how to perform the tasks. After the participants completed all of the 
micro-tasks, they then answered several multiple-choice questions that asked for 
feedback on our framework. Each experimental session took less than 30 minutes for 
most of the participants. 

5.2 Results 

Task Completion Times. Fig. 3-a shows the average time to complete one task for 
each task type (skipped cards were excluded from these calculations). We used this 
measurement to examine whether untrained users could use the card-style interface 
without confusion. For the senior participants, the overall average values were 10.2, 
8.1, 9.3, and 17.7 seconds for Fish, Flowers, Kanji, and English, respectively. For the 
young participants, the values were 7.2, 7.7, 5.2, and 5.2 seconds. Analysis of va-
riance showed significant main effects for the age (F1,30.54=9.59, p<.005) and task type 
(F3,2162=2.96, p<.05). There are also significant interaction effects between the age 
and task type (F3,2162=5.96, p<.001). A post-hoc analysis found that the senior partici-
pants were significantly slower than the young participants for Kanji (p<.05) and 
English (p<.001). There were no significant differences for Fish and Flowers. This 
indicates that seniors tend to take longer to process text questions, but they are as fast 
as younger people at visual questions. 

Correct Answer Rates. Fig. 3-b shows the percentages of questions answered cor-
rectly for each task type. We used this measurement to assess the actual skill levels, 
which were calculated using knowledge of the correct answers, as a baseline to test 
the accuracy of our skill estimation mechanism. For the senior participants, the values 
were 52%, 77%, 61%, and 55% for Fish, Flowers, Kanji, and English, respectively. 
For the young participants, the values were 48%, 53%, 60%, and 90%. Analysis of 
variance showed a significant main effect for the task type (F3,87=10.64, p<.001). It 
also showed a significant interaction effect between the age and the task type 
(F3,87=17.77, p<.001). A post-hoc analysis found that the senior participants were 
significantly better at Flowers than the young participants (p<.001). For English, the 
young participants significantly outperformed the senior participants (p<.001).  
The age did not significantly affect the results for Fish and Kanji.  
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Fig. 4. (a) Estimated skills for each task type with 95% CIs, (b) Results of post-experiment 
questionnaires (100 yen ≈ 1 USD) 

Estimated Skill Levels. To confirm that the skill estimation mechanism works, we 
compared the participants’ estimated skills with their actual correct answer rates. Note 
that the actual rates are often unknown in realistic micro-tasking situations because 
the ground truths for the micro-tasks might also be unknown. 

Fig. 4-a compares the average estimated skill levels for each task type, which were 
calculated without using knowledge of the correct answers, as described in Sec-
tion  3.3. For the senior participants, the values were 2.0 × 10−4, 4.7 × 10−1, 1.2 × 10−3, 
and 1.5 × 10−1 for Fish, Flowers, Kanji, and English, respectively. For the young par-
ticipants, the values were 3.4 × 10−2, 1.5 × 10−3, 3.8 × 10−4, and 4.8 × 10−1. Analysis 
of variance showed there was a significant main effect of the task type (F3,87=3.94, 
p<.05). There was also a significant interaction effect between the age and task type 
(F3,87=4.29, p<.01). A post-hoc analysis found that the senior participants had signifi-
cantly higher skills in Flowers (p<.005) while the young participants had significantly 
higher skills in English (p<.05). For Fish and Kanji, no significant differences were 
found. This result matches up well with the actual correct answer rates. This confirms 
that the differences in skills, at least between the senior and young groups, were cor-
rectly detected from the results of the micro-tasks. This indicates that the same me-
chanism could effectively assess the individual workers. Note that, since the skill 
levels produced by the probabilistic model are relative values compared to other 
workers, the absolute values of the skill levels are not known. 

The probabilistic model estimates the correct answer by aggregating the answers 
while considering the estimated skills of the workers. The correct answer rates of the 
aggregated answers are much higher than the average rates of the individual workers 
for all of the task types (English: 95.0%, Flowers: 85.0%, Kanji: 85.0%, Fish: 80.0%). 
This also indicates that the skill levels are estimated successfully. 

As explained in the Section  3.3, we extended the probabilistic model proposed by 
Whitehill et al. [ 23] to support the cases in which workers did not complete, e.g., 
skipped, some cards. To confirm this extension works, we compared the estimated 
skills in English for four participants. They completed 20, 11, 9, and 0 English cards, 
respectively (the first participant skipped no English card while the last one skipped 
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all of the English cards). They did not produce any incorrect answers for the cards 
they completed. Their estimated English skills were 1.8, 1.9 × 10-4, 1.2 × 10-4, 
 −2.5 × 10-4. The more cards skipped, the lower the estimated skill, as expected. 

Subjective Feedback. First we asked “How much would you want to be paid for each 
card if you were doing this work as a job?” The answers were clearly different be-
tween the senior and young groups. More people in the senior group said they were 
willing to do this work even for free. At the same time, more of the seniors answered 
they would not work on cards regardless of compensation. This result suggests that 
seniors were less concerned about the rewards for the micro-tasks. 

We then asked “How many cards would you work on in one day?” For this ques-
tion, about half of the participants answered they could do about 100 cards in one day 
regardless of age. Finally we asked “Was the system enjoyable?” The majority of 
participants said that they enjoyed it. In informal post-experiment interviews, several 
participants commented that they felt the stacked card interface was enjoyable and 
game-like. The results for the first two questions are shown in Fig. 4-b. 

6 Experiment 2: Live Study 

The second experiment sought to test the card-style interface and the skill estimation 
mechanism in a realistic Web-based setting that involved more practical micro-tasks 
that would benefit more from the wisdom of age. 

6.1 Settings 

Participants. A total of 28 senior citizens participated in at least one task, with 9 
answering the post-experiment questionnaires. For reference, 13 younger people per-
formed at least one task, with 8 answering the questionnaires. The senior participants 
were members of an experimental local SNS for senior citizens, with no overlap with 
the participants in the first experiment, but there may have been some overlap with 
the respondents from the anonymous preliminary survey described in Section  3.1. The 
younger participants were employees in a global technology company, including four 
of the earlier participants. None of the participants who answered the questionnaires 
had prior experience with crowdsourcing, except for one member of the young group. 
The experiment was conducted in Japanese. 

Apparatus. The participants used their own desktop or laptop PC at home or in their 
workplaces. We used the widget interface shown in Fig. 2-b. For the senior group, the 
widget was embedded in the portal of the local SNS. For the young group, the widget 
was embedded in an enterprise SNS for the employees. 

Target Micro-Tasks. We tested two types of micro-tasks for proofreading, which is 
similar to the “fix” and “verify” tasks in Soylent [ 17]. We chose these tasks since 
linguistic knowledge is known to be an advantage of the elderly [ 2]. Also, our prelim-
inary survey (Section  3.1) suggested that senior citizens are motivated to use their 
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native language skills. The Fix task asked participants to revise a sentence to make it 
more polite and correct. It first asked whether or not the sentence required any revi-
sion, and if the participant answered “yes”, then the system asked for a free-form text 
answer via a card similar to Fig. 1-b. The Verify task asked the participant to choose 
the more polite and correct sentence from two candidates. It asked for a multiple-
choice answer via a card similar to Fig. 1-c. For both types of task, a brief context 
(e.g., the person who will use the sentence) was included on the card as a note. The 
scenario assumed that at first some participants would create candidate revisions 
through the Fix interface, and then other people would make the final decisions 
through the Verify interface. This experiment is intended to test realistic micro-tasks 
and the sentences to be proofread were prepared based on actual  
problems and the correct answers were unknown for each task. 

Procedure. Each participant was presented up to 45 and 20 different cards for Fix and 
Verify tasks, respectively. Thus they completed up to 65 cards at their own pace. The 
presentation order of the cards was randomized. Prior to the tasks, the senior partici-
pants were given a brief explanation of the purpose of this study and instructions on 
how to perform the tasks. The young participants received an introductory announce-
ment via email or a blog post. After the experiment, they were asked for feedback as 
in the first experiment. The second experiment ran for approximately one week. 

6.2 Results 

Participation Status. During the experimental period, a total of 42 senior users were 
shown one or more cards (counted based on the user ID), and 28 of them completed 
906 cards in total (mean=32.4, SD=27.4). A total of 387 young users were shown 
cards (counted based on their IP addresses), and 13 of them completed 104 cards 
(mean=8.0, SD=11.0). Since 12 of the seniors completed all of the cards for at least in 
one task type, it seems likely they would have performed more tasks if they were 
available. None of the young group completed all of the tasks. This might suggest that 
the card-style interface motivated senior people more than young people, but the rele-
vant experimental conditions were not the same for each group. 

Task Completion Times. Fig. 5-a shows the average time to complete one task for 
each task type (skipped cards and neglected cards, which we defined as cards that 
took more than 5 minutes to respond to, were excluded from the calculations). For the 
senior participants, the overall average values were 82.4, 27.5, and 22.1 seconds for 
Fix-Yes, where they actually fixed the sentence with the free-form text entry card, 
Fix-No, where they stated that the sentence did not require any revision, and Verify, 
respectively. For the young participants, the values were 77.9, 45.3, and 29.3 seconds. 
Note that the value for each trial may be affected by the network delay. Analysis of 
variance showed significant main effect for the task type (F2,949=57.93, p<.001). The 
age had no significant effect. A post-hoc analysis found that Fix-Yes tasks took sig-
nificantly longer time than Fix-No and Verify tasks (p<.001). 
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Fig. 5. (a) Task completion times for each task type with 95% CIs, (b) Distribution of estimated 
correct answer rates for each task type 

Estimated Skill Levels. For the senior participants, the average values of the esti-
mated skill levels were 0.11 and 0.23 for Fix and Verify, respectively. For the young 
participants, the values were 0.29 and 0.58. Note that the skill levels for Fix were 
calculated based on the results of the yes-no questions that asked the necessity for 
revisions. The actual content of revised sentences was ignored in this calculation due 
to a limitation of our skill assessment model, which cannot work well with open ques-
tions. 

Analysis of variance showed significant main effect for the age (F1,44.77=5.19, 
p<.05) and task type (F1,31=5.18, p<.05). Despite the assumption that senior people 
would be better at linguistic skills, the young group showed higher skills in this expe-
riment, perhaps because all of the young participants were highly educated and can be 
expected to have better-than-average linguistic skills. Meanwhile, the effect of the 
task type seems to be caused by the difference in the percentage of the “skipped” 
trials (17.1% for Fix, 9.3% for Verify). As confirmed in Section  5.2, skipped trials 
make the estimated skill lower in our skill assessment model. 

Fig. 5-b shows the distribution of estimated correct answer rates, calculated by as-
suming that the aggregated answers are always correct. This indicates that the skill for 
Fix is not always positively correlated with the skill for Verify (R2=.18) and the val-
ues are vary widely depending on the worker (SD=.28 for Fix, SD=.18 for Verify). 
This result suggests that we have to carefully choose skilled workers for each task to 
insure high-quality results. 

Subjective Feedback. We asked similar questions as in the first experiment. Al-
though only some of the participants answered the questions (since this experiment 
was conducted in a real-world setting), the results seemed to generally confirm the 
previous results. For the question asking about the compensation, the majority of the 
senior participants were less concerned about the rewards. The young participants 
tended to want 5 to 10 yen per card. To the question asking for a number, the partici-
pants generally responded that they could do around 100 cards per day. In contrast to 
the first experiment, many of the participants stated that they would not work on Fix 
and Verify cards regardless of compensation (50% for seniors, 38% for youths). This 
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might indicate that realistic micro-tasks can involve some unenjoyable work, and thus 
some additional motivational mechanism would be needed. 

7 Discussion 

Based on the experimental results, we discuss the challenges and future work to invite 
senior citizens to do micro-tasks. 

7.1 Interface Usability and Acceptability 

Overall the results indicated that our approach was adequately usable for and accepted 
by the target users. The senior participants could understand how to perform all of the 
types of tasks and complete them with only brief instructions. We also confirmed that 
the proposed framework worked even in a live situation that involves realistic tasks. 
However the experimental results also indicated that the performance largely depends 
on the users and the task types. Since we did not control for the participants’ ICT 
experiences or age-related losses of abilities, further research is needed to discuss the 
realistic usability and accessibility of our interface for specific users and tasks. 

We also need to address the range of applications, since the card-style interface 
basically supports only simple question-answer interactions. Task-decomposition 
strategies such as discussed by Bernstein et al. [ 17] are promising ways to handle 
more complex tasks. They tried to assure the quality of their results by using a voting 
mechanism. As indicated in our second experiment, the mixed use of free-form text 
and multiple choice cards can support such an answer-vote strategy. Once the task is 
split into micro-tasks, the question-answer interactions will work well because each 
micro-task is typically represented as a pair with a simple request and its response. In 
such cases, multiple choice cards may be preferred and more effective than free-form 
text cards, i.e., with fewer skips and quicker responses. Some participants suggested 
that it would be helpful if voice input is available. As we used Web-based implemen-
tations, the voice input functions supported by modern Web standards are available. 

7.2 Skill-Based Task Recommendations 

Since the elderly are regarded as passive users of ICT, they will not actively explore a 
pool of tasks to find tasks they like, so our system should offer to the senior workers 
tasks that fit their skills. The experimental results confirmed that our skill assessment 
model could assess the differences in skills. This means that once a worker answered 
several cards for one type of task, the system could assess whether or not the task type 
is good for that worker. For example, if Alice is better at “fix” and Bob is better at 
“verify”, then the system would provide Alice and Bob with more “fix” and “verify” 
tasks, respectively. The second experiment indicated that the skills of the elderly vary 
widely. Even if a worker is better at a type of tasks, it does not necessarily mean the 
worker is also better at a related, but different type of tasks (e.g., “fix” and “verify” 
tasks). As the probabilistic approach can estimate workers’ skills with a small number 
of samples, it would allow quickly determining the skills for each specific domain. 
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A collaborative filtering approach [ 31] can help recommend task types even when 
a new worker has never tried those tasks. Our skill estimation mechanism produces a 
skill profile matrix that can be used for this purpose, where the value of each element 
represents the skill level of a worker for a task type. We can use a similar approach to 
Yuen et al.’s work [ 32], which used a task preference matrix to recommend tasks 
based on a collaborative filtering mechanism. 

7.3 Motivation Management 

Our experimental results show that seniors did not care much about the monetary 
rewards. This indicates that we need special care in the design of the incentive me-
chanism for senior workers. For example, some participants commented that the skill 
visualization (Fig. 2-c) allowed them to discover that they had greater knowledge in a 
particular domain, and that motivated them. The motivation may also be affected by 
the enjoyability. It is worth noting that many of the participants found that the card-
style interface was enjoyable and like a game even though we did not intend to in-
clude any gamification mechanisms in our framework. However, we also have to note 
that, in the second experiment, the participants gave less positive feedback than in the 
first experiment. At this time we cannot conclude whether this resulted from the dif-
ferences in the participants’ communities, in the interfaces (touchscreen vs. desktop 
widget), or in the task conditions (laboratory vs. realistic), which means further inves-
tigation is needed. 

Another key to success would be increasing the exposure of senior citizens to mi-
cro-tasking opportunities. We believe that the mobile interface and widget interface 
will be effective for this purpose, as described in Section  4. Also, the card-style inter-
face could be applied to other situations. Some candidate situations include smart 
TVs, kiosk terminals, vehicle navigation displays, in-flight entertainment systems, 
and even when waiting in front of a microwave [ 33]. 

8 Conclusion 

This paper described a framework that aims to increase the participation of senior 
citizens in various types of micro-tasks with a simple and versatile card-style inter-
face. It uses a probabilistic model to assess their skill profiles, which is necessary for 
task recommendations and for quality assessments and improvements.  
The experimental results showed that even untrained seniors could handle micro-tasks 
by using the card-style interface in both controlled and real-world settings. We also 
confirmed that the differences in skills can be assessed by analyzing the results of the 
micro-tasks. We still have challenges to deploy the framework as a platform for se-
nior citizens who want to work. The scope of tasks should be broadened, but more 
importantly, enjoyment and motivational factors should be evaluated and improved as 
well as the economic efficiency. We hope that the proposed framework will help se-
nior citizens participate in the workforce and fully utilize their broad experience and 
knowledge in the society. 
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Abstract. Social media has become an increasingly important venue for social 
interaction and communication. Most previous research have shown the infor-
mation sharing on social media platforms, but few focus on shopping related 
sharing (SRS) information and how these information influence consumer deci-
sion-making. Through a combination of interviews with observations in our lab 
to the users of social media and online shopping sites, we want to find answers 
to the question: what are the factors that influence Chinese consumers’ SRS be-
haviors? It was discovered that the factors like why, what, whom, where, when 
etc. have significant influence to Chinese consumers’ SRS behaviors. The study 
offers insights into the relationship between SRS and Chinese consumer deci-
sion-making, and design implications are discussed.  

Keywords: Social media, shopping, sharing, social influence, consumer deci-
sion-making. 

1 Introduction 

Social media is now flourishing worldwide and plays a more and more important role 
in most people’s lives as a means of information acquirement and sharing. It is nota-
ble that more and more shopping related contents appeared along with the combina-
tion of social media and E-commerce, for example, pictures with links from other 
online shopping websites and consumer generated contents about the whole shopping 
experience. Businesses also create public profiles or make advertisements on social 
media platforms to broadcast their products and attract consumers.  

Consumer decision-making process is complicated and influenced by many factors, 
and now more and more affected by social media information. However, what is the 
relationship between social sharing behaviors and consumer decision-making? We 
propose a conceptual framework to indicate how social influence impact consumer 
decision-making process, and want to recognize the role social media plays on  
Chinese consumer decision-making from some point of view by studying SRS beha-
viors. By doing this, we can get the first hand knowledge of SRS and help us further 
study how SRS influence consumer decision-making. 
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The remainder of this paper is structured as follows. First we introduce the back-
ground and related work. Then we propose the conceptual framework to guide our 
study, and then describe research methods and processes. Next we describe the find-
ings, followed by a short discussion of the design implications of our work for busi-
ness and those in the interaction design community. Finally, we highlight the conclu-
sions and next steps of our research work. 

2 Background and Related Work 

Recent years, the studies on commerce-oriented reviewing and sharing platforms 
(CRSP) primarily addressed the problems of summarizing and analyzing online re-
views. For example, researchers conducted data mining on reviewing text generated 
by consumers rather than measuring the rating scores[1].Some researchers studied the 
problem of generating a “rated aspect summary” of short comments, which is a de-
composed view of the overall ratings for the major aspects so that a user could gain 
different perspectives towards the target entity [2]. Some other studies addressed the 
problem of sentiment classification of the comments [3][4]. Although researchers 
have explored many aspects of social media platforms (e.g. blogs, Facebook, and 
Twitter etc.), most of which have primarily focused on the social network connec-
tions, user activities (like what, how, why, where and when) and privacy concerns [2] 
[5]. Some researchers paid more attention to the information contents. They classified 
the contents into some categories, analyzed the political opinions by data mining tools 
and conducted sentiment analysis of the comments [6].  

In literature [7], the researchers showed that E-commerce had been largely affected 
by social media. Researchers have proposed that consumers share shopping informa-
tion on social media platforms through status messages [8]. They presented types of 
questions asked by users, and found that five percent of the questions asked were 
shopping related. However, they didn’t explore in-depth how shopping related infor-
mation could influence purchasing decisions, which was our research focus. Jansen et 
al. examined Twitter usage for brand sentiment, and gave a report about information 
sharing among 20% of status updates by Twitter participants, and specifically indi-
cated that people shared generally positive opinions about brands [9]. Park et al. fo-
cused on sharing of daily deal URL on Twitter, and they adopted quantitative analysis 
method to analyze sharing behaviors of daily deal information [10]. They provided 
evidence of the potential contribution of Twitter in improving the daily deal sales 
performance. There are also researchers with focuses on advertisements and business 
public profiles on social media [11]. However, they still didn’t pay much attention on 
Chinese social media, so we are interested, from an HCI and user experience perspec-
tive, in the different ways in which social media is being used for commerce in order 
that subsequent designs and affordances of such services can be improved. 

Previous studies paid less attention to the relationship between SRS and consumer 
decision-making process. We propose a conceptual framework based on the model 
[12] proposed by Thompson et al. to illustrate social influence on three sub-phases of 
consumer decision-making process (need recognition, information collection and after 
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purchase evaluation).  Basing on the conceptual framework, we try to investigate 
social sharing behaviors of Chinese consumers and the motivations underlying the 
behaviors. In the future work, we will explore how the sharing behaviors on different 
social media platforms influence decision-making. 

3 Conceptual Framework 

Many scholars have argued that a virtual community is capable of disseminating 
product knowledge and awareness and influencing community members’ purchase 
behavior [10][13]. On the basis of previous research [12], in which Thompson et al. 
proposed the consumer decision process model to illustrated the core decision-making 
process.  The process begins with need recognition, then information search, alterna-
tive evaluation, purchase and after purchase evaluation. We focus on information 
sharing related parts and propose a conceptual framework to illustrate factors influ-
ence the three steps of decision-making process, see details in Figure 1. Factors  
related to need recognition (NR), information collection intention (ICI) and after pur-
chase evaluation (ACI) include perceived benefit (PB) and perceived risk (PR). Fac-
tors related to PR include trust (T), privacy concerns (PC) and social influence (SI). 
And SI is a factor influence both T and PC. 
 

 

Fig. 1. Conceptual framework 

PB refers to perceived benefit that is expected to result from the three steps. PR re-
fers to perceived risk that is defined as the probability of any loss that can occur. T 
refers to trust that is defined as the belief that the result will be good. PC refers to 
privacy concerns that are defined as personal data or information privacy, users care 
about the unclear results from information leakage. SI refers to social influence that 
users may impacted by social media and/or other members in the social networks. We 
emphasize SI factor which is one of the most important factors in consumer decision-
making process. And in this paper, we try to understand SRS behaviors and the social 
influence behind the behaviors. 

4 Methodology and Process 

We adopted lab-based sample user study. We recruited active users of social media 
sites and online shopping sites for interview and observation in our lab. They were 
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asked to talk about their experience in SRS behavior and simultaneously show us on a 
PC how they were doing it. For example, we asked participants to answer whether or 
not share shopping related information and how, when, where and who to share. They 
talked about the latest SRS behaviors on social media platforms or other offline con-
ditions. By using this method, we gained the knowledge about real online buyers’ 
shopping and sharing experience quickly and directly. 

We recruited 30 participants via an agency and got 29 qualified from them which 
were numbered from 1 to 29 respectively, see details in Table 1. We collected data of 
participants’ SRS behaviors, demographic information, applied social media applica-
tions and online shopping behaviors by screenshot, audio recording and note taking. 
Each session lasted around 1.5 hours. 

Table 1. Distributions of basic information of the participants 

Category Item Value 

Gender Male/Female 14/15 
Age group 18-24/25-30/31-36 9/10/10 
Education degree 
 
Online shopping websites 
used 

Junior college student/ Undergraduate/ 
Postgraduate 
Taobao.com 
Groupbuy websites 
Dangdang.com 
Paipai.com 

15/12/2 
 
29 
11 
5 
4 

 Amazon.cn 
360buy.com 
Others 

3 
2 
4 

 
We used grounded theory to analyze data and had some interesting findings during 

the study and summarized the factors that influence SRS behaviors, like why and 
what to share, where to share, whom to share with, and when to share. We present the 
findings of the study in details below. 

5 Results 

We will present the findings related to Chinese SRS behaviors both online and of-
fline. We focus on the following aspects: 1) why and what to share, 2) where to share, 
3) whom to share with, and 4) when to share. 

Why and What to Share. Participants usually do not want to share shopping related 
information, because they have privacy and personal image concerns (20/29, means20 
participants mentioned this point out of total 29 participants). But the situation is not 
unalterable, they will share when there are rewards for doing so, e.g., sharing group-
buy related information.  

Participants are afraid that it may harm their privacy by sharing on social platforms. 
They do not want friends on their online social network to know what they bought, 
neither personal products (gifts for lovers, health medicine, etc.) nor daily goods. 
They regard shopping as a private activity: 
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“I don’t want to share shopping information with others because it is personal 
thing.” Participant 19, female. 

Dholakia et al. proposed several social influence variables that could affect users’ 
behaviors, such as social identity [8]. In our study, we found Chinese consumers 
cared a great deal about their personal images both online and offline, which was 
consistent with social identity. On one hand, some kind of information can improve 
image, leaving a good impression to others that the person is skillful, special, etc. On 
the other hand, some kind of information can damage image, like fake information, so 
participants do not want to take the risks introduced by sharing. 

It is notable that personal image and privacy concerns may be weakened when 
there are rewards for doing so, e.g., sharing group-buy related information. We saw 
that the group-buy information was shared on Renren by participants 11. If any friend 
clicked the hyperlink to go to the group-buy website and at last bought the product, 
the participant could get a discount from the group-buy website in the form of a 
voucher. 

Where to Share. Participants tend to share particular kinds of information on 
different platforms with different market positioning or segment. There are four major 
kinds of sharing platforms being mentioned frequently in our study: 1) built-in 
consumer reviewing platform and attached commerce-oriented social network 
services (SNS) platforms on online shopping websites, 2) relationship-emphasized or 
socially-oriented SNS platforms, 3) instant messenger (IM) platforms, and 4) 
dedicated consumer reviewing platforms. 

Taobao is a typical online shopping website with a built-in consumer reviewing 
platform. Buyers can search the comments left by other buyers on it before they make 
purchase decisions. After the deal, they can also make a comment related to the prod-
ucts they bought. An example of the attached commerce-oriented SNS platforms is 
i.taobao.com, which is attached to Taobao and encourages users to participate in so-
cial networking activities as they do on other SNS platforms. Participants do have 
SRS behaviors on these platforms, but we find that the motivations of the SRS beha-
viors are rewards in the forms of reward points and discounts provided by Taobao but 
not social purposes to recommend better products to other users on the platform.  

Renren, Sina Weibo and Tencent Weibo are typical examples of socially-oriented 
social media platforms. Even active users seldom share shopping related contents on 
these platforms. The main reason is concern on personal image and privacy. Another 
reason is that they regard shopping related contents so trivial that too much sharing 
may cause information overload to others. 

Almost all the few SRS behaviors (5/29) we observed on these platforms were 
group-buy related, because strong-tie friends are regarded as the potential group-buy 
partners. This will potentially bring benefits to both the sharer and the friends: 

“I will share the group-buy food to my friends on Renren, because I can get the 
reward of 5 Yuan from the website if my friend also buys this food through my link. 
That’s a win-win. Why not?” Participant 8, female. 

QQ, Fetion, MSN Messenger and Wangwang are typical examples of IM plat-
forms. QQ is the most popular IM tool in China. Almost every Chinese web user has 
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one account at least. Fetion (developed by China Mobile) and MSN Messenger also 
have large number of users in China. Wangwang is an IM tool attached to Taobao, 
and is most widely used between buyers and sellers when they discuss the deal related 
information. In our study, we found that most of the SRS behaviors happened among 
QQ-group members and users even have dedicated shopping group names like “shop-
ping” and “group-buy”. Participants regard this kind of platforms as appropriate plac-
es for SRS probably because QQ IM communication is so popular and timely that 
there is a great chance that there will be always a few friends already online and can 
get feedback immediately.  

Dianping (www.dianping.com) and Mogujie (www.mogujie.com) are typical dedi-
cated consumer reviewing social platforms in China, like Epinions in west countries. 
Users use these platforms to exchange shopping related information and comments. 
The majority of the information shared on these platforms is systematic and in-depth 
comments related to the products, even hyperlinks to online shopping websites, and 
users tend to seek for helpful information from these platforms in their shopping deci-
sion-making processes. 

Whom to Share with. We will summarize people whom participants are more likely 
to share with. We find that there are mainly three kinds, 1) friends nearby in the 
physical world, 2) people that can potentially bring benefits, and 3) people that have 
similar preferences or experiences with the participant. 

We find that participants are more likely to share with friends geographically near-
by in the physical world (28/29). Apart from using IM tools like QQ, in more cases 
participants share by face to face or phones, because they live near to each other or 
have the chance to meet frequently in daily lives and know each other well: 

“The products will be delivered to my company on working days, and my col-
leagues can see what I have bought, and discuss about them” Participant 14, female. 

Participants are likely to share with those who can potentially bring benefits (8/29), 
e.g., share with potential group-buy partners. Participants told us that good products 
or services should be shared or recommended to others to bring benefits to them. But 
we think they also had concerns about the rewards for doing so based on our  
observations. 

Participants are likely to share with those who have similar preferences or expe-
riences with them (5/29), for information from those people tends to be more valuable 
to them. The phenomena can be explained by social influence theory that users want 
to keep consistence with peers [14], which can verify the conceptual framework we 
proposed.  

When to Share. We find that there are two main situations when participants share, 
one is when the quality and attached services of the products are very good or very 
bad, and the other is when participants just want to show themselves, especially when 
they buy special things. 

Participants are more likely to share when the quality and attached services of the 
products are very good or very bad (16/29). If the product is very good and may be 
suitable for others, then the participant will suggest potential consumers to buy it. 
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Sometimes participants share comments on bad products or services to others to ex-
press their negative feelings and also to remind other consumers not to buy it, and at 
this time the comments will be longer. 

Sometimes participants just want to show themselves, especially when they have 
bought some special products. Participant 3 showed us a picture of a bought white 
mouse on his Qzone. He explained that the white mouse is bought online as the food 
for his pet python. He thought that the sharing was so unique and made him different 
from others. 

6 Discussion and Design Implications 

We have achieved a basic understanding of Chinese SRS behaviors based on the 
analysis of the qualitative data collected in the lab-based sample user study. We iden-
tified the factors that could influence SRS behaviors. It is notable that Chinese con-
sumers are very much concerned about personal image online, but when there are 
economical rewards, the concerns may be weakened. We believe that market planners 
can make use of the insight to encourage consumers to share SRS information by 
giving them more rewards, such as coupons or discounts. 

Chinese IM tools also should be mentioned, especially QQ. Because of its conven-
ience for using and so large number of users, shopping related topics are diffusing 
frequently among QQ users and QQ group members. So, it is convenient to use IM 
tool to gather consumer needs to keep current consumers and attract potential con-
sumers at the same time.  

Some participants mentioned that often they can’t find the right channel to access 
shopping related information except search engines like Google and Baidu. There are 
chances for companies to make better use of social media platforms to broadcast con-
tents about their brands or products to more potential consumers. On another hand, 
recommendation system should give the most relevant and valuable SRS contents to 
the right people who really need them. 

Another important aspect is peer’s pressure. Consumers care much about the com-
ments from nearby friends and people with similar preferences or experiences.  
Consumers want to keep consistent with peers, so they regard peers’ reviews as most 
valuable. So, some mechanism should be considered to support interaction about SRS 
between geographically nearby strong-tie relationships.  

7 Conclusions and Next Steps 

We have achieved a basic understanding of SRS based on the analysis of the qualita-
tive data collected in the lab-based sample user study. Four kinds of factors that influ-
ence SRS behaviors were identified. In the near future, we will discuss the  
relationship between SRS behaviors and consumer decision-making, and verify the 
conceptual framework we proposed. And next we will start quantitative and qualita-
tive analysis of questionnaire data we collected online to enrich and verify the find-
ings we’ve mentioned. And then we will also begin to address other social media 
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platform, such as location-based services (LBS) applications, to study SRS behaviors 
and enrich our knowledge about the relationship between SRS and consumer  
decision-making. 
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Abstract. Facebook was initially designed as a social tool representing a per-
son’s social life, yet today it functions as a platform synthesizing all facets of 
life, including the work context. Within the frame of the social capital theory, a 
survey was conducted measuring Facebook users’ experience, perceptions of 
privacy and career impression management. Results found that higher Facebook 
experience was related to increased levels of trust and career impression man-
agement in terms of self- monitoring and work relations. Higher work privacy 
was related to career impression management in terms of lower work relations 
and higher perceived workplace outcomes; and career impression management 
in terms of higher perceived self-monitoring and workplace outcomes were re-
lated to lower levels of privacy awareness. It was concluded that how one uses 
Facebook and one’s perceived value in presenting an image of an employable 
person is influenced by how one views their Facebook privacy. 

Keywords: Facebook, privacy, impression management, employability, social 
capital theory. 

1 Introduction and Background 

Facebook is a platform that has the potential to synthesise all facets of a person’s life 
in one space [1]. It allows users to present an overall picture of who they are rather 
than present a compartmentalised image based on the audience. The content and 
amount of information users share are within their discretion, however Facebook’s 
influence, reach and domination of web-based experiences has implications for user’s 
that are unaware of the exposure they receive on Facebook, especially within the con-
text of their work life. The onus thus lies with the user to be cognisant of their expo-
sure online, the level of accessibility of the content shared, and the potential effects of 
this shared information on their work image. Facebook has already reared its tentacles 
in the world of work as a recruitment tool [2]. Yet in the instance of already employed 
individuals Facebook can be used by employers, either consciously or unconsciously, 
to monitor their employee’s activities outside of the office, or screen content that has 
the potential to place the company or the employee in a negative light [3]. 

Thus, this paper’s line of enquiry is as follows: Is the image one presents of oneself 
on Facebook fitting for the work context and does one perceive importance and value 
in presenting self-worth as an employable person. The research questions were as 



 Perceptions of Facebook Privacy and Career Impression Management 617 

 

follows: Is there a relationship between how one uses Facebook and how one man-
ages one’s work impressions on Facebook? Is the way in which one uses Facebook 
and one’s view of Facebook privacy related? Does one’s view of Facebook privacy 
relate to one’s work impression management on Facebook? 

2 Related Work and Theory 

2.1 The Social Capital Theory 

The Social Capital Theory reveals that Facebook’s appeal is inherent in its social 
capital value, that is, the value that is derived from ones’ social network [1]. This 
social capital is related to indices of psychological wellbeing including self-esteem 
[1]. Self-esteem, as a person’s overall self-evaluation of their worth, assumes that all 
individuals have a vital need to maintain or raise their self-esteem and strive for posi-
tive self-presentations [4]. Translated into Facebook terms, it is expected that the 
value acquired from Facebook influences a person’s self-esteem positively, which is 
then emulated in the way the person presents themselves online. That is, the value 
derived from using Facebook results in a specific image presentation aligned with 
ones’ appraisal of self-worth. Thus, the social value drawn from Facebook will influ-
ence the image presented, but both the value and the image will be duly influenced by 
what Facebook is used for and who makes up one’s audience: who are one’s friends, 
how many different areas of one’s life make up this group of friends, and how many 
watching eyes are within this network of friends [5]. Essentially the audience is vital 
as it supplies the platform from which social value is drawn. In this sense, Facebook 
architecture is an extension on Foucault (1977) imagery of the Panopticon (within a 
society the effect of constant observation is constant behaviour monitoring by the 
observed [6]). Facebook constitutes a society where one is constantly being observed 
yet in turn constantly observing others too [7]. Thus, there are different categories of 
users: those that use Facebook to share content, and those who use it to observe. Ei-
ther grouping of users is subject to the same reality, which sees Facebook allowing 
large and diverse friend networks requiring monitoring of one’s self-presentation on 
the basis of the convergence of social contexts (social convergence) [1;8]. However, 
what constitutes a positive image will not be the same across all social groups.  

2.2 Facebook Career Impression Management and Privacy 

A ‘socially converged’ audience challenges the ability to consciously control selected 
activities for a desired impression on a particular audience [9]. That is, self-
representing in the Facebook context is not the same as traditional impression man-
agement contexts [10]. Thus, by drawing from existing theory this paper explores the 
degree to which the particular audience of the represented self is work-centred. Be-
haviour monitoring at work is directed at increasing the likelihood of fulfilling finan-
cial and social goals, and avoiding possible negative consequences [11]. Thus creating 
and sustaining a desirable image on Facebook suitable for work, assumes that users 
will monitor their image and activities on Facebook to maintain favourable relations 
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at work, to present the image of an employable person or suitable candidate that is 
promotion worthy with career advancement prospects, and to avoid possible negative 
workplace consequences (such as dismissal or disciplinary proceedings).  

Behaviour monitoring for a specific audience brings to focus a user’s friend strat-
egy [9]. A friend strategy is the approach employed when selecting who to add, ac-
cept, or reject as a friend. It is concerned with whom a person selects to be a part of 
their network and the selection criteria thereof [12]. Strategies range from accepting 
everybody requesting, to accepting only people known personally or face-to-face. The 
chosen strategy influences what and how much a user presents [13]. Furthermore, 
‘privacy control’ as a component of one’s friend strategy sees users determining 
which parts of their network can access specific information. Users can select differ-
ent settings, ‘everybody, friends of friends, friends only’, in terms of every wall post, 
photo tag and status update [14]. Having the ability to select friends and what they 
can see, facilitates a sense of trust in Facebook and in one’s friend network, thus en-
couraging and stimulating information disclosure [15]. 

Facebook’s inherent privacy controversies centre on information exposure to the 
wrong audience. One’s view of Facebook privacy directs the classification of the 
wrong audience and the amount of information at this audiences’ disposal. How one 
views Facebook privacy will influence the degree to which privacy is managed, that 
will in turn affect the quantity and nature of the content shared, the friend strategy 
employed, and what Facebook is used for.  

3 Instrumentation, Methodology and Results 

Within the frame of the Social Capital Theory, a survey was conducted measuring 
Facebook users’ experience, perceptions of privacy and career impression manage-
ment. This section presents the sample, methods, and measuring instruments. 

3.1 Participants 

The snowball sample comprised of 217 participants (mean age 35.93; age range 20-
67; standard deviation =12.11; male 86; female 123); of which 181 participants were 
recruited on various social networking sites and 36 recruited as part of a company 
sample. Within the overall sample of 217, 188 participants were classified as Face-
book users, defined as those participants that had a Facebook account (mean=34.93; 
range 20-67; standard deviation=11.26), and 28 were classified as non-users, i.e. not 
having a Facebook account. The following industry categories were identified within 
the sample: 4.37% law; 7.28% human resources; 6.31% consulting; 5.83% fulfilling 
support staff positions (receptionist, secretary); 8.74% finance; 2.43% service indus-
try (make-up artist, chef); 3.88 % information technology; 17.48% in academic roles; 
and 1.94% in advertising.  
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3.2 Procedure and Instruments 

An electronic survey link was posted on the researchers’ Facebook wall (with a net-
work of 800+ friends) consistently over the 4-week collection period and the link was 
sent through private inbox messaging. It was posted on different group forums on 
LinkedIn as well as on the researcher’s profile, and it was tweeted on the researchers’ 
Twitter profile. The link was emailed to all of the researchers’ contacts. Lastly, the 
link was distributed by the Director of the Human Resource Department across the 
corporate body of a South African based IT company. Ethics Clearance was obtained 
from the University’s Ethics Committee. The first point of the snowball sample was 
the researchers’ own networks which raises possible biases in sampling. This was 
addressed by drawing participants from various sources including Facebook, 
LinkedIn, Twitter, email as well as within a company. Although the data is largely 
South African it raises possible generalizability concerns.  

The survey comprised of a Facebook experience scale, perceptions of Facebook 
privacy scales (privacy awareness, work privacy, trust) and perceptions of Facebook 
career impression management scales (self-monitoring, work relations, workplace 
outcomes). It allowed both users and non-users to participate in the research by fram-
ing items in the active and passive form. Non-users scored zero (0) for the Facebook 
experience scale. This was done to ensure that the whole range of use/non-use was 
included.  

The Facebook experience scale was made up of six items (exemplar: “On average, 
how many times a day do you use Facebook?”). The perceptions of Facebook privacy 
scales comprised of three privacy awareness items (“My privacy settings on Facebook 
are important”); three work privacy items (“It is acceptable for my superior to be my 
friend on Facebook”); and three trust items (“I trust that my privacy is secure on Face-
book”). Facebook career impression management scales were made up of six self-
monitoring items (“I monitor what I post on my Facebook profile”); three work rela-
tions items, (“I use my Facebook profile as a work tool, post my current employment, 
work achievements etc.”); and six workplace outcomes items (“I manage my impression 
on Facebook because I am concerned that it may have negative consequences on my 
employability”). All the items were scored on a 5-point Likert type scale.  

3.3 Analysis and Results 

An initial pilot study (N=34; age 19-41) validated the developed scales. Cronbach 
Alphas for the scales were as follows: Facebook experience scale α= 0.91; privacy 
awareness α=0.72, work privacy α=0.71, trust α=0.78; self-monitoring α= 0.79, work 
relations α=0.67 and workplace outcomes α=0.83 [16]. One-way frequencies, Ward’s 
Cluster Analysis and Pearson’s Correlation Coefficients were used to explore the 
nature of the relationships.  

• Trends in Usage: Within the Facebook user sample, 67.37% reported that they had 
the Facebook application installed on their cell-phone; 65.75% of users reported 
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that they instantly check their notifications; and the period between 12:00-18:00 
was reportedly the time of the day Facebook was most used. This period  
corresponds to traditional work hours indicating that Facebook has penetrated and 
is prevalent in people’s work life by virtue of its reach.  

• Facebook Friend Strategy: The sample majority reported having less than 400 
friends (65.89%), with the most commonly employed strategy (79.37%) being 
‘knowing someone personally’ to accept them as a Facebook friend. Furthermore, 
84.13% of the sample did not accept friends on the basis of being friends with their 
friends; 96.3% reported that they will not accept everybody who requests; and 
17.46% of participants would accept friends they have heard of through others. 
Furthermore in terms of privacy controls, 80.63% of participants reported that they 
were familiar with privacy settings on Facebook; 82.98% reported that they have 
adjusted their privacy settings with 64.47% adjusting them to friends-of-friends; 
55.15% of participants adjusted their settings on the basis of being generally pri-
vate people, yet 61.05% reported that they did not adjust their settings on initial 
profile set-up; 14.98% reported that they customized their privacy settings; and 
only 13.33% of respondents reported that they had adjusted their settings for work 
related reasons. It is interesting to note that a mere 6.38% had their settings ad-
justed to ‘friends only’ even though the majority reported that they accepted some-
one on the basis of knowing someone personally. Furthermore, participant’s net-
work size was correlated negatively with their level of perceived Facebook trust. 
Results (r= -0.18; p=0.0084) indicated that as network size increased, the level of 
trust decreased. Although a weak effect size, this finding suggests that a smaller 
network size has the ability to facilitate trust.  

• Perceived Social Gains: 67.03% of users reported that Facebook facilitated social 
interaction.  

• User Clusters: The cluster analyses conducted identified five groupings of users 
based on Facebook activities and level of usage. Table 1 presents the clusters 
and depicts advanced, high, intermediate, low and non-users based on their 
overall usage. This table illustrates that advanced users were most engaged 
across the spectrum of Facebook activities. Advanced and high users would be 
categorized as active users with intermediate and low users being described as 
passive users.  

• Correlations Analyses: Pearson’s Correlation Coefficients were conducted to ex-
plore the relationships amongst the constructs. All of the relevant conditions for 
these parametric analyses were met. The results are reported in Table 2. 

• Users vs. Non-Users: T-tests were conducted to assess the difference between 
users and non-users in terms of their level of trust. Results (t=4.36; p<0.0001) indi-
cated that non-users (m=10.76) perceive higher Facebook trust than users 
(m=8.81). This corresponds to the finding that increased Facebook experience is 
related to decreased Facebook trust.   
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Table 1. User Cluster Proportions 

 Users (%) 

Activities 
Advanced 

n=50  
High  
n=43 

Intermediate 
n=63  

Low 
n=28 

Non 
n=28  

Connect  88 67 74 39  
Keep in touch  90 100 91 4  
Make new friends 24 19 7 4  
Job prospects 18 14 4 4  
Upload pictures 100 100 12 18  
Tag pictures 74 9 1 4  
Update status 80 21 16 4  
View others profiles 92 53 47 46  
Wall posts/ inbox messages 96 40 56 11  
Post links 52 14 9 4  
Alternative to email 74 16 22 0  
Use/develop applications 80 2 1 4  
Advertise 14 2 4 14  
Join groups 16 9 1 0  
Chat 50 12 28 4  
Events 72 30 13 11  
Sum Usage 9. 48 5.09 3.88 1.69 0 

Table 2. Pearson’s R Correlation Matrix (* Significant at ρ<0.05) 

 (1) (2) (3) (4) (5) (6) (7) 
(1) F. Experience 1.00       
(2) Privacy Awareness -0.01 1.00      
(3) Work Privacy -0.02 -0.15* 1.00     
(4) Trust -0.16* 0.13 0.11 1.00    
(5) Self-Monitor. 0.26* -0.23* 0.09 0.03 1.00   
(6) Work Relations 0.23* -0.01 -0.30* -0.03 0.28 1.00  
(7) Work Outcomes -0.02 -0.22 0.27* 0.99 0.53 0.06 1.00 

The trends in usage point to Facebook’s position in users’ lives and its prevalence in 
the work context. In terms of friend strategy, the sample majority reported that they 
had adjusted their privacy settings and had a friend network of less than 400. Correla-
tions indicated that there is increased trust in smaller networks and as network size 
increased, trust decreased. Non-users have greater trust in Facebook than users, corre-
sponding to the finding that as Facebook experience increases trust decreases. The 
perceived social gains indicated that participants recognized the social value of Face-
book, aligning with the premise of the Social Capital Theory. Users were clustered 
into five groups indicating that there are varied levels of usage. The correlation analy-
ses, although weak, indicated that there are associations between how one uses  
Facebook, views privacy, and manages their work impression. 
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4 Findings and Discussion 

Table 2 shows that although significant relationships found were weak, how one uses 
Facebook and ones’ perceived value in presenting an image of an employable person 
is influenced by how one views their Facebook privacy. With greater Facebook expe-
rience being related to higher perceptions of self-monitoring and work relation, it is 
deduced that the more active one is on Facebook the more likely one is to perceive 
value in monitoring the image of an employable person and using Facebook to man-
age impressions within existing work relationships. A user will only present an image 
of themselves that they consider favourable as it facilitates and stimulates the feelings 
of self-worth [5]. This favourable image aligns with that of a desirable employee.  

Furthermore greater Facebook experience was related to higher perceptions of trust 
such that the more active the user the less trusting. Trust can be viewed as the cur-
rency of social capital, which is acquired through mutual exchanges and interactions 
between people [5]. With Facebook stimulating interaction by way of mutual ex-
changes the way in which Facebook is used and the level of usage influences one’s 
level of trust. The fostering of trust may also be influenced by one’s friend strategy. 
‘Knowing someone personally’ as a pre-requisite for addition to a network allows for 
a select and limited group of friends, stimulates greater trust within this network. Per-
ceiving greater trust could also be influenced by one’s network size, such that smaller 
networks facilitate a more trusting environment as exposure is more limited (majority 
of respondents friend networks were less than 400). Even though the majority of users 
did not limit their settings to friends only, having the ability to select who can access 
shared content builds trust.  

One’s perceptions of self-monitoring and workplace outcomes were related to low 
levels of privacy awareness (Table 2). That is, monitoring activities to present the 
image of an employable person and believing that Facebook can have real workplace 
outcomes are related to decreased levels of privacy protection and information disclo-
sure. In this way, impression management is related to decreased disclosure of  
information as shared content is selected and managed on the basis of presenting the 
specified image. This shows that how one views ones privacy online ultimately  
affects how much information is shared and how impressions are managed.  

High levels of work privacy were related to low levels of perceived work relations. 
Believing that work-associated people should not form part of one’s friend network as 
employers monitor activities is related to low levels of using Facebook as a work tool. 
Thus having a network that is free from work-associated people means that profiles 
do not have to be managed in line with work. Furthermore, high levels of work pri-
vacy were associated with high levels of perceptions of workplace outcomes. The 
belief that employers utilise Facebook to monitor employees is aligned with perceiv-
ing that Facebook can affect ones potential for promotion, career developments and 
possible dismissal or disciplinary action. Viewing privacy in this way will affect what 
information is shared and how it is managed in order to emulate the image of an em-
ployable person. In conclusion, the focus and findings of this paper explored the na-
ture of relationships that have a direct effect on work practices and people’s lives. 
Facebook users who recognise the link between their work and Facebook lives derive 
social value from Facebook and simultaneously appreciate the value in presenting a 
favourable work image online. 
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Abstract. Even though remote collaboration through telepresence is supported 
by a variety of devices and display environments, it still has some inherent 
problems. One of these problems is the definition of a unified spatial reference 
system for the shared workspace in combination with an immersive representa-
tion of the collaborator. To mitigate this problem we propose a technique we 
call spatial mirroring. It is based on a virtual collaboration environment using 
two curved displays and aims to eliminate possible communication errors due to 
left/right misunderstandings. We explain the working principle and ideas be-
hind spatial mirroring, and present two consecutive user studies in which we 
were able to verify its benefits. 

Keywords: Remote collaboration, Telepresence, Orientation problem, Spatial 
reference, Mirroring. 

1 Introduction 

Over the last decade remote collaboration and telepresence have been widely re-
searched and became available to many users (e.g. Skype1). A first vision of remote 
collaboration [8] was sketched in the Starfire video prototype [14]. Since then many 
projects integrated the remote collaboration system into the actual working environ-
ment of the user and created the illusion of being there [7, 11]. Recently the MirageT-
able [1] combined two differently-oriented display areas with a stereoscopic projec-
tion of a remote collaborator allowing three-dimensional collaboration. Beside this, 
additional horizontal displays have also been used to visualize a remote collaborator’s 
interactions based on video overlays on an entirely shared workspace [6]. Even a 
video representation of remote collaborators on additional vertical displays all around 
a horizontal display was proposed [4] and its effect on collaboration was evaluated 
[14]. However, these approaches suffer from a problem, which can even arise in  

                                                           
1 http://www.skype.com 
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co-located collaboration settings: it is a priori unclear which of the different spatial 
reference systems of each collaborator someone refers to [16]. Collaborators can 
share the same point of view, which minimizes reference problems, but this also de-
stroys the feeling of ‘being there’ in a remote collaboration scenario. Contrary to this 
the collaborators can be positioned on different sides of the shared workspace [10], 
which offers a good immersion but suffers from different spatial reference systems. 
While this problem can be mitigated with gazes and gestures in a co-located setting it 
is hard to properly transfer these additional collaboration information into a remote 
system. As speakers tend to use their own spatial reference system more often during 
collaborative tasks [12] this can become a problem during remote collaboration. 
 

 

Fig. 1. Different views of the same table: (A) User 1: normal view, (B) User 2: normal view, 
(C) User 2: horizontally mirrored, (D) User 2: horizontally mirrored and content on the table 
additionally horizontally mirrored (spatially mirrored). Using a spatially mirrored visualization 
reduces misunderstandings about left and right and reduces selection times and error rates. 

We propose a technique called spatial mirroring to overcome such spatial reference 
problems in remote collaboration environments. Spatial mirroring is basically a seam-
less combination of the two metaphors ‘over a table’ and ‘through a glass window’ 
described by Ishii et al. [5] and is based on the collaboration concept of the Perspecti-
veTable [3]. Based on two curved displays [17, 18] we utilize a double mirroring 
effect to align the spatial reference systems for both users in terms of left and right. 
Instead of ‘my left’ and ‘your left’ spatial mirroring creates ‘our left’ across the entire 
working area. In two consecutive user studies we were able to verify the benefits of 
spatial mirroring compared to a non-mirrored visualization. 

2 Spatial Mirroring 

A seamless virtual remote collaboration environment including differently oriented 
working areas allows for modifying the spatial reference system of a user without 
making this explicit or obvious. This way both users can refer to the same ‘left’ and 
‘right’, while objects on the table still remain upside down for the opposite collabora-
tor. (see Fig. 1.a and d). This avoids confusion and explanations about whose ‘left’ or 
‘right’ they reference to. 

Our setup for spatial mirroring is therefore based on a remote collaboration envi-
ronment similar to the PerspectiveTable [3]. It is also based on two curved displays 
located in different cities. Using this setup spatial mirroring is realized with a mirror-
ing along the central vertical axis of the entire video image using a simple pixel shad-
er on one of the displays (see Fig. 1.b to c). While this is sufficient for content located 
vertically between both collaborators, an additional mirroring step is needed for  
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content in the shared horizontal workspace to eliminate the problem of mirror-
inverted appearance caused by the first mirroring (see Fig. 1.c). We are aware that this 
isn’t the only possible combination of mirroring effects to achieve a spatial mirroring. 
But as we already used shaders to correct the image distortion caused by the curved 
displays we could implement the first mirroring step without much extra cost. 

We opted for a virtual avatar like the PerspectiveTable [3] instead of a real video 
image as this allows us to make spatial mirroring go unnoticed. A mirrored video 
image of a known person can be easily identified. In case of a virtual avatar only the 
inverted handedness of the remote collaborator might reveal the mirroring. 

3 Evaluation of Spatial Mirroring 

To evaluate spatial mirroring we conducted two consecutive studies. The first study 
explored the basic effects on users’ performance during simple selection tasks while 
the second study investigated the effects on actual collaboration. Participants of this 
second study solved a puzzle with a remote collaborator. The results of the first study 
show that users performed significantly better in terms of speed and error rate using 
spatial mirroring. The video analysis of the second study revealed that users also 
adapt to the mirrored reference system without problems. Both studies were con-
ducted with curved displays of similar specifications to BendDesk and Curve [17, 18]. 

3.1 Study 1 

In this study a virtual avatar at the opposite end of the remote collaboration table 
asked the participants to select one out of ten virtual playing cards. The cards’ posi-
tion was described relatively to the outer left or outer right cards using different  
instruction types (see Fig. 2.). 

Participants and Design 
19 participants took part in the study (9 females, 10 males, aged between 19 and 59, 
all right-handed). We used three different instructions (audio, pointing and au-
dio+pointing) to describe the cards’ position and two different visualizations (normal 
and mirrored) of the collaboration environment as within-group factors. The combi-
nation of these factors was counterbalanced with an 8×8 Latin square resulting in 64 
actual selection tasks per participant. As both visualizations are the same for the in-
structions audio and pointing we interpreted the results of the normal visualization 
separately for both visualizations.  

Task and Procedure  
The participants were seated centered in front of the display. They had a training 
phase prior to the study where they were asked to select one out of two virtual playing 
cards using all instruction types of the study. There was no feedback if the selection 
was right or wrong during the entire study. 
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Instruction Type: We used three different instruction types: audio, pointing, and au-
dio+pointing. For audio the participants were asked to select a particular card (“third 
card from the left”). In the pointing condition the avatar only pointed at that particular 
card while he combined both instructions in the audio+pointing condition (see  
Fig. 2.). 

Visualization: Two different visualizations were used: normal and mirrored. In the 
normal condition the avatar referred to his left and right of the table, which could lead 
to a mismatch between audio and pointing in the combined condition (see Fig. 2.a). In 
the mirrored visualization the avatar referred to the mirrored spatial system and used 
left and right accordingly (see Fig. 2.b). 

 

Fig. 2. Task design of our first study: A virtual avatar asked the participant to select a specific 
card from a row of ten cards using three types of instructions: audio, pointing, audio+pointing. 
The display was (A) not mirrord or (B) spatially mirrored across these three conditions. 

Measures 
We measured two types of objective data: selection time and errors. Selection time 
was defined as the time between the mention of the location information (end of the 
instruction) and the actual selection of a card by the participant via touch. It was also 
logged if the selection was correct. In the case of audio and pointing these measures 
were interpreted separately for normal and mirrored based on the same input data. 
After each session, participants answered an online questionnaire. 

Statistical Tests and Analysis 
Objective data was analyzed using a repeated measures analysis of variances 
(ANOVA). In cases in which the assumption of sphericity was violated, we used a 
Greenhouse-Geisser correction. 

Results  
As selection times for audio and pointing were identical due to the study design the 
selection times of the visualizations only differed for the audio+pointing instruction.  
Interestingly we still found a significant main effect of the visualization (F1,18 = 
12.628, p < .05) with mirrored (1953 ms) being faster than normal (2095 ms) across 
all instruction types. Besides instruction also had a significant effect on selection 
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times (F2,17 = 19.212, p < .05). Post-hoc tests revealed significant differences between 
audio (2275 ms) and pointing (1642 ms) and also between audio+pointing (2156 ms) 
and pointing. Audio+pointing was even slightly slower than audio only in the normal 
visualization. We believe this is caused by the inconsistency between the audio and 
gestural instruction for audio+pointing in the normal visualization, which might have 
created a higher cognitive load. 

There were also significant main effects of the visualization (F1,18 = 222.493,  
p < .05) with the spatial mirror (99%) being more correct across all instructions com-
pared to normal (43%). This difference is caused by the large number of errors due to 
differing audio+pointing instructions in terms of left and right in the normal visualiza-
tion – only 29% of these selections were correct while 100% of them were correct in 
the mirrored visualization. The instruction also had a significant effect (F2,36 = 18.691, 
p < .05) on the correctness of selection. Post-hoc tests revealed that pointing (100 %) 
performed best compared to audio+pointing (64 %) and audio (49 %) (all p < .05) 
across both visualizations. Besides we also found a significant interaction effect be-
tween visualization and instruction (F1.074,19.340 = 82.899, p < .05). Looking at each 
instruction separately shows that the mirrored visualization achieves nearly 100% 
correctness for all instructions while the normal visualization suffers from nearly 0% 
correctness in the audio only and 29% in the audio+pointing scenario. 

3.2 Study 2 

The second study consisted of a puzzle solving task with a remote collaborator similar 
to the study of Gergle et al. [2]. Two participants had to solve a 4×4 puzzle on the 
shared virtual table sitting remotely face-to-face while on screen was spatially mir-
rored to unify the collaborative working environment. 

Participants and Design  
16 participants (8 females, 8 males, aged between 21 and 31, 14 right-handed) were 
split into 8 teams (two participants per team). These teams were divided into two 
groups based on the visualizations already used in the first study: normal (no mirror-
ing and no mentioning of the purpose of the study) and mirrored with an explicit ex-
planation of the mirroring prior to the study. The remote collaborator was visualized 
with an animated virtual avatar based on Kinect tracking data for both groups. 

Task and Procedure 
The participants received a short introduction and training by solving a simple 3×3 
puzzle on their own using direct touch. Afterwards the remote connection and an 
audio channel were established and the participants started to solve a 4×4 puzzle 
which showed an abstract tribal face in black and white (see Fig. 3). To enforce colla-
boration during the study one third at each end of the virtual table was only available 
to the corresponding user at that side. This way the users had to ask their collaborators 
for a specific tile if they could not access it. 
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Measures 
We recorded each session at both displays in order to analyze the participants’ beha-
vior and interaction with the display. We counted the spatial descriptions of different 
puzzle tile positions during a session (left/right, front/back) and its according spatial 
reference system. We also counted pointing, description of the tile content and tile 
movement for each participant. Each description was also categorized into one of 
three categories: successful (e.g., participant received a tile after asking for it and 
describing its position), not-successful (e.g., collaborator moved the wrong tile), and 
descriptive (e.g., “I will drag this tile over here.”). The participants answered an on-
line questionnaire based on 5 point Likert scales after solving the puzzle. 

 

Fig. 3. A participant during the second study with a nearly complete puzzle and her remote 
collaborator in front of her 

Statistical Tests and Analysis  
Due to the limited number of participants and the subjective video analysis we didn’t 
run statistical tests with the data and use frequencies instead to report our findings. 
They balance numeric differences in terms of left/right references, which might occur 
due to the explanation prior the mirrored condition compared to the normal condition. 
We combined the subjective ratings of the participants into 3 bins: ‘Agree’  
(‘1’ & ‘2’), ‘Neutral’ (‘3’), and ‘Disagree’ (‘4’ & ‘5’). 

Results 
We recorded a total of 117 pointing and movement references and descriptions during 
the study. Some Participants also pointed at tiles or moved them to describe other tiles 
next to them. This happened to similar extents in both groups and therefore doesn’t 
constitute a difference. 

Normal: Surprisingly only 20% of the participants used their own reference system 
for left/right instructions, of which 88% were successful. This is possibly due to the 
rather unfamiliar remote collaboration setting [12]. In most cases they added the re-
spective reference system (e.g., “on your left side”) to the instruction and if they 
didn’t their collaborator asked. Interestingly only 50% stated afterwards that they 
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mirrored left and right in order to describe a tile’s position. In terms of front and back, 
65% used their reference system, which worked quite well (67% success, only 25% 
reported communication problems regarding “in front” and “in the back”). 

Mirrored: All participants of this group used the unified spatial reference system 
regarding left and right: 62% were requests (88% successful) and 38% were descrip-
tive. We found no usage of the pre-mirrored collaborator’s reference system in this 
group. The self-assessment of the participants backs these results: 88% stated that 
they didn’t have problems to determine what was ‘left’ and ‘right’. Nevertheless, 25% 
reported communication problems regarding ‘left’ and ‘right’ after the study. 80% of 
the front/back references were made according to the users’ own point of view; they 
were mainly used for descriptive purposes (71%). However participants reported 
communication problems (25%) and problems to determine what is in the front and 
back (50%) after the study. 

Further Findings: We noticed that subjects used an object’s relative position be-
tween other objects to describe its position during the entire study. Some participants 
even used the display shape as a reference (e.g., “in the curve”). Contrary to our ex-
pectations participants only used a visual description of specific tiles after having a 
rough idea of the entire image and didn’t describe specific visual properties of a tile. 
Finally, 88% agreed that a uniform point-of-view can help to avoid problems. 

4 Summary and Conclusion 

We presented spatial mirroring as a technique to avoid misunderstandings during 
remote collaboration about different interpretations of left and right. We implemented 
a spatial mirror based on a three-dimensional virtual collaboration environment simi-
lar to the Perspective Table [3]. We conducted two consecutive user studies to gather 
first insights on spatial mirroring. The first study showed that a spatially mirrored 
visualization not only allows faster selections but also minimizes selection errors. We 
assume that the faster selection times are due to a lower cognitive load during au-
dio+pointing instructions as the instructions do not conflict during the mirrored visua-
lization.  The same applies for the selection error: The difference between the instruc-
tions for audio+pointing in the normal visualization led to wrong selections, while the 
mirrored visualization was completed nearly without errors. The second study involv-
ing a more realistic collaboration showed that a spatial mirror can help to ease spatial 
descriptions between collaborators during remote collaboration. 

Based on these results we conclude that spatial mirroring can be used to ease re-
mote collaboration by providing a unified spatial reference system. It reduces selec-
tion times due to fewer spatial reference conflicts and helps to avoid communication 
problems caused by misunderstandings about left and right. Nevertheless, one has to 
keep in mind that the position of the content within a document on the horizontal 
working area is also horizontally inverted to avoid mirror-inverted content. It will be 
interesting to investigate if and how this affects remote collaboration with text-based 
content [8]. Beside this allowing to fluently change the seating position around  
the virtual table could help to enhance the feeling of ‘being-there’. Finally the  
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generalization to more than two users will be very interesting as it can be achieved by 
modifying the avatar movements to fit the virtual seating arrangement in each case 
but also opens up a lot of new questions about unified spatial references for all  
collaborators. 
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Abstract. With the increasing prevalence of online shopping, many companies 
have added “personalized recommendation” modules on their websites to col-
lect customers’ click-stream data in real time and conduct relevant analysis, 
which will both assist the decision-making of the web owners and enrich the in-
teractive experience of the customers. A website with more personalized re-
commender system allows users to experience others as psychologically present 
being, conveys a feeling of human warmth and sociability which is believed 
critical for the formation of consumers’ trust towards online stores. In this 
study, a laboratory experiment was conducted to empirically examine the ef-
fects of the level of perceived personalization on consumers’ trusting beliefs 
towards online store. The result also demonstrated that the perception of social 
presence can partially mediate the effect of perceived personalization on con-
sumer’s trusting beliefs.  

Keywords: Personalized Recommendation, Personalization, Social Presence, 
Trusting beliefs. 

1 Introduction 

Web interface, the bridge between websites and consumers, not only undertakes the 
practical task, but also works as an emotional bond, bringing unique experience to 
form a social connection between websites and customers. Websites with persona-
lized recommender system, with Amazon.com as the representative, learn consumers' 
preferences based on the click-stream data, so as to achieve a personalized presenta-
tion. Personalized recommending helps consumers to screen items they might be  
interested in from numerous commodities, and reduces information overload and 
increases choice efficiency. At the same time, it realizes the goal of persuading  
consumers by influencing their choice and preference [1, 2]. 

Apart from the practical functions mentioned above, the scenario of a one-on-one 
conversation is created between consumer and website during the recommending 
process, thereby generating a feeling that he/she is "being with other people". This is 
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the foundation for the forming of the perception of social presence. Many investiga-
tions show that social presence is a key factor influencing the consumer trust towards 
the website [3, 4]. Previous studies, however, rarely discuss how it is affected by per-
sonalized recommendations. This study aims to investigate the effect of personalized 
recommendation on the consumers’ trusting beliefs towards the website and the role 
played by the perception of social presence in this process. 

2 Literature Review 

2.1 Personalized Recommendation 

Personalized recommendation is a representative of personalized service [5]. Most 
early recommendations are generated by asking about customers' preferred commodi-
ty attributes in advance. As the recommendation algorithm keeps improving and data 
mining technology is making advances, personalized recommender system as 
represented by Amazon.com can achieve real-time indirect conjecture on consumer 
demand based on click-stream data. Compared with earlier strategy, this context-
based recommendation strategy moves closer towards personalization. 

A personalized recommender system helps in alleviating information overload, im-
proving choice efficiency, and enabling cross- and up- selling. Besides, it also influ-
ence consumers' cognitive processing and decision-making [6], their evaluation [7] 
and satisfaction, loyalty and trust to the website. 

Researchers have been devoting to increase the accuracy of recommending algo-
rithm. The bottleneck in this process is mainly associated with the constructive nature 
of consumers' preference. While evaluating personalization level, there is no baseline 
website to compare against, regardless of the recommendation method used. Consum-
ers’ perception of personalization varies depending on the tasks, context and time. So 
personalization is not a technical term, but a psychological variable. According to 
psychological theory, the information more relevant to the consumers’ goal will result 
in more perceived personalization and deeper cognitive processing, which is the es-
sence of web personalization [7]. 

2.2 Perception of Social Presence 

The notion of social presence refers to that, in the process of communication, the 
media of communication gives the individual a social feeling that he/she is "being 
with other people". In its nature, the perception of social presence is closely related to 
two psychological concepts: Intimacy and Immediacy.  

In earlier studies, the factors identified as triggering the perception of social pres-
ence include emotional texts, images, personalized greetings, as well as information 
technology(IT)-enabled support for the provision of live chats, forums, consumer 
reviews, live help, and virtual reality technology, etc. It has been revealed that the 
perception of social presence causes more positive assessment on the efficacy of web-
site, the satisfaction, pleasure experience and intention to use [8]. However, few  
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researchers investigate the effect of perceived personalization on the perception of 
social presence [8]. 

2.3 Trusting Beliefs towards Websites 

Unlike traditional context, shopping online seems to be deficient in human touch. It is 
more difficult but more important to build consumer’s trust towards online store. 
McKnight, Choudhury and Kacmar [9] believe that, in the context of online shopping, 
the trust towards a website consists of trusting beliefs and trusting intention. Trusting 
beliefs, reflecting consumer's concrete cognition and emotional belief towards the 
seller, can directly lead to trust intention and trust-related behavior. 

In previous studies on user adoption of personalized recommendation, trust is a key 
psychological variable. Personalized recommendations can facilitate the formation of 
trust by improving the transparency, perceived control and internalization.  

Some studies suggest that personalization can result in emotional sense or affective 
experience, like feelings of intimacy, perception of social presence [1], which can 
improve trusting beliefs towards online store. Therefore, it is a new trend of research 
to put emphasis on the emotional bond between the consumer and website, and on the 
formation of trust from the social aspect. 

3 Hypothesis Development 

Kumar and Benbasat [7] are among the first to have discussed the difference between 
personalized and non-personalized websites in creating users’ perception of social 
presence. They filtered Amazon.com's contents in real time in laboratory experiment, 
and found that the personalized recommender service in Amazon.com improves its 
social presence. The study conducted by Choi et al [8] manipulated the recommenda-
tion pages with varying levels of personalization according to the connections be-
tween the recommendation source and the consumer, in order to explore the influence 
of products recommendations with different personalization levels on the perception 
of social presence and intention to use. The results indicated that, compared with non-
personalized recommendation (for example, ranking lists), users experienced a higher 
level of social presence in personalized recommendation page.  

We believe that the higher the personalization level perceived by consumers from a 
website, the more likely the consumers feel involved in a one-to-one dialogue be-
tween him/her and the website. The intimacy and sociability easily create a warm 
feeling, i.e. the perception of social presence. Hence we make the following hypo-
theses: 

Hypothesis 1: Recommendation webpages with higher personalization level 
strengthens the consumer's perception of social presence. 

The content, presentation, and timing affect and what the consumer feels about the 
personalization level of the recommendation, influence his/her judgments on the web-
site. Previous studies mostly focus on the recommendation agencies which acquired 
information of user preference explicitly. It shows that consumers develop higher 
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cognitive trust and emotional trust towards the website when their perception of per-
sonalization is higher [10]. Moreover, the stronger the perception of personalization, 
the more precise, in the consumer's point of view, the website's conjecture on his/her 
preferences would be, which enhances his/her trusting beliefs towards the website. 
Hence,  

Hypothesis 2: Recommendation webpages with higher personalization level 
provoke stronger trusting beliefs from the consumers. 

Through previous studies, it is not difficult to conclude that the perception of social 
presence is a key intervening variable in the process of users reading through the web 
interface elements to affect the user trust [3, 4]. In this study, further test is made to 
see whether user's perception of social presence will mediate the influence of per-
ceived personalization on trusting beliefs towards the website. Hence,  

Hypothesis 3: The perception of social presence mediates the influence of  
personalization on trusting beliefs. 

4 Research Methodology 

The task for the experiment consisted of asking participants to imagine that he/she is 
going to do some information searching for what he/she needs to buy, then browse 
web pages of a prototype shopping website named “Orangeebuy.com”. The study was 
designed as a one-factorial experiment manipulating two levels of perceived persona-
lized in two independent groups. Participants were randomly assigned to the two 
groups, where each participant was exposed to only one level of stimulus or  
condition. 

The prototype site was designed in terms of content and page layout to resemble 
typical e-commerce sites, such as Amazon.com. Product introduction page displayed 
basic product information of one item, followed by a set of recommendations—8 
similar products—preceded by the words “products recommended”. For each condi-
tion, three product introduction pages involving three items, namely, headphone, 
TOEFL book and walnut, which were chosen in earlier studies [3, 8], were displayed. 
In order to confirm that the three items were within the scope of online shopping for 
college students in Beijing, an online questionnaire survey of about 200 undergra-
duates in Beijing was conducted. The results showed that books, digital devices and 
snack food were the top three product categories they most frequently purchased, and 
we also identified the commodity properties of the three items (price, brand, etc.) that 
the students were mostly concerned about when purchasing online.  

All conditions, featured the same information of product introduction, but differed 
only in terms of recommendations. Following the strategy of “goal-relevance”, which 
is considered as the major feature of e-personalization [2], participants in GroupHigh, 
received more relevance recommendations to the product being introduced on current 
page based on the commodity property identified before than those in GroupLow . 

Following the completion of the task in the main experiment, all items were state-
ments and subject responses were offered on a 7-point Likert scale ranging from 
Strongly Agree(1) to strongly disagree(7) . All the measuring scales were previously 
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validated, including scale for Trusting beliefs [4, 9], scale for perceived personaliza-
tion [10], and scale for social presence [3] and measuring for demographical profiles. 
Each participant would get a reward of 10 RMB and some candies. 

5 Data Analysis 

A total of 114 undergraduates successfully completed the main experiment. Among 
them, 55 are arranged in GroupHigh and 59 in GroupLow. All participants were recruited 
from universities in Beijing, China, including 39 males and 75 females with an aver-
age age of 23.5 years old. All participants reported that they had online shopping 
experience. 

An independent-samples’ t-test shows that the average score of perceived persona-
lization between GroupHigh and GroupLow is significantly different (MeanLow =4.76, 
MeanHigh =5.65, t=5.172, p<0.001), which means that the experimental manipulation 
is successful. 

We perform confirmatory factor analysis using AMOS 18.0 on the measurement 
model to assess internal consistency reliability, convergent validity, and discriminant 
validity. Trusting beliefs are represented as a second-order reflective construct, with 
benevolence, competence, and integrity beliefs represented as first-order reflective 
constructs [9]. Following the procedures recommended by Gorsuch, a first-order con-
firmatory factor analysis is used to confirm the structure of the three dimensions of 
trusting beliefs. The result shows, χ2 / df = 1.782, NNFI = 0.906, CFI = 0.955, 
RMSEA = 0.083; the correlation coefficient of three sub-dimensions is 0.4~0.7 (0.65, 
0.65, 0.48). In second-order analysis, the model fitting indexes are also acceptable. 
But the correlations between second- and first-order factors are stronger (0.66, 0.67, 
0.96). Therefore, Trusting Beliefs as a second-order reflective construct can suffi-
ciently express the concept connotation with a convenience of model simplification 
by averaging items from three sub-dimensions scales to represent the Trusting  
Beliefs. 

A reliability test is conducted with an internal consistency test (Cronbach's alpha). 
The measurement items used in this study are shown to be reliable in that Cronbach’s 
alpha values for all dimensions are at least 0.7. Then, the convergent and discriminant 
validity of the constructs are assessed and suggested to be acceptable as described in 
Table 1 and 2. 

To test the hypotheses, we test the perception of social presence and trusting be-
liefs between the two groups using One-way ANOVA. It is found that significant 
difference exists (Social Presence: MeanLow=3.97, SDLow=0.96, MeanHigh=4.68, 
SDHigh=1.19, Fsocial presence=11.923, sig. = .001; Trusting Beliefs: MeanLow=4.49, 
SDLow=1.02, MeanHigh=5.12, SDHigh=0.71, Ftrusting beliefs=13.992, sig. = .000). Thus, 
Hypothesis 1 and Hypothesis 2 are confirmed. That is, recommendation webpages 
with higher personalization level can create a stronger perception of social presence 
and trusting belief. 

In all of the regression analyses that follow, we first enter a series of control va-
riables before testing Hypothesis 3. These control variables include gender, age,  
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education, hours spent on Internet per day, and shopping frequency in recent three 
months. 

To test for mediation, we use the following four-step procedure outlined by Baron 
and Kenny (see Table 3): Model 1 shows that Perceived Personalization is significant-
ly related to Social Presence (β=0.548, p<0.001). Model 2 suggests that Perceived 
Personalization is significantly related to Trusting beliefs (β=0.608, p<0.001). Model 
3 shows that Social Presence is significantly related to Trusting beliefs (β=0.502, 
p<0.001). Support for the mediation hypothesis would be observed if the initially 
significant relationships we find between Perceived Personalization and Trusting 
beliefs disappear or decrease after we add Social Presence into the regression equa-
tion. Model 4 indicates that after Social Presence is added to the regression model, the 
initially significant relationship between Perceived Personalization and Trusting be-
liefs does not disappear (β=0.440, p<0.001). This result suggests that Social Presence 
only partially mediates the relationship between Perceived Personalization and Trust-
ing beliefs. Thus, Hypothesis 3 is confirmed. 

Table 1. Results of Reliability and Convergent Validity Analysis 

Items Standardized 
loadings 

Cronbach’s 
alpha 

Items Standardized 
loadings 

Cronbach’s 
alpha 

PP1 0.755 0.778 TBb1 0.709 0.808 
PP2 0.889 TBb2 0.803 
PP3 0.600 TBb3 0.790 

SP1 0.791 0.877 TBI1 0.875 0.915 
SP2 0.737 TBI2 0.903 
SP3 0.689 TBI3 0.879 
SP4 0.867 
SP5 0.784 

TBc1 0.773 0.851 Trusting Belief 
Dimension 

n/a 

TBc2 0.826 Competence 0.884  
 
 

TBc3 0.843 Benevolence 0.753 
TBc4 0.661 Integrity 0.600 

χ2 / df= 1.743 (df=129)  CFI=0.923   NNFI=0.841   RMSEA=0.081 

Table 2. Average Variance Extracted (AVE) and Construct Correlations 

                         AVE           PP              SP              TB             

Perceived 
Personalization(PP)     

0.797           0.892                                          

Social Presence(SP)     0.882           0.565           0.939                          
Trusting Beliefs(TB)    0.949           0.930           0.811           0.974          
Note: Square root of AVE in bold on the diagonal. The AVE for each construct was > .5 as 
recommended. The square root of the AVE for each construct was also > the correlations 
with other constructs as recommended. 
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Table 3. Hierarchical regressions for mediation tests (N=114) 

Variable Model 1 Model 2 Model 3 Model 4 

Social  
Presence 

Trusting 
Beliefs 

Trusting 
Beliefs 

Trusting 
Beliefs 

Control     
Gender -0.041 0.135 0.180 0.138 
Age -2.09 -0.213 -0.054 -0.153 
Education 0.009 0.023 -0.049 0.022 
Hours on the internet 
per day 

-0.065 -0.13 0.009 0.006 

Shopping Frequency 0.125 -0.05 -0.063 -0.084 
R2 0.232 0.037 0.193 0.193 
Perceived personalization 0.548*** 0.608***  0.440*** 
R2 0.529*** 0.452***   
Social Presence   0.502*** 0.311*** 
R2   0.624*** 0.745*** 

* p<0.05    ** p<0.01    ***p<.001 

6 Discussion 

The experimental results show that, the recommending pages with two different levels 
of personalization arouse different perceived social presence and trusting beliefs to-
wards online store. The higher the level of personalization that the users perceive, the 
stronger the perception of social presence, and the greater the trust towards the online 
store the consumers would have. The mediating effect of social presence is significant 
for the design of recommendation system.  

Theoretical contributions of this study would be as follows. First, for users, perso-
nalization is a kind of psychological perception and evaluation of goal relevance. The 
greater the relevance to self needs, the higher the level of personalization he/she 
perceives. Second, personalized recommendations can directly affect trusting beliefs 
towards online store, and also affects indirectly by improving users’ emotional expe-
rience. Third, perception of social presence is crucial for trust building process. Past 
researches mainly focus on improving the credibility of recommendation in order to 
enhance trust, while this study adds the social and affective influence of personalized 
recommending. 

This study has several limitations. Our samples are composed only of undergra-
duate students. Future research should include participants within a more diverse 
range of age, online shopping experience and computer experience. And the persona-
lized recommendation concerned in this paper is not a real one generated by a com-
puter system. Therefore, the ecological validity of the experiment is affected. 

Nonetheless, this study has already demonstrated the importance of personalized 
recommendation in terms of social impact. Managers who provide personalized rec-
ommendations on their online store should give concern to users’ perception of social 
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presence generated in the interaction with website. In addition, personalized recom-
mendations might have different effects in combination with some social network 
elements and other environmental or psychological factors that might influence the 
social impact of personalized recommendations, which are all worthwhile for further 
investigation in the future. 
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Abstract. Social networks increase the challenges of designing real-world 
aspects whose computational abstraction is not simple. This includes death and 
digital legacy, strongly influenced by cultural phenomena, such as religion. 
Therefore, it is important to analyze youngsters’ concepts of death in the web, 
as the Internet Generation outnumbers other groups of social network users. 
Besides, due to their age, many of them face other people´s death for the first 
time on the web. This paper analyzes to what extent these users’ religion and 
the belief in afterlife may signal guidelines for a social network project that 
considers volition towards digital legacy. The data herein analyzed qualitatively 
and quantitatively come from a survey-based research with Brazilian high 
school students. The contributions for Human-Computer Interaction (HCI) 
studies comprise design solutions that may consider aspects of religion, death 
and digital legacy, also improving users’ and designers’ understanding on these 
issues in system design.   

Keywords: social networks, Internet Generation, post mortem, religion. 

1 Introduction 

In the context of the diverse technological changes we face, especially the large use of 
social networks, many questions arise and make users and researchers think of their 
impacts on society. This challenge is bigger for software programs in which users 
connect, communicate and share content, because there are some real-world facts that 
migrate to the web and are difficult to undergo computational abstraction. Among 
these facts, users’ post mortem aspects may be hard to design. 

Being born, growing up and dying are natural events in human beings’ life cycle, 
but things are not that simple on the web. The misalignment between life and death in 
the “real” and the digital worlds makes it harder to design post mortem aspects for 
social networks [13]. Software brings us to a new scenario, in which human beings 
can become immortal, even if involuntarily. 

                                                           
* Corresponding author. 
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Considering the possibility of immortality on the web, which involves bereavement 
[3] [17], posthumous interaction [15] and the preservation of users’ memory [10], it is 
also important to discuss the user’s volition about the destination of his digital legacy, 
so as to plan design solutions and provide legal basis for digital wills. 

By means of a research with youngsters from the Internet Generation, [15] studied 
how these users’ social representations of death influenced their concepts and 
practices of posthumous interaction. This research helped to design applications that 
considered post mortem aspects, by discussing, among other issues: a) which 
resources in dead people’s social network (SN) profiles were most frequently 
accessed by these youngsters; b) what could be done to their SN accounts after their 
death, such as blocking some functionalities or password forwarding; and c) whether 
they would like their accounts to be removed from the SN after death. Other data 
therein collected are important to the present research, such as the fact that most of 
those youngsters had got in touch with someone’s death for the first time in social 
networks. 

However, other cultural representations, such as religion and funeral rites, are also 
related to human interactions facing death, which makes it important to study these 
aspects in a research on digital legacy. As every culture is a sign system, and human 
practices are systems of signification [9], one must investigate how these phenomena 
give new meaning to users’ ideas about death and legacy. Therefore, we intend to 
understand in this research to what extent users’ religious diversity, different belief 
systems and opinion about post mortem life can indicate guidelines for a SN project 
that consider users’ volition, i.e. conscious choice, regarding their digital legacy. 

In this research, we analyzed data from surveys answered by youngsters from the 
Internet (or Y) Generation, born between 1977 and 1997[22], who study in a Brazilian 
state school. The data we collected are interpreted considering previous researches 
and theoretical background on culture, religion and death. According to data from the 
Pew Internet research institute [18] on SN users in the United States, Facebook was 
used by 66% of Internet users (63% of the men and 70% of the women) in 2012, 
followed in terms of popularity by LinkedIn (20%) and Twitter (16%), although the 
latter two networks are most used by young adults. On the other hand, 83% of 
Facebook users are between 18 and 29 years old. In Brazil, in 2011, data from the 
Brazilian Internet Steering Committee (Comitê Gestor da Internet no Brasil - CGI) [6] 
also revealed that in 2011 83% of young people aged 16 - 24 use social networking 
sites, such as Orkut, Facebook and LinkedIn. 

For the HCI field, we contribute in terms of design solutions that may consider 
religion, death and digital legacy, so as to deepen users’ and designers’ understanding 
on the role of death in system projects. From an epistemological point of view, 
bringing religion as a cultural aspect to HCI discussions is an attempt to study, from a 
computational perspective, another lens through which humans see reality and their 
interactive processes. In this research, religious diversity is regarded as an analysis 
variable, although science and religion are traditionally considered opposite areas. 
Thus, we have adopted Einstein’s investigative paradigm: “science without religion is 
lame; religion without science is blind”. 
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This paper is structured as follows: after this introduction, we present some 
theoretical background on the main issues discussed herein (section 3). Then, the 
research methodology is described. In section 4, the case study is presented and 
discussed. Finally, the conclusions and references are enlisted. 

2 Theoretical Background 

In order to analyze post mortem digital legacy, besides identifying the state of the art 
in this area, it is necessary to study culture, religion and death in our society.  

2.1 Culture, Religion and Death 

Religion is an inextricable part of life in society. [8], one of the first sociologists who 
studied religion scientifically, ascribes to religious practices the first human 
representation and symbolization systems, which determine abstract notions of time, 
space and causality. According to this sociologist, religion is a social fact, which 
makes it a common phenomenon to all human communities.  

This idea of religion as a human practice emerging from social interaction is 
closely related to Geertz’s view [9]: religion as a cultural system. In this context, the 
concept of system also applies to Anthropological Semiotics, which understands 
every culture as a sign system, and human practices as systems of signification. 

The same definition of culture is employed by researchers on Semiotic 
Engineering, in the HCI field [20], to discuss projects and design solutions that 
consider cross-cultural aspects in computer-mediated communication, either between 
users or among users and designers. Therefore, among many definitions of religion 
(profane and sacred ones), this research spouses Geertz’s view, as it is widely spread 
in HCI discussions and may bring some light to system projects facing digital legacy 
and cross-cultural religious diversity. 

The connection between religion and death goes far beyond the comfort that sacred 
matter can bring to bereavers: religious funereal rites found culture [19], no matter if 
they are festive or mournful. This means that men abandon their state of nature and 
humanize in contact with someone’s death, by waking, celebrating or mourning the 
corpse, i.e. ascribing meaning to a body that ran out of biological function. Then, the 
corpse has become a pure support for symbols, interface where men place values, 
feelings and material objects. Regarding these farewell rituals, we can see how human 
beings try to keep in connection to the dear ones that are no longer alive, driven by 

their imaginary and using symbols such as candles and flowers.  
Actually, “death is a natural and non-classist fact. But it is also a social and cultural 

fact. As a social fact, it is stratified; as a cultural fact, it is intertwined with values and 
meanings” [21]. This set of cultural meanings, organized into religious systems, 
works as guidelines for people in their interactive practices with the dead: oblations, 
prayers, bereavement or bequeathment. People’s beliefs determine who can interact 
with the dead, when, why and how to do it. [21] reinforces this idea by stating that 
“death entails the development of exclusion mechanisms, and their frontiers in 
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different cultures are established by the limits between the sacred (the world of the 
dead) and the profane (the world of the alive). This duality lies underneath the 
collective imaginary and creates an invisible world parallel to the events of life.  

In the Brazilian context, the three religions with greater amounts of believers are 
Catholicism (64,62% of the population), Protestantism (22,16%) and Spiritualism 
(2,01%), according to the data from the 2010 census [11], which quantified also the 
number of people with no religion (7.6%) and atheists (0,3%). In this discussion, it is 
not up to us to question God´s existence or post mortem life; instead, we focus on the 
fact that religion, as an element of culture, has its own meanings, possibly influencing 
the use and design of social software. 

Based on these pieces of information and on the fact that most participants in this 
research are either Catholics or Protestants, it is necessary to understand how these 
religions deal with death. As they are both Christian religions, with a common 
historical background, Catholicism and Protestantism bare resemblance to each other 
when it comes to the understanding of death as a passage to an eternal life, denying 
reincarnation. However, whereas Protestants only believe in Heaven or Hell as 
afterlife destinies, Catholics consider also a third option: Purgatory. In terms of 
ritualism, the ceremonies of wake and burial in these religions are similar, although 
many Protestant groups do not employ candles as Catholics. Furthermore, whereas 
Catholics pray for the soul of the dead, Protestants tend to pray for those who are 
alive[7]. After the burial or cremation, it is common for Catholics to celebrate 
requiem masses seven days, one month and one year after the day of the death; on the 
other hand, such rituals do not exist in Protestantism[7]. This difference is related to 

the existence of a specific ritual for death among Catholics: extreme unction. 
Some research has been done on religion and technology in the area of HCI. 

According to [25], although the design-oriented research examining religion is 
growing, only a handful of the world’s major faiths have been studied. The uses of 
technologies in religious practices are also studied by [26], who presented results 
about the uses of technologies in three aspects of religious work: religious study and 
reflection, church services, and pastoral care. In another study, more focused on HCI, 
[24] analyzed how topics of interest to HCI researchers (e.g., material artifacts, 
routines, and Information and Communication Technologies use) are used for 
religious purposes. In their related works section, these authors presented an overview 
of researches on similar issues, grouped into three major categories: religion online, 
design explorations, and studies of appropriation. The aforementioned studies present 
interesting contributions about the relation between technology and religion, but do 
not specifically address this topic from the perspective of death and its taboos. 

2.2 Related Works 

In the HCI field, researches on this subject are recent and study the relation among 
death, mortality, bereavement and technologies. Particularly [16] have been doing 
research on HCI and the end of life in a lifespan-oriented approach. Other researchers, 
such as [3], investigate users´ behavior in social networks, based on their posts to 
dead people. In Brazil, researches have been done on post mortem data management. 
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In this sense, according to [13], social software must comprise a volition element, that 
is, software planning must consider the user’s decision on the destination of his digital 
legacy. In his research, the author presented some possibilities that were considered in 
planning design solutions for posthumous digital legacy, such as: 

1. attributing password power to third parties, while alive or in a will, attesting the 
wish for posthumous interaction. It is important to notice that password forwarding 
is a service that some specialized enterprises offer, studied by researchers like [4]. 

2. having a back-up copy of the digital legacy in some equipment or in a network, so 
that login and password are not necessary for access. Although this is an option to 
preserve digital legacy, this would be too demanding for users, because of the need 
for constant backup and software restrictions. 

3. keeping a link with real-world institutions and documents to confirm one´s death, 
in the context of the social web. However, many changes would have to occur so 
that these processes were aligned, which would affect both governmental 
institutions and the laws of the jurisdiction where users live or the applications are 
hosted. 

4. providing resources in the very social web applications to register users’ volition. 
In this case, the user could choose via software the destination of his digital legacy. 
This would have a strong impact on the terms of use developed by software 
enterprises and agreed with by users. 

Such solutions came out of a research with 83 software engineers [13]. That 
research also resulted in a list of requirements for social web applications that could 
provide users with volition functionalities for post mortem digital legacy (as in option 
d, from the aforementioned solutions). 

In an extension of that research, [14] discussed how taboos and beliefs on death are 
an integral part of life in society and may affect, for instance, system development. To 
understand this phenomenon, software engineers’ discourse was analyzed considering 
taboos and beliefs over death, which could condition the proposal of solutions to 
model digital legacy aspects for social networks. Seven categories of beliefs were 
generated and discussed, according to the software engineers’ opinions: non 
profanable legacy, funeral rites, the immaterial beyond death, death as an end, death 
as adversity, death as interdiction, and the space required by death. In terms of results, 
that research found a predominance of the concepts of something immaterial beyond 
death and that death is an end in itself, two antagonist trends that might influence 
software development concerning death issues.  

With regard to managing dead users´ digital legacy, [27] defined four possible 
destinations for such data in social networks: leaving (not doing anything to the 
account), deleting (removing the account), forwarding (giving the password or part of 
the assets to an heir) or archiving (keeping a backup copy of the data, maybe in 
material medium). Regarding the choice to leave passwords for an heir, [12] have not 
identified clauses about password transfer in case of death in the terms of use of 
Facebook, Google+ and LinkedIn, in three different countries (USA, UK and 
Canada). Finally, there are data that become unmanageable after the death of the 
account owner, as there are no means to access them. 
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The data of people who die, available on the web, permit posthumous interaction, 
that is, the system interaction with deceased people’s data, or between users and 
deceased people via system [15]. These authors reinforce that it is worth stressing that 
the datum itself is not posthumous, as it was produced by the user when alive. 
Posthumous is the interaction occurring with data belonging to someone already dead, 
a process which is guaranteed by the asynchronous character permeating a large share 
of the communicative processes in the Internet. In that research, conducted with 
youngsters from the Internet Generation, it was discussed how the death 
representations of such generation influence their conceptions and practices on 
posthumous interaction.  

There is evidence, however, that this posthumous interaction falls in frequency 
over time. [3] observed from empirical analyses on deceased users´ profiles on 
MySpace that comments on these pages reached a peak on the day of the death, 
decreased quickly within 10 days following this event and then reduced more slowly. 
The analysis of posthumous interaction is most often accomplished through empirical 
observations on websites than in interviews with the bereaved, given the emotional 
charge involving the death experience. The same applies to the study of real-world 
mourning practices, as it is more common to observe externally a funeral rite than to 
interview its participants [23]. 

Regarding the importance of semiotics in the design of systems that consider post 
mortem issues, it is necessary to discuss symbols or images related to this context. 
Proposing some useful guidelines for the development of systems that consider the 
possibility of digital mourning, [16] mentioned the importance of permitting the 
bereaved to control and choose their death-related symbols, determined in part by 
their belief systems, taboos and religious diversity. These authors also warn that some 
mourning symbols are extremely private, while others are meant to be publicly viewed. 

However, are the users’ wishes on the fate of their digital legacy influenced by 
religious beliefs? This issue is discussed by means of a case study in Section 3. 

3 Methodology 

This research was conducted with teenagers taking integrated secondary and technical 
education at a public school in Cuiabá (Mato Grosso – Brasil), called Instituto Federal 
de Mato Grosso. The school has 442 students in this segment, 78 of which 
participated in the research. Because of their age, these users are part of the Internet 
Generation, born between 1977 and 1997, according to Tapscott [22].   

Initially, during the period from June 1st to 12th, in 2012, one of the researchers 
went to these students’ classrooms, to provide them with a brief explanation about the 
research and give them a Term of Consent for answering the questionnaire, according 
to Brazilian Legal Resolution 196/96 [2], which establishes regulating directives and 
norms for researches involving human beings. As they were underage, the Terms of 
Consent had to be signed by their parents or person in charge, so that, at a set date, 
these young people responded to the questionnaire. However, this procedure was 
harmed because many students failed to bring the Term signed, saying they had either 
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forgotten to bring it, or failed to show it to their parents. Hence, it was not possible to 
assess how many had not been granted permission to participate in the research and 
how many failed even to tell their parents about it. Maybe the very application of the 
questionnaire was affected by taboos concerning death or religious issues, hindering a 
more systematic reflection on the theme. 

220 Terms of Consent were delivered and 78 students brought them signed. They 
participated in the research, filling in an individual anonymous questionnaire in the 
classroom. Considering all users who have expressed interest in participating in the 
survey, we have an intentional non-probability sample, composed of a known and 
finite population, which admits a maximum error of 4.7%, and desired confidence 
level of 95%. 

The questionnaire had 33 questions, open and closed ones, divided into general 
data, knowledge on computing and on the internet, religion, social networks and 
posthumous data, and representations of death. To create the questionnaire, issues 
raised in previous researches and theoretical background in the area were taken into 
account, including a research instrumented with a 404-question questionnaire [1], the 
social representations of death categorized by [5], issues raised by software engineers 
as to the possibility of volition concerning the digital legacy [13], and these 
professionals’ taboos and beliefs about death [14]. The planning of the data collection 
instrument was crucial to the research. It should be stressed that, before applying the 
questionnaires to the teenagers, a pilot research was conducted with the planned 
instrument. 19 students of a MSc program participated in it, who study education 
technologies and generational differences. The pilot questionnaire allowed significant 
adjustments to the instrument, especially in order to clarify some questions. 

Initial data from this research were analyzed by [15]. In that first analysis, the 
authors investigated how the Internet Generation´s social representations of death 
influenced their conceptions and practices of posthumous interaction in social 
networks. 15 questions were analyzed then, and 5 correlations were made among the 
questions, via software. Now, in the present research, the questions about religion 
were analyzed and correlated with those on users´ volition about the destination of 
their post mortem digital legacy. To do so, the data were fed into an Excel spreadsheet 
and tabulated in SPSS (Statistical Package for the Social Sciences), for later 
quantitative-qualitative data analysis. The questionnaire questions were identified by 
the letter “P” for data analysis. From the total set of questions in the instrument, 18 
were analyzed in this research, and 8 correlations were made among them, via 
software. That selection considered the focus of our proposal. In the qualitative 
analysis of the only open question, the teenagers were identified by the letter “J”, 
followed by the questionnaire numbering. In the next section, these data are analyzed. 

4 Data Analysis 

In this section, the data tabulated are analyzed and discussed.  



 Social Network Users’ Religiosity and the Design of Post Mortem Aspects 647 

 

4.1 Demographic Data 

Our research included 17.65% of the secondary education students of a federal school 
in Cuiabá (Mato Grosso – Brazil). All the teenagers belong to the “Internet 
Generation”: 2.6% of them were born in 1993; 2.6% in 1994; 28.2 in 1995; 39.7% in 
1996; 24.4% in 1997; and 2.6% in 1998. 

Out of the teenagers participating in the research, 69.2% were female and 30.8% 
male. 93.6% answered they had a computer at home and 6.4% said they did not. 
About 73% of the teenagers declared to use the Internet for 1-4 hours a day. Among 
the most frequently accessed sites, 79% mentioned the SN Facebook, followed by 
Google (37.1%) and by Hotmail (25.6%), considering that each answer could contain 
up to three sites. Hotmail is observed to have the MSN communicator integrated to 
the system, which also constitutes a SN. 62 out of the 78 participants have Facebook 
accounts. 

These sample data allow us to state that the great majority of the participant 
teenagers frequently use computers and the Internet frequently, making constant use 
of social networks. Thus, it can be considered that this research is really based on the 
opinion of the “Internet Generation”. 

4.2 Religion 

The questionnaire had 5 specific questions that focused on religious issues and funeral 
rites. In question P8, 94.9% of the participants answered that they believed in God, 
whereas 3.8% do not share such belief and 1.3% did not answer the question. When 
asked about which religion they belong to, most students said that they are either 
Catholics or Protestants, among some other religions, as we can see in Table 1. 

Table 1. Users´ religion 

Religion % 
Catholics 33,3 
Protestants 48,7 
Spiritualists        5,1 
Jeovah´s witnesses 1,3 
No religion 10,3 
No answer 1,3 

 
Conversely to the Brazilian 2010 Census [11], this group of youngsters has more 

Protestants than Catholics, besides some Spiritualists and a single Jeovah´s Witness. 
Perhaps, this disparity is due to other demographic aspects, such as social classes, 
parental educational level, location of the school etc., which were not investigated in 
this research. Among the participants, there were no Jews, Buddhists or Muslims. 

Question P10 asked if these youngsters engaged in religious rites. 38,5% answered 
“Yes, always”; 42,3%, “Yes, sometimes”; 7,7%, “No, never”; and 11,5% did not 
answer this question. Crossing the data from questions P10 and P9, the results suggest 
that most youngsters are not constant practitioners of their religions, as table 2 shows. 
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Table 2. Religion x Religious practices 

Answer         Catholics (%) Protestants (%) Spiritualists (%) 
Yes, always 34,6 48,6 50 
Yes, sometimes 53,8 43,2 50 
No, never 11,5 8,1 - 

 
Such data suggest that those who are not constant practitioners of their religions 

might not be strongly influenced by their rites and dogmas concerning death and 
legacy. This is in close relation to the fact that religious systems are not homogenous, 
so that Catholic practices may differ from parish to parish, as well as Protestant 
attitudes vary from pastor to pastor.  

In question P11, when they had to answer about post mortem life, 61,5% of the 
respondents stated that they believed on it, whereas 38,5% said they don´t. This 
question, different from the others, was not left blank by any participant, which 
suggests some kind of conviction on this topic. However, it is interesting to notice 
that post mortem life is a dogma that Catholics, Protestants and Spiritualists spouse, 
although their understanding on this issue is different. The fact that a significant 
amount of youngsters said that they do not believe in post mortem life confirms the 
aforementioned interpretation that their beliefs do not necessarily match the dogmas 
of their religions. 

The 48 participants who answered that they believed in afterlife were asked 
another question (P12) on the meaning of life after death. They were given three 
answer options: “the migration of the soul to another physical body”, chosen by 3 
respondents; “life in parallel worlds”, chosen by 29 respondents; and “other”, chosen 
by 16 respondents. 

Those who answered “other” were asked to explain, with their own words, the 
meaning of “afterlife”. Analyzing the answers, it is very clear that the meaning of 
afterlife for these youngsters lies on where this life takes place, rather than what it 
consists of. Locative expressions, such as “in Heaven” or “beside God” are repeatedly 
present in their answers, as for instance: “It means to go either to Heaven or Hell, 
according to how you lived on Earth” (J12), and “Living close to God after His 
return” (J56). We also emphasize the predominance of typically Christian images in 
their explanations on afterlife, such as “Heaven”, “Hell”, “Jesus Christ” and the “Last 
Judgment”, confirming the religious profile identified in P9. Here are some of the 
responses containing these images: “Eternal life with God and His son Jesus Christ” 
(J32), and “When we die, we will wait for the final judgment” (J71). 

If we compare the results of P11 (belief in afterlife) and P9 (users´ religion), the 
results show that 76,9% of the Catholic respondents believe in post mortem life, 
47,4% of the Protestants, 100% of the Spiritualists and 62,5% of those with no 
religion. The distinction between the answers of Catholics and Protestants confirms, 
once more, that these youngsters´ beliefs do not necessarily match the dogmas of their 
doctrines, as afterlife is a common element for Catholicism and Protestantism, even if 
slightly different in certain theological aspects. 
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4.3 Procedures after the User’s Death 

In question P30, the participants should choose up to three alternatives indicating 
what they wanted to be done to their SN accounts after death. It is important to recall 
here that, as explained in the methodology section, such alternatives consisted of 
procedures selected from previous researches on the subject [13] [14], conducted with 
software developers. 

Table 3 shows the correlation between the answers to P30 and users´ religions 
(P9). As respondents could choose more than one option in P30, 204 answers were 
deemed valid. The acronym NR means the amount of choices for each option. 

Table 3. Procedures after the user´s death vs users´ religion 

Procedure after the user´s death (nr = 204) Catho
lics 

Protes
tants 

Spiritua
lists 

No 
religion 

% 

a1) A farewell message written by you should be 
shown on your profile, as soon as your death is 
confirmed (nr=42) 

61,5 55,3 50 37,5 53,8 

b1) A user previously selected by you should be 
given your login and password. However, he would 
have to obey the commands you left in a digital will 
(nr=37)  

42,3 52,6 25 62,5 47,4 

b2) An heir previously selected by you should be 
given your login and password, but free to do 
whatever he wanted to your account and data (nr=7) 

15,4 2,6 0 12,5 9 

c1) Your account should be immediately deleted, in 
case of official report of your death (nr = 17) 

30,8 18,4 0 12,5 21,8 

c2) Your account should be deleted by the end of a 
pre-selected period after the official report of your 
death. Within this period, your contacts would be 
normally able to access your account (nr=21) 

15,4 34,2 50 12,5 26,9 

d1) Your account should remain active on the SN, 
so that any user could see it (nr=14) 

11,5 18,4 0 37,5 17,9 

d2) Your account should remain active on the SN, 
but only your friends would be able to see it (nr=17) 

26,9 18,4 25 12,5 21,8 

d3) Your account should remain active on the SN, 
but only some previously selected friends would be 
able to see it (nr=5) 

7,7 2,6 25 12,5 6,4 

e1) Your data should be sent to a virtual cemetery or 
a memorial profile, containing only some 
information you chose, such as date of birth and 
date of death (nr=24) 

26,9 34,2 25 25 30,8 

e2) A backup copy of your data in the SN should be 
sent to an heir chosen by you (nr=20) 

26,9 15,8 50 50 25,6 

For a better analysis of these data, five categories were created, as described below. 
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a) Recording a posthumous message (item a1) 
It is noticed that one of the most frequent options, chosen by 42 participants, 

expresses the desire to leave a posthumous message, displayed after the detection of 
the user’s death. This option was the most frequently chosen, regardless of the user’s 
religion, although it was more widespread among Catholics (61.5%). Then, 
communicating something can be seen as a last wish for most of these users, which 
confirms the use of social networks primarily for communication among people, even 
in the context of death. This seems to apply irrespective of religion, according to our 
sample.  

Besides, confirming what [23] presented, the desire to leave a posthumous message 
shows that death on Social Networks is not a taboo issue that one should hide. This 
idea of death as an interdicted subject was also found by [14] as an infrequent concern 
in software developers´ solutions for digital legacy projects, which seems to match 
users´ answers in this research.  

 
b) Naming an executor for your digital will (items b1 and b2) 

Another frequent option, chosen by 37 participants, entails naming an executor for 
a digital will, by forwarding the user´s password and login to someone else (b1). This 
was the second most frequent option among representatives of all religions, except 
Spiritualists. Those who stated to have no religion were the most inclined to such 
procedure (62.5%). However, such solution requires a further discussion on legal 
issues related to digital assets. 

On the other hand, only 7 participants chose the option b2, which implied further 
concerns on caution and privacy of the data. This option was seldom chosen, 
regardless of the user´s religion. Forwarding passwords is an alternative discussed by 
[4], but such action must not be disassociated from a will, as this could cause a series 
of problems analyzed by [13], just like misappropriation of identity, for example.  

Making a will is also somehow related to the locative concern of afterlife 
respondents showed in question P12. Defining where (or whom) the data go to may 
provide some certainty in an area where doubts are predominant.  Besides, the writing 
of a will is a very common practice in real world, so that the Internet Generation users 
expect this phenomenon to be modeled for computational purposes too. 

 
c) Deleting the social network account (items c1 and c2) 

38 participants chose options that involved account deletion from social networks, 
either immediately after death (c1) or after a previously set period (c2). The 
immediate exclusion was mostly chosen by Catholics (30.8%), whereas Protestants 
(34.2%) and Spiritualists (50%) opted for deletion by the end of a predefined time 
span. Such variation might be due to the differences between the funeral rites of these 
religions. The fact that Catholics keep celebrating requiem messes after death, besides 
other more intimate rites, might lead them to feel more comfortable with an 
immediate exclusion of the account, as they are more familiar to rites that do not 
involve the presence of the deceased person.  
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d) Keeping the account active (items d1, d2 and d3) 
Conversely, 36 participants indicated that their accounts should be kept active on 

the SN. Those who claimed no religion were the ones who most frequently chose the 
option d1, in which the account would remain active and could be viewed by any 
user. This shows an indirect desire to remain interacting with the alive, even if 
posthumously, possibly because the lack of religion reduced incidental taboos that 
might prevent this kind of interaction. When presenting some design solutions that 
support similar users´ decisions, [16] affirm that “we can consider how systems might 
empower people who have died to maintain a digital identity that preserves their 
integrity and desires in this life; or, to deliver messages for loved ones into the 
future.” 

Among the three options in this category, d2 was the most frequently chosen, 
especially among Catholics (26.9% of these users) and Spiritualists (25%). Option d3, 
which demanded a more specific selection of users who would be allowed to see the 
dead user´s profile, was infrequent among the participants, regardless of religion, 
except for Spiritualists (25% of them). The unpopularity of this option might be due 
to the public nature of death in cyberspace, especially in social networks [23], so that 
users do not feel uncomfortable to share with their online friends the fact of death. 

 
e) Preserving the digital legacy (items e1 and e2) 

Another category of options indicated by the participants concerns data memory. 
24 participants manifested the desire to have their data sent to a Virtual Cemetery or a 
profile memorial after death (e1), whereas 20 demanded that a backup copy of their 
data on the SN was sent to a previously selected heir (e2). 

It was noticed that the preservation of the digital heritage is something desired by 
most respondents, regardless of religion: item e1 was the third most chosen option, 
selected by 30.8% of the participants. Item e2 was also chosen by 50% of the 
Spiritualists, and 50% of those who claimed no religion. 

This data preservation is connected to the aforementioned locative concern about 
afterlife, as keeping the legacy entails the decision on where to keep it. Defining a place 
to store such data goes hand in hand with the religious concerns on where the soul is 
deemed to go after death, and with the legal concern about whom to give the legacy to. 
Therefore, most respondents preferred options in which the legacy was transferred to 
specific environments for this kind of data (as cemeteries and memorials), instead of 
keeping them like other data in the SN (as in items d1, d2 and d3). 

The answers to question P30 were also correlated with those to P11, so as to 
investigate whether the belief in afterlife could influence users´ choices of procedures. 
However, this correlation did not present a significant difference between the choices 
of those who believed or not in post mortem life, especially when comparing 
Protestants and Catholics. Possibly, such similarities are due to the resembling 
interests and basilar doctrines of these Christian religions. 

In question P22, users had to answer if they would like to set their SN accounts and 
determine their preferences about what should be done with their profile after death, 
as if making a will for digital assets. 67.9% of the participants answered "yes"; 29.5%, 
"no"; and 2.6% did not answer. Analyzing such data, it is clear that these young 



652 C. Maciel and V.C. Pereira 

 

people intend to customize the destiny of their legacy, which confirms the 
customization characteristic [22] identifies with the Internet Generation. This is 
another option for social networks, which might prove useful in cases when the 
profile must be managed by an heir (as discussed in the items d1, d2 and d3, from P30). 

Those who answered “yes” to question P22 were asked in question P23 to select 
from a list which resources they would like to block in their SN accounts after death. 
Notice that they could select as many options as they wanted. The data from P23 were 
correlated with those from P11, in order to analyze if the belief in afterlife could 
influence users´ choices on which resources to block. In general, we could see that 
those who believed in post mortem life opted to block more resources. Possibly, the 
idea of remaining somehow alive after death conflicted with the idea of not being able 
to manage their own account, so that these users opted for blocking most resources. 

On the other hand, the two options of blocking most frequently chosen (blocking 
chats and blocking external applications) were slightly more popular among those 
who do not believe in afterlife. It is interesting that both functionalities would require 
some sort of response from the deceased user (even if in afterlife), so that those who 
do not believe in post mortem life tend not to consider relevant to keep these 
functionalities working. It is also noteworthy that the difference between the 
proportions of afterlife believers and non-believers was greater for the following 
options: blocking old messages visualization, blocking old notes liking, blocking 
content sharing and blocking access to the profile information. Table 4 presents these 
data in detail. 

Table 4. Belief in afterlife vs. functionalities blocking 

Blocking resources in case of death  Belief in afterlife? (%) 
      Yes      No 

1. blocking chats  66,7 71,4 

2. blocking external applications 39,4 42,9 

3. blocking old messages visualization 39,4 19 

4. blocking history updating  33,3 23,8 

5. blocking note posting 30,3 23,8 

6. blocking comments about photographs 27,3 23,8 

7. blocking comments about old notes 27,3 23,8 

8. blocking old notes liking  27,3 9,5 

9. blocking content sharing 24,2 9,5 

10. blocking access to the profile information 21,2 0 

11. blocking access to photographs    12,1 9,5 

12. blocking no resource 12,1 4,8 

 
However, new data arise when we correlate the choices on functionalities blocking 

(P23) with users´ religion (P9). Below, one can see Table 5, whose columns are 
numbered according to the caption of Table 4: 
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Table 5. Religion vs. functionalities blocking (%) 

Religion  1 2 3 4 5 6 7 8 9 10 11 12 

Catholics  76,5 41,2 23,5 35,3 29,4 35,3 29,4 23,5 35,3 11,8 11,8 5,9 
Protestants 73,1 46,2 42,3 30,8 30,8 26,9 30,8 23,1 15,4 15,4 11,5 3,8 
Spiritualists 50 50 -- -- 50 25 25 25 -- 25 25 25 
No religion 40 20 40 40 -- -- -- -- -- -- -- 20 
Global average 68,5 40,7 31,5 29,6 27,8 25,9 25,9 20,4 18,5 13 11,1 9,3 

 
By analyzing these data, we can see some common interests of Catholics and 

Protestants regarding which functionalities to block, possibly due to the similarities 
between these religions. There are only significant differences considering the options 
"blocking old messages visualization", mostly preferred by Protestants, and "blocking 
content sharing", mostly preferred by Catholics. Spiritualists also chose fewer 
resources to be blocked. Those who have no religion have chosen to block only 4 
items, which suggests that the lack of religiosity might lead to fewer taboos regarding 
death, and therefore less fear from legacy profanation. 

4.4 Symbols 

When the choice on symbols to depict death (P32) is correlated with the users’ 
religion (P9), there are some subtle differences between the signs chosen by each 
religious group, as shown in Table 6. 

Table 6. Symbols vs religions 

Symbol Catholics  (%) Protestants (%) Spiritualists (%) No religion (%) 
Cross 23,1 18,4 25 25 
Tomb 19,2 10,5   
Gravestone 11,5 10,5   
Skull 3,8 7,9  25 
Light 7,7 10,5 25 25 
Coffin 15,4 23,7  25 
Sky 15,4 10,5   
Others 3,9 8 50  

 
The analysis of such data shows that the cross is a common symbol for these users’ 

religions, representing Christ’s death and therefore common people’s death as well. 
On the other hand, there is an important difference regarding the second most 
frequent choice on these symbols: whereas Catholics tended to prefer the tomb, 
Protestants felt more inclined to choose the coffin. This might be a result from the fact 
that Protestants tend not to visit cemeteries as frequently as Catholics [7].  

Spiritualists opted for less morbid symbols, such as the cross and the light, which 
might reflect their view on death and life as cyclical phenomena, instead of sad 
mishaps. The sky was not among their choices, maybe because it is too closely 
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associated with Heaven, in opposition to Hell, and this dichotomy is traditionally not 
part of Spiritualist beliefs. Also regarding morbidity, the skull was the most 
infrequent choice in this question, suggesting that users do not want to face physical 
decay or destruction as a symbol on their social networks. 

Although the sample consisted of too few Spiritualists, we cannot neglect that half 
of them opted for the alternative “others”, a hint that the symbols proposed in the 
questionnaire were maybe too intertwined with Christianity and did not represent 
other religions. One of these users proposed the symbol of God moving toward the 
deceased, and the other chose the symbol of Ouroboros, a pagan myth of a serpent 
that devours its own tail.  

Correlating question P32 with P11 (on users’ belief in afterlife), the results showed 
that those who believed in post mortem life tended to choose the light (18,8% of the 
believers) and the cross (16,7%). On the other hand, those who do not believe in 
afterlife tended to choose the coffin (26,7% of the non-believers) and the cross (20%). 
As it was said before, the cross is a dominant symbol in the answers due to its 
importance in Christianity, no matter if users believe or not in post mortem life. The 
choice on the coffin by those who do not believe in afterlife and consider death as an 
end in itself can be related to the material sense this symbol brings to death, instead of 
a more transcendental one possibly related to afterlife and the symbolism of light. 

5 Conclusions 

Religion, along with gender and ethnicity, is part of the diverse ways of understanding 
the world and individuals. Thus it is paramount to do research on elements from these 
fields that may contribute to the design of more universal applications which respect 
cultural diversity and meet the needs of digital life, until its very end. 

However, many people are not comfortable with the idea of death, due either to 
fear of the unknown or to bonds of affection and friendship established by life in 
society and strongly influenced by culture. From the computational viewpoint, the 
treatment that is given to modeling users´ post mortem aspects requires further 
studies. 

Regarding religion, there is an inextricable diversity that must be considered in 
cultural research. In the research presented herein, only the most popular religions in 
Brazil [11] are represented. However, there are different religious profiles in different 
countries, which have a strong influence on the design of computational systems, and 
sometimes on political and legal systems that may influence software use. Thus, there 
is a great challenge to the analysis on how these different expressions of culture can 
influence applications design. 

As for the procedures to be done with the users´ accounts after their death, we 
realize that most respondents in this research chose options that imply moving the 
data to another location, such as sending data to a digital cemetery, or handing them 
to an heir. This choice is closely related to religiosity, since these users also defined 
afterlife by means of a locative change. By this choice, they expressed a desire to 
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change either the way the data are displayed in the SN or the person in charge for 
managing them, in the case of a digital will. 

Regardless of the options chosen by the users in this study, one notices that there 
are different desires concerning the fate of the digital legacy, which indicates that 
systems should not only provide functionalities to handle these assets, but also give 
users flexibility to configure their accounts according to their volition. Of course, 
these features must be designed according to the laws of each country, but one must 
not forget that laws are created to meet the demands of society. At this point, this 
research shows some possibilities to discuss and develop new norms and laws 
concerning digital legacy. 

The discussion on symbols representing death may suggest some guidelines for 
icons that can be used along with functionalities in applications that deal with post 
mortem digital legacy, in order to permit the expression of different understandings of 
death in graphical interfaces.  

One of the limitations of this research is its representativity for the whole Internet 
Generation. According to Tapscott [22], this generation comprises those who were 
born between 1977 and 1997. As this research addresses interviewees who were born 
between 1993 and 1998, this study represents only part of the Internet Generation 
time span.  

For future works, it is necessary to have a larger and more representative sample of 
different religions, also considering users from other generations. Nevertheless, the 
method herein employed and the objectives of this research make clear that this study 
is significant for the design of more universal solutions. Considering religion as a lens 
to see the world and the interactive processes among people is a possibility that 
should not be ignored by designers and the HCI community. 
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Abstract. We describe observations from studies conducted with school child-
ren in Nepal and Portugal with the aim of exploring two questions: 1. Can we 
develop an interactive game that will continue to engage the child in gameplay 
when the electricity supply fails? 2. What are the discernable differences in the 
ways children in Nepal and Portugal interact with the game given the huge so-
cio-economic and cultural differences between them? The studies highlight the 
potential of the design in fostering continued engagement in the game when the 
electricity supply fails. They also show surprising little difference between the 
children in Nepal and Portugal. The observations suggest game mechanism and 
basic interactions can be regarded as universal across cultures and levels of in-
come and can thus be designed and tested in any location and be expected to 
work and be understood by children from any culture and background. 

Keywords: Games, Play, Children, Electricity, Design, Interaction, HCI4D. 

1 Introduction 

Designing for children is notoriously hard as adults are indelibly separated from 
children by a generation gap and thus cannot possibly imagine the world from their 
perspective [6,7]. Designing for children in developing countries is doubly hard, as 
designers have to bridge a set of environmental, cultural and socio-economic percep-
tual gaps in addition to the aforementioned generation gap [8,4]. To confound matters 
further the physical distance and other logistical difficulties make it hard to employ 
the participatory and emphatic design practices that enable designers to bridge genera-
tional and environmental gaps in their perception [5,9]. 

The work presented in this paper was born out of an invitation to organize a child-
ren entertainment workshop in Nepal, a country with severe infrastructure limitations 
where even in the capital city electricity is only available for a few hours a day. 

Our goal in this study was two fold. First we wanted to see if we could transcend 
Nepal resource limitation by developing a game that would be equally engaging with 
or without electrical power and will thus always have the power to engage and enter-
tain its players. Second, we wanted to see whether the socioeconomic and technology 
use differences between Nepal and Portugal (Our home country) has any impact on 
the ways in which children in these countries engaged with the computer and played 
the game as suggested by recent studies [14,13].  
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2 The Game 

For the purpose of the study we developed a simple game consisting of two screen 
avatars, a singer and a conductor (Fig. 1) that are controlled by two sock puppets op-
erated by two players (Fig. 2), and governed by two self-discoverable rules. 
 

 

Fig. 1. The avatars 

 

Fig. 2. The sock puppets 

 
We based our design on the natural curiosity and inventiveness of children [12,3] 

and on the malleability of flexible tangible objects such as sock puppets [10,2]. We 
strove to make the visual design of the avatars and the activities they perform as uni-
versal as possible so any child will be able to relate to them.  

The game has a simple set of mechanics. When the singer sock puppet opens his 
mouth the singer avatar starts singing, and when the conductor puppet opens his 
mouth the conductor avatar waves his baton. In addition if the conductor avatar waves 
his baton at the same time the singer avatar is singing the singer will change his tune. 

The game is governed by a set of two rules: 
The first rule is that the puppet (operated by a player) controls the avatar appearing 

on the screen. To enact this rule the player has to interact with the computer. 
The second rule is that the player/puppet/avatar control each other. To enact this 

rule the players have to interact with each other. 
We hypothesized that if the children can discover/learn these rules in the digital 

game they would be more likely to enact them when the electricity supply fails and 
the computer ceases to function and that the sock puppets coupled with the learned 
rules and a sense of play would provide an engaging (and hopefully an equally engag-
ing) experience.   

The game was developed using Quartz Composer [1] and reacTIVision [11]. The 
motion of the sock puppets and the evaluation of the open/close mouth events were 
detected using a webcam connected to a computer and fiducial markers affixed to the 
sock puppets (Fig. 2). 

3 Putting the Game to the Test 

To put the game to the test we conducted three field studies in schools. Our aim in 
these studies was not to conduct a formal study of the game but to gauge the overall 
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concept. We primarily wanted to see whether the children found the overall expe-
rience fun and engaging, how they related to the avatars, whether they would be able 
to discover the rules of the game and what they would do when the computer ceased 
to function due to a simulated power failure. 

Initially we had planned to conduct two field studies, one in Nepal and one in Por-
tugal so that we can not only investigate the ways in which the game is being played 
but also see if there are any differences in the ways Nepalese and Portuguese children 
engaged with the game given the huge disparity in terms of culture, geography and 
economic wellbeing between them. However in light of the great socio-economic 
disparity between different schools in Nepal we decided to conduct two field studies 
in Nepal, one in a private school catering to the children of the well to do and the 
other in a public school catering to village children so that we can gain a more repre-
sentative image of the child population of Nepal. 

3.1 The Schools 

The first trial was conducted with 14 students (10 Females and 4 Males) between the 
ages of 13-14 at the Ullens School in Kathmandu, Nepal (Fig. 3, left), a private school 
offering well-equipped classrooms to students coming from well endowed families 
capable of paying the high fees charged by the school. 

The second trial was conducted with 12 students (8 Females and 4 Males) between 
the ages of 10-13 at the Shree Rudrayanee School (Fig. 3, middle) located on the out-
skirts of Kathmandu, a government run school offering free public education in bare 
bones facilities to the general population. 

The third trial was conducted with 24 children (12 boys and 12 girls) between the 
ages of 10 to 11 in the Escola Basica dos 2º e 3º Ciclos dos Louros (Fig. 3, right) lo-
cated in Funchal, Madeira, Portugal, a government run school offering free public 
education in well equipped classrooms to the general population. 

In all schools the school selected the participating students and no remuneration 
was provided to either the school or the students. 

 

Fig. 3. The three schools in which the studies were conducted 
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3.2 Setup and Method 

We aimed to keep the setup of the environment and the procedure followed by the 
facilitators the same in each of the schools as much as possible and for the most part 
we were successful. 

In each of the schools the field study was conducted using a laptop computer set up 
in one of the classrooms. In Kathmandu the study was conducted in English by two 
facilitators one interacting with the children and the other serving as an observer, note 
taker and cameraman. The Funchal study was conducted in Portuguese by three facili-
tators two interacting with the children and the third serving as an observer, note taker 
and cameraman. 

Gameplay was conducted with a pair of children at a time. The pairs were always 
composed of two girls or two boys (in Kathmandu this was a result of self-organizing 
by the children themselves, in Funchal the pairs were matched by one of the facilita-
tors). Each pair spent about 10-15 minutes with the game. 

The children were not provided with any information about the game or the rule 
set. They were only instructed to choose one of the two puppets and to point their 
puppet towards the camera embedded at the top of the laptop screen. 

Each field test session consisted of two conditions, a power condition in which the 
computer was functioning and the participants could interact with it and a no power 
condition in which the computer was not functioning and the players had to solely 
rely on the sock puppets and their own intuition in order to play the game. The power 
condition always preceded the no power condition so that the children would have a 
chance to play the game and discover the rules. The children were not told about the 
no power condition, the screen simply went black.  

The facilitators not only observed the reactions of the children to the game they al-
so engaged in a conversation with the children to see whether they recognized the 
avatars and made any correlations between their actions and the actions of the avatars. 
All the gameplay sessions were video recorded so that they could be further analyzed 
at a later date. In the Funchal study the children were debriefed after the gameplay 
session by one of the facilitators to gauge their reactions to the game and their under-
standing of the elements and rules of the game. 

4 Observations 

Perhaps one of the most interesting observations of all is the striking lack of differ-
ence in the reactions of the children to the game and its constituent elements despite 
the immense differences in terms of culture, language and environment between the 
Kathmandu and Funchal and the wide socio-economic disparity between the two 
schools in Kathmandu. Without exception all of the children found the game engaging 
and fun, they immediately took to moving the characters around the screen, recogniz-
ing who controls which avatar and making the singer sing. We therefore report our 
observations of the children reactions to the game in a unified form marking the dif-
ferences between the two cities and three schools where necessary. 
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4.1 Discovering the Rules of the Game 

Discovering the First Rule. All the children were able to map their sock puppet to 
the corresponding avatar (white sock puppet to the singer, black sock puppet to the 
conductor) and recognized the relationship between the actions they performed with 
the sock puppet and the activity of the avatar on the screen. Thus all of the children 
easily discovered the first rule (the puppet controls the avatar) although there were 
some minor differences in the speed in which the children came to these realizations 
all did so within the first two minutes of playing the game. 
 
Discovering the Second Rule. In both schools in Kathmandu only a small number of 
the children discovered the second rule (the player/puppet/avatar control each other).  
In the game the singer avatar sang nonsense words. When the singer sang without the 
direction of the conductor he repeated the word “oolalah”, when the conductor started 
twirling his baton he changed the word to “oogagah”. We assume the difference in 
tone between the two words was not very distinct so some of the children did not 
notice the difference in singing and thus only saw the singer and the conductor as 
independent actors sharing the same stage. For the test in Funchal we changed the 
sounds so when the singer sang without the direction of the conductor he warmed his 
voice by singing la..la..la..la…and when the conductor started twirling his baton the 
singer started humming the tune of Beethoven’s Ode to Joy in order to make the tonal 
shift between the two scenarios very distinct. This change had the desired effect with 
all of the children in Funchal discovering the second rule. 

4.2 Interacting with the Technology 

The reacTIVision Fiducial Markers used to control the avatars were both a prominent 
and highly visible feature of the sock puppets and a source technical difficulties as the 
reacTIVision software has difficulties with fast moving objects. Although the children 
were not given any information about the game mechanics or the technology behind 
the game none of them had any difficulties in figuring out the mechanics and none 
were fazed by technical glitches instead they incorporated a form of experimentation 
into their gameplay for example: 

• Exploring the line of sight of the camera and seeing at what point the avatar stopped 
responding to their hand (puppet) movement. 
• Playing with the open and close mouth actions. Some of the children constantly held 
the mouth open so that the open mouth fiducial marker was visible as this achieved 
the desired result. Others experimented with hiding the fiducial marker with their 
other hand to test whether the visibility of the marker was the controlling element 
• When the system did not respond as expected such as when the movement of a fast 
moving hand was not effectively reflected in the movement of the avatar the children 
most frequently responded by repeating the same action over and over to validate 
whether the avatar would respond as expected. In face of a non-compliant avatar re-
sponse, the children would attempt at either moving the hand faster or/and moving the 
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puppet closer to the camera – at times within a few millimetres of it – to try to get the 
desired response.  

4.3 Interacting with the Avatars 

In some cases the relationship between the child and the avatar was more personal in 
both Kathmandu and Funchal we observed children talking to the avatars by saying 
“hello” to the conductor at the beginning of the game or telling the singer to “shut up” 
when he was singing his warm up song. Some of the children also tried to guide the 
avatars by placing their sock puppet next to the avatar on the screen and trying to 
nudge him in the direction they wanted him to go. 

As was hoped the children also brought their own meanings and interpretation into 
the game. In both the Funchal and Kathmandu studies some of the children referred to 
the conductor as the as the magician and to the singer as the ghost. One pair in Fun-
chal thought the objective of the game was for the characters to run after each other 
another pair suggested that the conductor has a baton so he could hit the ghost with it. 

4.4 The No Power Condition 

The initial reaction of most children to the no power scenario was to try and get help 
pointing out that the computer is no longer working, when no help was forthcoming 
they adopted a wide range of approaches:  

• Some of the children adapted the same approach they used in case of a slow re-
sponse, i.e. continue to play and position the sock puppets in different ways to try and 
get a response from the system despite the fact that in the no power condition the 
screen was entirely black. 
• A few tried to fix the system by pressing some of the keys or looking around the 
computer for the reset button. In these cases it was usually one of the children who 
was the adventurous one trying to fix the system while the other child was the cau-
tious one, either telling his partner not to touch the system or physically preventing 
him from touching anything. 
• The inability to get the system back to work did not, in most cases, deter the children 
from continuing to play-act with the socks for a while. In some cases the children 
followed the narrative of the game and even sang the singing avatar’s tune, in others 
they followed their own narratives some of which were created from elements of the 
game. For example, In both Funchal and Kathmandu a pair of boys actually play-
acted a scuffle with the sock puppets explaining that that is how they see the game as 
they assumed the objective of the game is for the conductor to catch the singing ghost 
and that the conductor baton was a weapon to be used on the ghost. 

Most of the children play acted for a short period of time as they were self con-
scious someone was watching them and some simply waited patiently for the facilita-
tors to help them when all other attempts at either getting attention from the system or 
the facilitators failed. 
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5 Concluding Remarks 

In this study we set out to examine two questions: 1. Can we create an interactive 
game that would prove to be engaging with and without electrical power? 2. Can we 
discern any differences in the ways children in Nepal and Portugal interacted with the 
game given the huge socio-economic and cultural differences between them? 

The first question remains to be fully answered as the no-power condition proved 
to be too contrived to provide a definitive answer to the question. However there were 
clear signs of engagement highlighting the potential of the approach. We intend to 
incorporate the lessons learned in this study into the next version of the game.  

The second question yielded a fascinating set of observations. The first and per-
haps the most significant one is the striking lack of difference in the reactions of the 
children to the game despite the immense differences in terms of culture, language, 
socio-economics, and exposure to technology between Nepal and Portugal and the 
socio-economic and technology exposure disparities between the schools in Nepal. 

This finding is of primary importance as it implies that the design of mechanism 
and low-level basic interactions of technologies can be regarded as universal across 
cultures and levels of income and can thus be designed and tested in any location and 
be expected to work and be understood by kids of any culture and background. Fur-
thermore, having done and tested their initial designs at home field study teams can 
move beyond basic interactions and mechanics and focus on aspects of environment, 
culture and language where participatory design truly comes into its own thereby 
maximizing the benefits of the field study and minimizing the overall cost of  
development. 

The second significant observation is that the children often did not regard the fail-
ure of the technology as a failure but as an opportunity. Although the fast hand 
movements of the children led at times to a slow response by the game as the software 
struggled with the fast motion, the children were not frustrated by these failures but 
actively sought out ways to get around these difficulties by experimenting with differ-
ent hand motions, speeds, positions and collaborations to get the system to perform as 
they wished. Thus the children saw what we perceived as technical failures as a sort 
of challenge to be solved. This perception can be effectively integrated into the game 
design process as a means of dealing with the foreseen and unforeseen challenges of 
developing technologies for developing and resource challenged countries.  

Our future work will follow up on the insights gleaned in this study in a number of 
tracks: 1. We intend to continue with the development of the game towards the ulti-
mate goal of creating an equally engaging game. 2. We intend to explore how child-
ren perceive and engage with the hidden “magic” inside the machine and what are the 
different methodologies they adopt in their approaches to problem solving. 3. We will 
continue to replicate the follow up studies in a number of countries so as to further 
explore whether ideas and observations gleaned using participatory and emphatic 
design methodologies can be applied across the board and if not where do the bounda-
ries lie. 
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Abstract. This paper values children as design partners in Child Computer Inte-
raction to ensure building environments highly suitable for the target group. 
However, it appears beneficial to address underlying roles, align design 
processes on school activities or give considerations to the voluntary nature of 
such projects. We conducted eight projects with 75 pupils using initial learning 
environments. We found that starting design processes with pupils as users 
helps to identify further design steps that can be consequently tackled with the 
former users as informants and design partners. Thus, we suggest the Avalanche 
Design Cycle to engage children as fresh users at several stages asking them to 
become informants and design partners consecutively. The Avalanche Design 
Cycle is an iterative design process complying with school life allowing pupils 
to join/leave design teams. Thereby, it is aiming at sustained team sizes and 
more representative groups.  

Keywords: Child-centered design, users, informants, design partners. 

1 Introduction 

Child Computer Interaction (CCI) is a subcategory of Human Computer Interaction 
with constant growth over the last decade1. Development of computer environments 
for children needs specific design methodologies because adult designers often hold 
misconceptions of child users based on fading individual childhood memories [2]. 
Additionally, children have specific requirements that for example cannot be asso-
ciated with the goal to complete a task as it is done when designing for adult users [2]. 
Because of these profound differences current CCI research is focused on engaging 
children in design processes and accordant success stories. In this paper we highlight 
the need to open design processes for external user tests with children. Thus, we ex-
amine current CCI design methodologies based on a literature review and project 
observations to illustrate shortcomings in using these methodologies. Consequently, 

                                                           
1 In the past eleven years, the CCI community has established the annual Conference on In- 

teraction Design and Children (IDC), an IFIP TC13 group, and is “featured community” at 
the CHI Conference on Human Factors in Computing Systems for the 3rd time in 2013. 
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we present a prototyped design process allowing design teams to provide entry points, 
explicitly address roles, and consider school life. 

2 Related Work 

Harel [5] first presented the idea of children designers. She enabled children to design 
learning environments on given educational objectives for younger children using a 
computer. Consequentially, Scaife et al. [13] pointed out that designing for or with 
children is an essential question. In this regard, Scaife et al. propose a hybrid form of 
User-Centered Design (UCD) and Participatory Design (PD) to respond to child cha-
racteristics. Yet, they identify issues in seeing children as adequate design partners 
because children cannot define their own learning goals. Therefore, Scaife et al. un-
derstand children as informants testing prototypes, verbalizing needs or ideas, and 
designing through scenarios or games. 

Later Druin [3] reviewed PD with children and presents four roles to involve child-
ren in design (Figure 1): Users are observed while utilizing technology to get an un-
derstanding on how to improve it. Testers are requested to comment on prototypes 
while using them. Informants are involved at the design process at certain stages. 
Informants contextually switch roles between user and tester. Design partners are full 
members of a design team with adults. Druin does not see a universal role for every 
context but she states that these roles are building upon each other. In this connection, 
many reports on successful implementations of children as design partners appeared 
in recent years (e.g. [8, 12]). 

 

Fig. 1. Design roles according to Druin [3] 

Accordingly, a recent review on CCI research acknowledges a highly regarded 
value in relying on design partners amongst the research community. Yet, the paper 
also reveals that in contradiction to these statements most papers presenting a system 
relied on testers to inform the design (59%) whereas only 31% were build upon 
projects with design partners [14]. This is surprising because design partners can theo-
retically be addressed as informants. The mismatch may be explained by a lack of 
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reports in CCI literature on how to activate multiple roles with design partners. This 
may be in fact a large barrier considering that even experienced adult designers need 
strong and comprehensive tools as for example Personas to impersonate conventional 
users for evaluation sessions [1]. Accordingly, CCI researchers may need a model that 
allows to activate multiple roles when designing with design partners because they do 
not want to miss the chance to benefit from the other roles (e.g. informants). 

When looking at CCI literature, iterative evaluations with external users are rarely 
presented. This is astonishing because UCD for example strongly relies on external 
testers throughout the entire process. An article by Kelly et al. [7] is a good example 
for CCI papers that present user tests with pupils without prior knowledge of the sys-
tem or the design process: The evaluations mark the end of their project. Kelly et al. 
state that “the evaluation produced useful results for improvements, which were com-
pletely met at the second evaluation stage”. This suggests that the tested environments 
can be seen as high-fidelity prototypes. Yet, literature shows that evaluating low-fi 
prototypes with external users during the whole design processes can provide more 
insights than revealing minor usability issues at the end of a project (cp. [10]). Hence, 
current CCI design processes do not fully consider user tests with fresh users as recur-
ring milestones. Thereby they miss the chance to share prototypes with external users 
to establish feedback loops that may produce more universal results. 

In a different context, Resnick [11] promotes a “creative thinking spiral” that high-
lights the possibility to share preliminary outcomes with others as an essential com-
ponent in technology that supports learning and user engagement (Figure 2). We con-
firm such requests by adding that sharing should also be present in design processes 
to facilitate a coherent experience for pupils. In fact, many CCI processes rely on 
sharing ideas amongst team members but fall short in sharing prototypes with exter-
nals (e.g. [8]). Hence, we want to expand sharing in CCI processes and understand 
this as a good motivation for recurring user tests in project layouts. 

Additionally, some authors mention that the findings of projects with design part-
ners are hard to transfer to other contexts because of rather specific and small sample 
design teams [12, 8]. In this connection, Moraveji et al. [9] present many contradict-
ing results in literature on PD with children. They ascribe that to processes of “find-
ing” qualified children raising the question: Does selecting the “right” participants 
really provide representative groups? 

Furthermore, while many projects are conducted in school settings (e.g. [7, 13]), 
CCI literature hardly describes the integration of design projects in school environ-
ments or obligations of the child participants. Only Horton et al. [6] acknowledge that 
sound descriptions and methodologies promoting the course of action are needed to 
help pupils, teachers, and researchers building sustainable relationships by choice. 

In summary, we understand design partners that produce good results. Yet, we ar-
gue that most CCI environments are build with informants because with design part-
ners it is hard to benefit from insightful findings usually provided by the underlying 
roles of design partners mentioned by Druin [3]. Hence, we want to bring forward a 
model that understands design partners as a consecutive process from users to infor-
mants to (experienced) design partners. Furthermore, we reason that sharing with 
externals as proposed in the “creative thinking spiral” is often neglected during CCI 
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design processes. Hence, we see a strong need to establish design processes that build 
upon  multiple roles and can be embedded in school contexts. Thereby, we want to 
establish a design process that is constantly refreshed by new team members to ensure 
sustained team sizes in unsolicited projects and assemble representative groups. 

 

Fig. 2. “Creative thinking spiral” according to Resnick [11] 

3 Project Observations 

In research on the Virtual Sandbox [4], we conducted seven projects using initial 
learning environments (ILEs2) together with a total of 75 pupils (age 10–17). The 
participants were asked to design interactive stories acting as users on an ILE. During 
the projects external pupils playtested the scenarios. It helped the team members to 
get new perspectives and ideas. Moreover, it allowed the testers to become interested 
in the project and get into contact with the experienced designers. Although we did 
not find such remarks in CCI literature, we became aware that working with pupils on 
a voluntary basis often comes with uncertainties. Although the projects generally 
lasted only few days (1–5 days) we encountered pupils who simply did not show up 
after some sessions, or others who wanted to join later. 

The arrangement of the projects showed that pupils have different motivation or 
engagement levels during a school year. For example, test periods or some days prior 
to vacations can hardly be used to host intense design sessions. More likely, such 
times were used to play around or relax. It is stunning that established CCI methodol-
ogies do not reflect in detail on everyday life of pupils that turns out to be strongly 
taken by school and leisure activities. Hence, to some extent this everyday life is 
competing against additional design projects conducted by the CCI community. The 
article by Horton et al. [6] confirms this point of view. 

                                                           
2 For definition and instances of ILEs refer to correspondent special issue of ACM Transac- 

tions on Computing Education 10, 4 (November 2010). 
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To study role switching processes we asked 12 former users in a following eighth 
project to comment as informants on our observations on issues with ILEs when using 
them in teams. After an extensive discussion, we successfully engaged them as design 
partners in four sessions that were focused on supporting group work in ILEs apply-
ing brainstorming techniques, paper prototypes, and a variant of comicboarding (cp. 
[9]). Switching roles from users to informants to design partners appeared to be natu-
ral to the pupils. They were able to build their arguments on previous user sessions. 

One topic clearly showed issues when designing with pupils. When asked how to 
document scripts for other team members they did not see sense in discussing docu-
mentation features at all. They were sure that everyone would understand their scripts. 
Furthermore, they did not consider approaches presented by adult team members. In 
such a situation introducing new test users to share current outcomes may highlight 
group thinking issues. Consequently, observing their peers instead of discussing with 
senior designers may help child designers to rethink their design or approach. 

In conclusion, engaging child users as informants and design partners afterwards 
provided a wide range of approaches and ways of thinking not influenced by prior 
design decisions. Nevertheless, based on our experiences and concerns of Scaife et al. 
[13] we argue that design partners do accurately support developing environments but 
cannot sufficiently assist in identifying important following steps. In spite of com-
pliance with the idea of design partners, such situations require input by experienced 
(adult) designers based on shared observations available to all team members. Accor-
dingly, we claim for a clear process that addresses users, informants and design part-
ners at different stages of the design process. Furthermore, we see a need for aligning 
such approaches with school activities and offer chances to join or leave design 
projects. 

4 Avalanche Design Cycle 

Project observations showed that pupils find it easy to switch roles when offered clear 
reference points during design processes. Therefore, we argue that CCI design 
processes should be arranged in iterative phases including pupils in four consecutive 
steps as users, informants, design partners, and experienced design partners. Users 
allow researchers and designers to observe the actual usage of environments without 
prompting the users to evaluate their activities. Consequential, hypotheses can be 
developed and discussed with the users afterwards allowing them to switch from users 
to informants. This transition from user to informant offers many insights and reflec-
tions allowing to omit the tester role presented by Druin [3]. In a following step, the 
former informants should be encouraged to support the upcoming design process as 
design partners. Assuring an iterative character milestones should be arranged to get 
new users involved in evaluation sessions. New users should then be encouraged to 
join the existing design team to become informants and design partners themselves. 
Introducing new users is important because they provide new unbiased perspectives 
and represent various approaches in design and implementation. Fresh team members 
should be tutored by experienced design partners. Based on the results of Harel [5], it 
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is feasible to provide entry points during a design process allowing experienced pupils 
to tutor new design partners. 

To meet these claims, we propose the Avalanche Design Cycle (ADC) which is in-
cremental and open for new participants as drafted in Figure 3. It consists of recurring 
user tests to share outcomes with pupils who do not have prior knowledge on the sys-
tem or the design process. After these stages the users are asked to become informants 
to discuss their ideas on the used environment and to suggest design ideas. Further-
more, they are encouraged to comment on observations and implications of the user 
tests and join the team as design partners. Thus, user tests enable design teams to set 
or shift focuses according to observations on user behaviors and provide opportunities 
to reflect on one’s own activities. Additionally, the user test stages represent sound 
opportunities to motivate new pupils to become involved in a design process. 

 

Fig. 3. The Avalanche Design Cycle (ADC) aiming at a sustained growth of design teams by 
offering recurring new incentives. User tests provide entry/exit points for pupils and can be 
aligned to schools’ test periods offering playful aspects with minimal time and effort for pupils 
during these crunchtimes. 

From our point of view, ADC should initially start with user tests on prebuilt pro-
totypes or commercial systems. It helps building a common ground and allows pupils 
to influence further research directions by switching roles thereafter. After the initial 
user test all upcoming evaluations should be done on prototypes build by the design 
team. 

An ADC process engages former users in succeeding sessions by asking them to 
comment on observations of the design team. This extensive discussion supports users 
in realizing that they actually could contribute design ideas build upon their expe-
riences as users. This marks the point to ask the informants if they are interested in 
becoming a part of the design team. We suggest to apply brainstorming techniques, 
paper prototyping and further variants of PD that can be found in CCI literature (e.g. 
[7,8,9,12]).  



672 T. Göttel 

 

For design partners it is important to observe their peers in using the prototypes. 
These insights help to rethink design approaches and to support experienced design 
partners in tutoring informants or freshly recruited design partners.  

Additionally, ADC allows to conduct long term and large scale-projects fitting into 
dynamic scenarios at school life: By constantly introducing new team members dur-
ing user tests a sustained team size is guaranteed. User tests mark a point in time that 
allows former members to conveniently leave a team at the end of a school year or 
when focusing on something else. Consequently, the concerns of Moraveji et al. [9] 
could be addressed because constantly attracting new users who can become design 
partners prevents from selecting only the “right” participants. Thus, it would give 
access to a wide range of pupils to act as users and let them decide afterwards if they 
want to become involved in the design of the respective system. Besides, school life 
has predefined times building on strong commitment by pupils. As we understand 
user tests they should be playful and fun with minimal time and effort for pupils. 
Thus, user tests should be aligned with known crunchtimes to keep on track in the 
design process while offering compensation to pupils during these times. 

5 Discussion 

In this paper we highlight a need for multiple consecutive roles in CCI design 
processes based on literature review and project observations implementing estab-
lished CCI methodologies and roles. Yet, we derived ADC as a premise to identify 
issues, explicitly address roles, and rethink design processes with children as well as 
considering surrounding settings. In presenting ADC, we want to encourage other 
community members to reflect on their activities and connect it with ADC. Hence, we 
promote ADC as an ongoing “open source” prototyping process rather than being a 
final methodology. To open up this process, we put forward hypotheses on ADC that 
we hope will be challenged from different CCI community perspectives – in addition 
to our own research agenda on evaluating and refining the Avalanche Design Cycle: 
ADC may offer... 

• lightweight project takeoffs by engaging children as users 
• several entry/exit points to consider unsolicited project layouts 
• recurrent milestones to share outcomes of design teams with externals 
• activation of insightful design roles (users, informants, design partners) 
• alignment with school events and teachers projects 
• constant/growing design teams by constantly introducing fresh users  

Accordingly, ADC has to be comprehensively implemented and evaluated in long 
term studies at schools. Further adjustments are expected in alignment to school life 
and the transitions from user to informant to (experienced) design partner. Conse-
quently, more concrete activities supporting the role transitions and interactions 
should emerge. Additionally, observations on a broad implementation of ADC should 
give insights on how to engage teachers, principles, and IT administrators to foster a 
smooth, fun, and engaging design cycle fully embedded in school life. 
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Abstract. How much would a stranger know about you if they knew only the 
last song you listened to? Quite a bit, at least according to the stranger. Music 
taste often acts as proxy for our personalities, and we constantly perform this 
taste perception online. In our study, we find that good first impressions are 
common, bad first impressions are extreme, and that people pick up on many 
subtle cues about personality and whether they share common values based on 
data found in an online music profile. Similar motivations for listening to music 
and the perception of individuality are more highly valued than similar taste in 
genres or artists, suggesting that social media applications could benefit from 
incorporating these motivations in predicting compatibility between users. 

Keywords: Music, listening history, taste performance, impression formation, 
personality, social networking service. 

1 Introduction 

Describing one’s music taste is typically a difficult task. However, we do so indirectly 
every day on social networking profiles, either by explicitly listing favorite bands, or 
simply by listening to music on a computer or mobile device and having its song data 
automatically uploaded (“scrobbled”) to social network sites such as Last.fm.  

Up-to-the-minute information about what your friends are listening to is available 
on Facebook, or within music listening applications such as Spotify and Rdio. As 
music listening habits and histories become more public, people have the almost 
constant opportunity to pass judgments – good or bad – about their friends’ and 
acquaintances’ music taste.  

People feel that knowing someone’s music taste provides insight into them as a 
person [11]. Likewise, users of Last.fm feel that their music taste “signifies aspects of 
their identity that their community of peers may read,” [2]. It is not surprising then 
that careful impression management and profile work is pervasive on Last.fm; people 
deliberately manipulate their own profiles, deleting embarrassing songs, even going 
so far as to queue up a list of music, hit play, and then leave the room [10]. The 
purpose of this curation is to communicate to their peers on social networks a 
particular statement, often of prestige/expertise, association with a particular 
subculture, or to differentiate oneself from their friends [4].  
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2.2 Survey Question Content 

The questions about the profiles subjects rated focused on two main areas: the profile 
owner’s music taste (three questions), and how they perceive the profile owner’s 
personality, demographics, lifestyle, and whether they think they would get along 
with the profile owner (three more questions). Given the small number of artists 
present in a profile, it may be more difficult to make statements about a profile owner 
whose artists were unfamiliar. To provide context for this, we asked, “How many of 
the artists in this user’s profile are you familiar with?” 

2.3 Implementation 

We built the survey using PHP with MySQL and handled the Last.fm API calls 
through a third-party library, PHP Last.fm API [5]. When a subject logged into the 
survey with their Last.fm credentials, their profile was checked to verify they had 
enough data/activity to qualify as a sample profile for future survey participants.  

The survey requested that the subject rate the anonymous profiles of the five most 
recent survey participants. This assignment strategy wouldn’t work unless there were 
already five profiles in the database, so seed profiles (selected by browsing Last.fm) 
were used at the beginning of the study. Subjects’ responses about these profiles were 
discarded. When the survey was completed, we stored the five answer sets, as well as 
the current subject’s listening history to show to future participants. We discarded the 
identifying username, making all the responses anonymous.  

The survey ran for approximately one week. Advertising was done entirely online, 
on Last.fm forum pages, the Facebook page and SoundCloud group for Last.fm users, 
on Tastebuds.fm forums (a Last.fm-based dating website), and via email and 
Facebook amongst student groups at a large university. A total of 48 participants 
completed 225 profile ratings. 

2.4 Response Coding 

We used mixed methods to analyze our responses. We counted word frequencies for 
the listed genres and adjectives used to describe profile owners, and took averages of 
the questions with numerical responses (recognized artists, time per day spent 
listening to music). We qualitatively examined all 225 responses and performed an 
open-ended coding on the short-answer questions, sorting recurring ideas and patterns 
into categories. We focused specifically on comments about the profile owner’s 
personality and presumed compatibility with the subject. The coding approach we 
used was similar to a University of Kansas study exploring stereotypes of Chinese 
international students, compiling an open-ended list of descriptors into a collection of 
stereotypes. This study used these participant-generated stereotypes as content for a 
later part of the study [9]. The common genres, stereotypes, and descriptors we found 
could be used in a follow-up study investigating the accuracy of perceived personality 
traits based on music profiles. 
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3 Results 

Participants ranged in age from 18-55, averaging 23.6 years old, and around 40% 
were students. They were avid music listeners and active Last.fm users, self-reporting 
an average of 4.85 hours spent listening to music per day. 40 out of 48 log into 
Last.fm multiple times per month1. Musical recognition of bands in others’ profiles 
was high, with subjects recognizing at least 10 artists in a particular profile more than 
60% of the time.  

The four most common genres listed were “rock”, “indie”, “pop”, and “electronic”, 
which accounted for 117 out of 374 total genre mentions. However, out of 120 unique 
genres mentioned, 69 of them are only mentioned a single time, meaning just once by 
a single subject. Many of these genres were clearly chosen to sound either very 
unique (“dadrock”, “library ghetto”), or to fill a gap where traditional genre names 
lacked sufficient nuance (“foreign synthpop”, “post-rock ambienty”). If we count 
combination genres like these that include at least one of the top four genres (e.g. 
“indie-folk”, “electronic ambient”), this accounts for roughly another third of genre 
mentions (103 out of 374). The wide range of these genre names suggests that 
participants may have been trying to display their own musical expertise and 
individuality in their evaluations of others. 

Responses about the profile owners clustered into two major themes: whether or 
not the subject thought they would get along with the profile owner (compatibility), 
and a more holistic analysis of the profile owner’s life experience, personality, and 
psyche, based on cues in the listening data. 

 
Could We Be Friends? Subjects believed they would get along with an arbitrary 
profile owner 53% of the time, thought they wouldn’t 32% of the time, and had a 
more lukewarm response (“maybe” or “unsure”) just 15% of the time according to our 
coding. However, they tended to rate others’ music taste as more different than 
similar to their own (an average rating of 2.41 out of 5). Subjects thought liking the 
same bands would give them something to talk about, or that they could relate to 
someone with similar taste to their friends:  
• “Most likely, at the very least we can bond over Muse.”  
• “Yep. Sigur Ros, Andrew Bird and Radiohead? The bands I don’t know sound 

pretty fun too.”  
• “Yes. I know a few people that enjoy this genre; they’re pretty wonderful.”  

 
Some subjects believed that even if a friendship were unlikely, they may get along 

as casual friends and thought they could identify what drugs they could do together:  
• “They seem outgoing, bubbly, easy to converse with. They might move on before 

anything gets meaningful, though.”  
• “I do like old school rap and can maybe get high with him”  
                                                           
1 Our sample may have been self-selecting, since the study was advertised as a survey about 

music taste. Our subjects were passionate about music, but this may not be representative of 
all Last.fm users. 
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The tendency to give others the benefit of the doubt is found often in Computer 
Mediated Communication studies. People rate others higher when fewer cues are 
present, assuming the person in question has similar attitudes to their own in the 
absence of more information [12]. However, even though the profiles in our study 
contain very few cues, certain “dealbreaker” bands evoke an intensely negative 
reaction. This happened in roughly 1/3 of cases, and the subject typically deemed 
these “dealbreakers” so repulsive that a friendship would be impossible:  

• “foster the people is unforgivable”  
• “No. This guy likes Kanye West and Ani DiFranco. Not even Ratatat saves that.”  
• “He actually enjoys listening to James Blake whereas I just jump out the building 

whenever I hear his pretentious dickery.”  

Although negative impressions were less frequent, the character descriptions of 
these profiles were much stronger and harsher than the positive ones were positive:  

• “This is a load of mopey almost-emo indie bullshit with a couple older (much more 
decent) bands thrown in to help this listener justify their continued existence.”  

• “this seems like the sort of person who gets their opinions from reddit and people 
like that are generally obnoxious.”  

Negative social stereotypes came up in these dealbreaker ratings, most frequently 
the “hipster” persona, often in conjunction with indie music. Comments often 
mentioned the gratuitous wearing of unnecessary apparel:  

• “Guy wears glasses, maybe a scarf when not completely necessary”  
• “Probably at college for film studies or some bullshit, works in the college coffee 

shop, likes taking shitty desaturated photographs on their DSLR camera and 
updating their microblog.”  
 

You Are What You Listen to. Cues in music profiles were used to make conclusions 
about a wide variety of traits, from organizational skills, to recent activities they’d 
done, to which relatives played an influential role on music taste during childhood:  

• “College student who recently has been studying for finals. the reason for the 
classical music.”  

• “College age female whose parents had the common sense to introduce her to The 
Beatles before her identity was completely whitewashed.”  

One particularly important value to discern from a profile was whether or not this 
person valued seeking out new music for themselves. Participants in our study tended 
to be avid music listeners, and since music is an important part of their lives and 
identities, they reacted negatively when they saw profiles where that didn’t seem to be 
the case. This was also assumed to be a shared value of members of the Last.fm 
community, and subjects appeared to prefer people who strive for individuality. They 
criticized profiles they saw as “mainstream” or only included the more well-known 
songs/artists of a particular genre:  
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• “To this person, music is about being entertained, to me music is an art that is 
appreciated.”  

• “But seriously, a good indicator that I’ll get along with someone is the amount of 
music they listen to that isn’t on the billboard top 100. Nothing personal, but in 
general, liking lesser known music means one puts more thought into what they 
listen to, has a deeper taste other than ‘catchy’, and in general appreciates music 
more.” 

Similar motivations were more important than having bands in common, and lack 
of overlap can be an opportunity to learn from one another. Likewise, one could like 
the right band for the “wrong” reason:  

• “Totally different music-listening taste – either this person would be my best friend 
after opening my mind up to new and wonderful things, or we will never get along 
because we’d both strongly believe the other should listen to our music.”  

• “I really like arcade fire, so I guess we like all of these things for different reasons? 
my aversion to muse may stem from how mainstream it is? although arcade fire is 
preeeetty mainstream at this point? (OH gosh I hate that word)”  

Subjects were comfortable discerning specific personality traits from listening 
histories. Only a small minority (three responses) claimed that there would be no 
correlation between music taste and whether they would get along. The vast majority 
thought that personality came through loud and clear in the profiles:  

• “Organized; they appear to prefer to listen to music by albums based on their 
recent tracks.”  

• “I don’t like the bands I recognize, they sounds [sic] like a person from my same 
age group that I choose to not hang out with because there are too many cooler 
people out there”  

• “Fun; musical diversity tends to be an indicator of this.” 

4 Conclusion 

We found several identifiable trends about how people interpret each other based on 
music listening histories. People were bimodal about whether they could get along 
with someone, being either cautiously optimistic, or having an extremely negative 
reaction triggered by a single “dealbreaker” artist. Second, people detect behaviors, 
habits, motivations, and shared/unshared values from music profiles. These results 
give validity to the curation efforts people put towards their online music profiles. In 
particular, individuality and uniqueness were valued amongst our participants, 
warranting further study of whether this applies to a broader population.   

Recent work [1] shows a number of factors that play into music listening decisions, 
and found, as we did, a difference “between conservative listeners and those more 
keen on experimenting.” Another study [3] points out that what makes a mix tape 
good is the collection of songs chosen and the relationships between those songs. Yet 
there are few systems that recommend collections rather than individual items. In our 
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study, we found that having shared artists was only one facet of music taste 
compatibility, and perhaps not the most important. Suggesting similar users is a 
common feature of social media, whether it be “neighbors” on Last.fm or matches on 
a dating website. We believe representing music taste as a collection of features 
(including dealbreakers, breadth of taste, attitudes towards finding new music, etc.) 
could help in suggesting better matches. We can also imagine using these findings in 
the reverse direction to build new music exploration interfaces to surface music 
enjoyed by like-minded people. The social traces we’ve found in this study could be 
leveraged to improve discoverability of both music and of people who are truly 
compatible, not just similar. 
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Abstract. We present the concept of paraplay: playful activities that take place 
within the context of an interactive game or other play activity, but outside the 
activity itself. By critically examining work related to gaming and play goals 
and motivations we argue that the concept of playfulness should have a stronger 
role in our understanding of gaming sessions, and particularly social gaming 
sessions. In order to further understand the role of playfulness in social gaming 
we conducted an empirical field study of physical console gaming. Six families 
with a total of 32 participants were provided with an Xbox 360 console, Kinect 
sensor, and three casual physical video games to play together for a period of 
approximately two weeks. Participants were instructed to record their social 
gaming sessions. We conducted video analysis on these recordings as well as 
interviews with many of the participants. We found numerous types and exam-
ples of playfulness within the gaming session even from those who were not ac-
tively participating in the game. Drawing on the results of this study we present 
a taxonomy of paraplay and discuss the ways that playfulness can be exhibited 
in a social play session. We show that participants in a game situation act within 
a wider context of playfulness, according to a variety of significant roles rang-
ing from active player through to audience member. We explore these roles and 
their attributes to provide a rich account of paraplay and its importance in un-
derstanding playful activities broadly.  

Keywords: Games, context of gaming, metagames, physical console gaming, 
play, social gaming, videogames. 

1 Introduction 

Play has recently received increased interest and attention from the HCI (Human 
Computer Interaction) and CSCW (Computer Supported Cooperative Work) commu-
nities. Two separate streams of work seem to be emerging: one focusing on the ways 
in which games, particularly videogames, can be designed, evaluated, and understood 
[e.g. 1–3]; and another looking at the ways play and playfulness are to be understood 
and used within HCI and CSCW, including their application beyond games and the 
sociability of different types of playful systems [e.g. 4, 5]. 
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In this paper, we examine an intersection between these trends: the playfulness that 
occurs on the periphery of games – and, by extension, also on the periphery of other 
types of play. We term this paraplay. 

The play activity itself is just one part of a playful situation. Unlike other research-
ers in this area [e.g. 1], we do not see the game as existing within a thin, fixed bound-
ary or ‘magic circle’. Indeed, the periphery of the activity is a place where many dif-
ferent types of activities and playfulness can occur. This periphery provides an inter-
esting site for research given the variety and richness of the interactions that take 
place. In the case of a physical console videogame, for example, players move in and 
out of the game in various ways, and audience members can indirectly participate to 
varying degrees by watching, commenting, and mimicking the player’s movements. 

Paraplay is concerned with the multiple types of playfulness that occur within the 
context of a wider play session. Play sessions can take the form of structured activities 
such as board games, card games, videogames, or sports, or unstructured activities 
like running around aimlessly, play fighting, or playing make-believe. In this study, 
however, our concern is primarily with paraplay around physical console videogames. 

Our motivation for studying paraplay is twofold. Firstly, there is a theoretical gap: 
the concept of playfulness at the periphery of games and other activities has not been 
well described or theorised, particularly within HCI. Secondly, there are practical 
implications: designers of games and other playful systems could incorporate addi-
tional forms of play into their systems and thereby enhance the experience for players 
and audience members. 

By studying the periphery of playful activities we can begin to understand more 
about their contexts and the nuanced relationships between different types of systems 
and their users. As entertainment systems like gaming consoles become more preva-
lent and more social it is important to understand the broader ramifications of their 
use, and to ensure that their designs do not unintentionally limit participation to a few 
active players while ignoring the opportunities for wider involvement. Additionally, 
the relationship of paraplay to play – as a peripheral activity worthy of attention in its 
own right – is a relationship that might also be transferrable to other domains, where 
situational context is critical to the activity – for example, mobile technologies and 
communication. 

In the following sections we first discuss related literature within HCI, CSCW, 
play studies, and game studies. The concept of paraplay is then introduced and de-
scribed in general terms, before an empirical study is presented that explores the na-
ture of paraplay within the context of physical console videogames. 

2 Related Work 

This section introduces a number of foundational concepts and working definitions. 
First, the concept of play is described and a definition of play is provided that cap-
tures the types of play we are interested in exploring. Next, the role of play within 
games is considered, as is the role of the context of gaming. Finally, the concept of 
paraplay is more fully described. 
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2.1 Play 

Play, and the relationship between play and technology, has attracted the attention of 
HCI researchers for a variety of reasons. Play has intensely social aspects [4, 5] and 
provides a mechanism and medium for interaction between participants irrespective 
of physical proximity, age differences, and technological abilities [6]. 

In HCI and CSCW, play is often discussed and examined in the context of games, 
or of other systems that are specifically designed to encourage playfulness. However, 
the process of defining play is fraught with difficulty. ‘Play’ is expected to incorpo-
rate a variety of activities: games and sports, as well as less structured activities like 
playing make-believe, and even jokes, word play, and rhyming [1]. The disparate 
nature of these activities makes the construction of a unifying definition of play and 
‘being playful’ a difficult yet important endeavour. 

From our review of the definitions of play, playfulness and games, we argue there 
are three key components: 

Play Is Fun. The primary reason a person engages in play (whether that be in the 
form of a game or otherwise) is to have fun. Indeed, players of videogames tend to 
cite ‘having fun’ as one of their primary motivators [7]. Unfortunately, of all of the 
commonly used definitions of play and games in HCI [see 1 for a review], not one 
includes the idea that play should be fun. 

The concept of fun is inherently subjective and contentious. What one person finds 
fun another may find utterly boring. Indeed, in our analysis we take an ethnocentric 
approach: rather than providing a single, objective definition we instead argue that an 
individual may stipulate what is and is not fun to them at any particular moment. In 
general, however, fun activities are not merely pleasurable [8]. The notion of fun 
suggests a light-heartedness to the activity and the way it is conducted. 

Play Is Conducted for Its Own Sake. Individual games and activities can be con-
ducted in a very serious way (for example, a high-stakes poker match), but the sort of 
play we explore in this paper is not serious; the previous element, fun, suggests a 
whimsical, non-serious nature to the activity in question. Because play is not serious, 
it is therefore not performed for any instrumental end, but purely for its own pleasure; 
it is autotelic [9]. 

Play Has Goals. Suits [10], in his discussion of games and play, describes the goals 
of play activities. In a competitive game, the ultimate goal – what Suits terms the 
lusory goal – is typically to win: each player is competing against one another, or in 
the case of a solo game, against a computer or their own high score. Players perform 
game actions with this lusory goal in mind. In a less structured play session, such as 
make-believe, the lusory goal shifts from winning to merely perpetuating the activity. 

We argue that there is another category of higher-order goal that can be added to 
Suits’ model: an overall goal for the entire session. We term this the superlusory goal. 
This superlusory goal transcends any specific game that a player might find them-
selves in, irrespective of the lusory goal. 

The superlusory goal of a play session is usually to have fun. In a free play session, 
such as playing with toy trains, the lusory goal might be to perpetuate the play, but the 
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superlusory goal of fun provides the reason and impetus to do so. In a game of chess 
the lusory goal might be competitive in nature, but the superlusory goal to have fun 
still enables the players to enjoy the game irrespective of the outcome. In a social 
gameplay setting, the lusory goal of one player might be to win while another player’s 
lusory goal is to continue the game as long as possible; despite these different lusory 
goals, both players can share the same superlusory goal of having fun together. 

Based on these characteristics, for the purposes of this paper we present the follow-
ing working definition of play: 

Play: An individual or collective activity, conducted for its own sake, in which at 
least one player's superlusory goal is to have fun. 

2.2 Games 

As structured systems that are generally intended to be fun, games are a clear example 
of designed playfulness. While games can be conducted in a non-playful manner, in 
general HCI is concerned with games that provide the elements of play described in 
the previous section: they are typically fun and light-hearted activities conducted 
purely for the sake of pleasure. The definition of a game is also controversial and 
difficult to pin down, but as a working definition for our purposes we might consider 
a game as [cf. 11]: 

Game: A rule-based system that is designed to be playful. 

Games include board games, card games, and so forth, as well as videogames. 
Juul [3] notes that a genre has emerged of casual games designed to appeal to a va-

riety of types of players through the use of techniques like cartoon-style graphics, 
simple controls, and episodic, mini-game style play. Many of these games are in-
tended to be played socially, either while collocated or using an online multiplayer 
system. Physical game controllers such as Microsoft’s Kinect for Xbox 360 are often 
employed to enable gesture-based or mimetic interfaces in these games. The coinci-
dence of these trends – casual gaming and mimetic interfaces – seems to be partly due 
to the increased sociality afforded by physical gaming [12], and partly because it is 
typically simpler to design and develop interaction paradigms for the controls re-
quired to play these games. As a result of this shift toward casual gaming, gaming 
devices are now being purchased and used by a variety of users beyond the ‘tradi-
tional gamer’, including a high proportion of home users [7]. This has led to a corre-
sponding interest in exploring the ways that gaming contexts are created, both in the 
home and elsewhere [e.g. 13, 14]. 

Gaming Context: The Metagame. The concept of the metagame, popularised by 
Garfield [15], describes the ways in which games intersect with ‘real life’. Players 
bring their own experience, knowledge, social relationships, and goals to a gaming 
situation, and the metagame describes how these components interact with one an-
other. Carter et al. [16] argued that the term ‘metagame’ has become somewhat mud-
dled, with different but overlapping definitions being adopted by various game schol-
ars. In this paper, we take the ‘metagame’ to refer to the wider context of a game. The 
game forms part of this context, and provides an activity that is a focus for attention – 
but there is far more happening in the environment than just the game itself. 
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Mueller et al. [17] noted the importance that metagames hold for the sociality of 
physical videogames due to the interrelationship between the game, the player, and 
the physical space. Players have opportunities for exploiting the ambiguity and antici-
pation that result from physical exertion through strategies such as false starts and the 
intentional use and misuse of other physical cues. These metagame elements, while 
outside the game proper, are nevertheless a key part of the game experience. 

Play within Games. Within traditional videogames, it is clear that ‘the game’ (as a 
piece of software, a narrative, or an interaction between players and the gaming sys-
tem) is typically the focus of the experience. However, a player might choose to play 
in a different manner than the designer intended; as such, they are acting within the 
metagame, but the types of actions they perform might be completely different to that 
envisioned by the game designer. 

Voida et al. [18] identified the ‘incorrect’ playing of games as an intentional play 
type. Using an example of a racing game player who intentionally crashes their cars in 
order to watch the ensuing carnage, they argue that ‘the primary form of engagement 
during those special effects seemed to be between each individual gamer and the 
game and not between two members of the gaming. This type of ‘trifling’ [10] with 
the rules is framed as disruptive to the central purpose of gameplay, rather than as an 
opportunity for a game to be appropriated for playful purposes outside its core rule 
set. In contrast, Consalvo [2] notes that players can gain enjoyment from a game in 
many ways, such as playfully modifying the game so that characters have an absurd 
appearance. 

We can also consider the example from Mueller et al.’s [17] discussion of the crea-
tion of meaning in an exertion game. In a game of table tennis, a particularly powerful 
shot might cause the opposing player to have to run across the room to retrieve the 
ball. Although acting within the rules of the game, the player is essentially appropriat-
ing the game in order to derive additional pleasure and playfulness. 

2.3 Paraplay 

The examples in the previous section provide a foundation to explore the concept of 
paraplay. Each example includes the idea of exploiting the game to achieve playful 
purposes beyond the prescribed constraints, and of a higher-level (superlusory) goal 
being more important than the specific game activity underway. This idea of playing 
beyond the game itself is what we term paraplay, and can be extended beyond games 
to any types of play. We define paraplay as: 

Paraplay: Play that occurs on the periphery of other types of play. 

Within this definition, ‘play’ refers to any playful activity as described above, 
whether structured or unstructured. 

‘Other types of play’ refers to the canonical playful activity: the primary activity 
that is ostensibly the reason for the interaction. In the case of a board game, the ca-
nonical playful activity is the set of actions and moves that form the play of the game. 
In the case of a videogame, the canonical playful activity is the game activity itself: 
the actual race, battle, or sequence of moves; what most players would consider to be 
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the game itself. Although other elements of the game system such as splash screens, 
menus, and so forth are part of the software and have been incorporated by the de-
signer, they are not part of the canonical playful activity. 

Audience members – those participants who are co-present but not actively playing 
– are also considered to be within the play context but outside of the canonical playful 
activity. These audience members might have different levels of interaction in the 
situation. O’Hara et al. [19] described differentiated participation by audience mem-
bers in an alternate reality game: some audience members become tightly involved in 
a game session by adding commentary, making suggestions, and participating in other 
ways, while other audience members remain detached from the game, only becoming 
involved peripherally and sporadically. At both extremes – and at all levels in be-
tween – audience members can be involved in various playful ways. 

Finally, ‘the periphery’ of the play is the play context excluding the canonical play-
ful activity. In the case of a game, the play context is referred to as the metagame; this 
includes activities that are peripheral to the game, which may be playful (paraplay – 
for example, using a board game’s pieces to act out a playful narrative) or non-playful 
(for example, conversations and social interactions between players). Therefore, para-
play is playfulness at the periphery of the game itself, but still within the metagame. 

When discussing the periphery of play it is tempting to incorporate or assume the 
concept of the ‘magic circle’. Originally described by Huizinga [20], the magic circle 
is considered a hard boundary of time and space in which play occurs; inside this 
boundary special rules apply. However, the concept of the magic circle is fraught [21, 
22], and the implication that there is a hard boundary between ‘Play’ and ‘Not-Play’ 
is heavily contested, particularly when applied to digital games and play. Indeed, in 
this work we are specifically interested in exploring the nuanced forms of interaction 
at the periphery of games and play, so the magic circle is not an appropriate metaphor 
for our analysis. 

Of course, there are many activities that occur on the periphery of the canonical 
playful activity that are not playful, and therefore not considered paraplay. For exam-
ple, an audience member making a player a cup of tea would be acting at the periph-
ery of the play, but unless the tea-making was performed in a particularly playful 
manner – say, by the tea-maker juggling the teapot – it would not be classified as 
paraplay. 

The superlusory goal concept provides a lens through which to consider paraplay. 
Because the superlusory goal applies to the entire play session, it also follows that 
individual canonical playful activities are not the only elements covered by this goal. 
Indeed, in any given gaming session, players might participate in multiple distinct 
games in sequence. The same superlusory goal applies irrespective of the specific 
game in progress. By extension, it also follows that other activities within the play 
session – even if they are not part of the canonical playful activity itself – can be cov-
ered by the superlusory goal. These activities might be peripheral or even irrelevant to 
the game underway, but they do take place within the gaming context. All of these 
other playful activities are paraplay. 
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3 Investigating Paraplay: Approach 

Although metagame elements have been described by others, as have the different 
types of play within a wider play session, these descriptions have not been well inte-
grated. Additionally, there has not been any work specifically examining these alter-
native forms of play. As such, we report a study designed to specifically address the 
question: What is the nature of paraplay? The following sections describe the study 
and lead to a discussion of paraplay in the context of physical videogame play. 

3.1 Aim 

Our introduction of paraplay noted that paraplay is broader than just games. Playful-
ness can occur at the periphery of any type of play. However, in this study we were 
specifically interested in exploring the nature of paraplay around physical console 
gaming. These gaming systems (such as Nintendo’s Wii and Microsoft’s Kinect for 
Xbox 360) enable a rich set of physical and social interactions, including many that 
are playful in nature. In order to study this we conducted an observational study. 

3.2 Method 

We conducted a study with six families, comprising a total of 32 participants. Each 
family participated for approximately two weeks. Families were provided with an 
Xbox 360, Kinect sensor, and three Kinect-enabled videogames: 

• Kinect Adventures. A number of mini-games of varying levels of physicality and 
complexity, most of which support two simultaneous players. 

• Kinect Sports. Various sport-themed mini-games (including sprinting, bowling, 
and volleyball), also with multiplayer support. 

• Dance Central. Music-based videogame in which players perform specified dance 
moves and receive feedback about their accuracy. Includes rudimentary multi-
player support. 

Each family was also provided with a fixed digital video camera to record them-
selves playing games. All studies were conducted in family homes. 

3.3 Participants 

Based on previous work [e.g. 4, 23], we expected that familial environments would be 
particularly conducive to rich forms of play as well as other forms of social interac-
tion. Participants were recruited through snowball sampling and through advertise-
ments in local newsletters. All families who volunteered to participate, and who met 
the criteria, participated in the study. Table 1 lists the participating families and the 
demographics of these family members. 
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Table 1. List of participants 

 Child (<10 years) Youth (10-18 years) Adult 

Family Female Male Female Male Female Male 

1   P1  P2, P3  
2    P4, P5 P6 P7, P8 
3  P9, P10   P11, P12 P13, P14 
4  P15 P16  P17, P18, P19, P20 P21, P22, P23 
5 P24    P25, P26, P27 P28 
6    P29 P30, P31 P32 

3.4 Data Collection and Analysis 

Family members were asked to record all gameplay sessions for the duration of the 
study. It is conceivable that participants’ behaviour was affected by the presence of 
our recording equipment; however this limitation applies to all observational research. 
In total, approximately 19 hours of gameplay video data was collected and analysed. 
While video data were the primary source of data for this study, interviews were also 
conducted with the families at the beginning and end of each study. Interviews were 
primarily intended to collect contextual information about the family’s broader social 
interactions, gameplay habits, and level of physical activity. 

Interview data were analysed using a Grounded Theory approach, and are pre-
sented here only when they provide relevant contextual information to add to the 
video data. Video data were catalogued and transcribed based on the Interaction 
Analysis [24] approach. The transcripts were then analysed using a Grounded Theory 
approach in order to identify high-level themes and concepts of relevance. These 
themes were manipulated (combined and separated) until distinct themes were  
isolated. 

We then applied our definition of paraplay as a selective lens to sample this wider 
set of themes. Specifically, we looked for activities that were playful in nature and 
that were within the game context, but at the periphery of the game itself. 

One complexity was dealing with the ambiguous nature of the periphery of play; 
this was accentuated by the physicality of the games that we used in our study. In the 
case of videogames, we argue that elements like the menu system, pre-game setup, 
and so forth are not part of ‘the game’ even though they have been designed and are 
included in the game software. Instead, for our purposes, ‘the game’ is the canonical 
playful activity: the actual game event that players participate in (e.g. the act of danc-
ing in Dance Central, or of bowling or jogging in Kinect Sports). 

During our analysis we also observed a distinction between the player and audi-
ence member roles. For the remainder of this paper we use the following terminology: 
participants are all people within the gaming environment; players are the partici-
pants who are currently playing the game; and audience members are participants 
who are not actively playing the game. 
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4 Investigating Paraplay: Findings 

The following sections discuss the multiple ways in which playfulness was created 
and exhibited within the gaming environment. The findings presented in this section 
highlight the fact that within a videogaming session there are a number of ways the 
game can become a resource for play. The gameplay itself is only one of these: the 
design of the game, the gaming technology, and the game rules all provide mecha-
nisms for play to emerge. Similarly, the social context in which the games are played, 
the existing social roles of the participants, and the physical environment all affect the 
types of play that can emerge around a game. 

Our findings both support the existence of paraplay and suggest that there are mul-
tiple forms of paraplay. The following sections describe the types of paraplay in more 
detail. Themes were drawn almost exclusively from the video analysis; interview data 
were primarily used to add context. 

4.1 Paraplay and the Player 

The majority of gaming sessions we observed were social in nature – they included 
both players and audience members. 

Some players would use the game as a way to deliberately create a performance 
and to add playfulness and humour to the situation. This was often done for the bene-
fit of audience members, but was also occasionally observed during solo gaming ses-
sions when no audience was present. These performances took a number of different 
forms. 

Sound Effects. Younger players often made audible sound effects to accompany their 
actions. These were sometimes associated with the real-world analogue of the game 
action – for example, grunting and whooshing while serving a tennis ball. Audience 
members also added sound effects in an attempt to participate in the game without 
playing directly. 

Singing and Dancing Along with the Game. Kinect Sports and Dance Central both 
used popular songs in various parts of the games. Players, and occasionally audience 
members, sang along and encouraged others to sing along, particularly while they 
were waiting for the game to load or for other players to join in. 

Taking a Bow. At the conclusion of a successful level, players would sometimes take 
a bow, playing along with the performance characteristic of the situation. Occasion-
ally audience members would cheer or applaud the player, participating in the make-
believe theatrical aspect of the game. Sometimes players also exploited particularly 
bad game performances for humorous purposes by bowing ironically. 

4.2 Paraplay and the Audience 

Rather than simply sitting back and watching, audience members became involved 
through laughing along, teasing, providing commentary, and even indirectly partici-
pating in the game. 
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Teasing and Trash Talking. Audience members and players used the game as an 
opportunity for paraplay in the form of playful banter, teasing, and trash talking. For 
example, the following exchange took place as a mother (P11) and son (P10) watched 
the father (P13) play the Kinect Adventures mini-game 20,000 Leaks: 

P11: "watch Daddy do it by himself, OK?" 
P10: "maybe Daddy's very bad" 
P11: "maybe Daddy's really bad, we'll see" 
P10: "cos he can't get any higher than us" 
P11: "yeah, break that glass!" (to the game) 
P10: "make it sink! Make Daddy sink! " 

In this example, the father was playing a game in which he used his body to plug 
holes in an underwater aquarium as fish continued to create new holes. 

Audience Emulation. Audience members ‘played along’ with the game by perform-
ing many of the game actions – leaning, jumping, moving their head or arms, and so 
forth. This was often done even when the player was facing away from the audience 
member and therefore could not see them; likewise, the sensor was not able to detect 
the audience members and so they were not actual ‘players’ in the game. 

Commentary. Audience members frequently provided commentary of the game, 
describing players’ movements and actions, and assessing whether they were contrib-
uting to the player’s success. Sometimes these commentaries were provided in a form 
that suited the game – for example, in a track and field event, commentary might be in 
the stereotypical ‘sports announcer’ tone. 

In this example, P15 is watching his father (P21) play bowling on Kinect Sports 
and providing advice and commentary about his performance, as well as playing 
along with the game actions. 

4.3 Paraplay and Transitions 

Any individual game’s context had a number of transition points. One transition type 
was when players moved into a play session, or changed between games or forms of 
play. Another transition type was when participants shifted in roles, from player to 
audience or from audience to player. Paraplay was seen to emerge at each of these 
transition points. 

Transitioning the Space. The preparation of the play space was often a source of 
amusement. Depending on the size of the space and the amount of ambient light, 
players sometimes had to stand on top of furniture, perform strange contortions, or 
even move furniture to other parts of the room in order for the sensor to work cor-
rectly. These peculiar actions were seen as amusing and playful by the players and 
audience members. 

Transitioning to Other Forms of Play. One family commented that their gaming 
provided an opportunity to participate in other forms of play together. In one example, 
at the conclusion of an evening playing Kinect games, this family played ‘hide and 
seek’ throughout their house. 
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Transitioning Between Roles. Participants shifted between roles throughout the play 
session, and often used these natural inflection points as times for paraplay. For ex-
ample, the following extract from family 3 shows the grandmother (P12) engaging in 
a short play session with her grandson (P10) based around a role transition point and a 
silly hat she found: 

P10: (is wearing a baseball cap) 
P12: picks up silly hat, puts on 
 "can I play with this on my head?", dances around 
P12: "OK, you've got a hat, I need this one" 
 moves into play area to begin bowling 
 balances hat precariously as she bowls ball 
 hat falls off, dances with hands on hip, turns around 360 degrees 
 Game announces strike 
P12: laughs, "see, it was the hat, because the hat, that's why! You have to put the hat on 

and you will... (come) first" 

In this example, while she was an audience member she insisted on wearing the 
silly hat so that she would be no different to her grandson (P10). When she scored a 
strike, she jokingly attributed her success to her wearing the hat. 

4.4 Paraplay and the Technology 

The game itself, and the Xbox and Kinect technology, provided opportunities and 
affordances for paraplay to emerge. Game features, such as virtual game characters 
and the game’s use of the Kinect camera for taking photos and video, were sometimes 
designed and sometimes appropriated for playful purposes. Additionally, the mecha-
nism for controlling one’s avatar – ‘avateering’ – provided sufficient flexibility that 
players could move their avatars in playful and interesting ways.  

Virtual Characters. In some games there were elements designed to provide oppor-
tunities for serendipitous and planned forms of playfulness. These forms of paraplay 
were enabled by the game software itself. In the case of Kinect Sports, these took the 
form of virtual game characters. 

For example, during a game of Kinect Sports bowling, P15 (the son in family 4) 
accidentally threw the ball into the virtual crowd, eliciting a bemused reaction from 
his father (P21). P15 was unaware the game included this particular ‘feature’, and 
found it extremely entertaining - so much so that he went to get his sister (P16) and 
attempted to reconstruct the manoeuvre for her. 

Similarly, before the starting gun fired in some of the track events, players could 
move into other characters’ lanes and elicit humourous responses from these charac-
ters. Players also discovered that in the main menu of the game, waving and clapping 
caused the virtual stadium crowd to respond by cheering or clapping along. Typically 
a player would discover these game elements by accident and then, amused with the 
results, would attempt to demonstrate them to others. 

Game Photos and Replays. Many games showed short video replays or mid-game 
photographs of players at the end of each level. 
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As players became used to the games, they would learn the places in the game levels 
where the system took photographs, and would often prepare playful, amusing, or silly 
poses in preparation for these points. For example, during the Kinect Adventures mini-
game River Rush, P5 performed a characteristic Michael Jackson-style pose at the end 
of the game and then waited for the photographic replays so he could show others. 

These points were a common place for interaction between players and audience 
members, and for paraplay to emerge through playfulness and humour. Audience 
members would laugh at the players’ photographs (whether intentionally posed or 
not), and sometimes imitate or tease them. 

Avatars. Appearance of players’ avatars was a common source of amusement, par-
ticularly when their appearance was incongruous with players’ real appearance. In the 
following example, family 4 note the gender and hairstyle of the father’s (P21) avatar, 
teasing him playfully: 

P17: "Daddy's got pigtails too" 
P21: "what?" 
P23: "I like your hair mate" 
P21: "thanks mate, it took me a long time to do it, you know that?" 

P17 and 20 laugh 

Additionally, in one of the clearest examples of paraplay, players exploited the 
games’ mimetic interface controls to make their avatars behave in amusing ways for 
their own benefit or for the benefit of the audience. However, this ability was only 
present in some games and at certain points in the game, For example, P16 (the 
daughter of P21) took advantage of the fact that the medal ceremony in Kinect Sports 
provides full mimetic control over her avatar. She used the opportunity to perform an 
impromptu dance routine. Similarly, players sometimes experimented with the 
boundaries of the sensor’s capabilities, such as when two participants tried hugging 
each other to see if their avatars would mirror their movements: 

P1: “now cuddle” 
 P1 and P3 hug 
P3: (looking at avatars on screen) “they’re not cuddling” 

Technical Problems. Although the sensor technology was reasonably robust, it occa-
sionally malfunctioned in interesting and amusing ways, and sometimes these mal-
functions were appropriated for playful purposes by players and audience members. 

Generally technical issues were exhibited through players’ avatars moving in un-
usual ways and performing strange contortions. After some initial confusion about 
why their avatars were behaving in this way, participants began to treat these situa-
tions as opportunities for play. Some participants attempted to emulate the avatar’s 
contorted position while others simply laughed, teased, and commented. 

5 Discussion 

Section 4 introduced a number of themes that emerged from our study. A common 
thread throughout each of these themes was the idea of playfulness. Participants of all 
types – players and audience members alike – used the game session as a means for 
play, and this play was not restricted to the gameplay itself. In this section we discuss 
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some of the overarching themes and important concepts that came from the study, and 
relate these to our understanding of paraplay and to other literature in the area of play 
and HCI. 

5.1 Paraplay and the Player 

There are a variety of types of play engaged in by the active player. The most obvious 
of these is the play associated with the game itself, but this is excluded from paraplay 
by definition. We encountered a number of other ways in which players ‘played’ 
within the gaming context, particularly around creating a deliberately staged ‘per-
formance’ for audience members, and by using competitiveness as a means of play. 

Performance. Performance was a clear example of playful behaviour. Frequently, 
players would show off for audience members, pose for in-game photos, take a bow 
(to acknowledge their good performance, or to ironically highlight their bad perform-
ance), and sing and dance along with game music. These activities were particularly 
prevalent when players had an interested and engaged audience, but some players 
found amusement in these performing activities even when there was no audience (or 
when the audience was not paying attention). 

Performance-like playfulness was also highlighted by Lindley et al. [5] in their dis-
cussion of the Wayve messaging device. They argued that the device ‘became a le-
gitimate means of drawing attention to oneself, in a way that can be understood as 
“broadcasting identity”, both of oneself and of the family as a whole’ (p. 2359). Simi-
larly, the types of performance observed in our study were playful means of drawing 
attention, showing off, and promoting an individual and group identity. 

Importance of Physicality. As players moved around the play space, adopted game 
poses, performed physical gestures, and interacted with the game and other partici-
pants, the physicality of their actions made their playfulness all the more salient. In a 
discussion of physical game controllers, [25] note that they ‘expect that (physical 
game controllers) may enhance audience enjoyment’ and suggest that empirical stud-
ies be designed to explore this phenomenon. Our study indicates that the physicality 
of Kinect gaming does indeed affect enjoyment, and provides a richer and more en-
gaging platform for play to occur. 

Rhetoric of Competitiveness. The levels of competitiveness in a game varied de-
pending on specific players, player combinations, and specific game sessions. In gen-
eral, however, players became or pretended to become particularly competitive, and 
would engage in teasing and disparaging comments about other players’ game per-
formance. Occasionally this was not intended playfully, but generally it was, and the 
game’s announcements of scores, leaderboards, and unlocked achievements provided 
focal points for this type of playful interaction and bantering. In these situations, the 
rhetoric of competitiveness was used as a mechanism for playfulness [cf. 18]. 

5.2 Paraplay and the Audience 

Similarly to [23], we found a role distinction between audience members and players. 
Far from being passive observers, though, audience members were active participants 
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in the gaming sessions, having and enabling fun in a variety of ways. Throughout our 
study, some clear examples of this phenomenon were observed, including audience 
members providing commentary on the game and emulating the players. 

Commentary. Some audience members – even those who never played the games at 
all – participated in the gaming experience by acting as commentators. In some 
games, the role of commentator suited the theme of the game (for example, sports 
announcements in many of the Kinect Sports events) and audience members in turn fit 
their commentary into the style. In other games, general commentary was provided on 
player performance and on the game design and aesthetic. Irrespective of the type of 
commentary and who was providing it, banter and playful teasing often featured, as it 
did in the analysis of messaging through the Wayve device [5]. 

Emulation, Mimicry, and Playing Along. Audience members also emulated and mim-
icked players, particularly the physical movements they made as part of game actions. 
Mimicry was often intended to playfully highlight how ridiculous players looked as they 
performed the game movements. Occasionally it was used for audience members to 
rehearse for an upcoming turn, to simply try out the movements themselves, or to feel 
like they were ‘playing along’ – similar to group karaoke games [26]. 

5.3 Paraplay and Transitions 

The fluidity of the game sessions meant that there were frequent transitions in the 
activities underway, and in the roles held by participants. 

Transition into Play. At the beginning of each gaming session, there was frequently 
a marked transition of the space as it was prepared and configured for gaming. These 
initial transitions served as points of demarcation for a gaming session to begin. 

In their study of social board gaming, Xu et al. [27] found that game ‘chores’ – set-
ting up, scorekeeping, managing turn taking, and so forth – were often considered to 
be fun and part of the game experience. Rather than being perceived as undesirable 
‘make work’, chores presented points for reflection, socialisation, and transition. 
Similarly, the transitioning of a space into a play area for Kinect gaming – through the 
reconfiguration of furniture, setup of game options, and so forth – all presented points 
at which participants engaged in playfulness. 

Transitions between Activities. Additionally, there were transition points that oc-
curred when participants decided to switch games, or even to switch activities en-
tirely. One of the clearest examples of paraplay was the transition from playing 
videogames to other forms of play. In some cases we were told by participants that at 
the conclusion of their videogaming sessions they started playing other games such as 
hide and seek throughout the house, as well as unstructured forms of play such as 
running around outside together. 

Transitions between Roles. The roles of ‘player’ and ‘audience member’ were not 
fixed. As in Voida & Greenberg’s study [26], players would take turns, swap roles 
mid-session, or take over another player’s turn due to a variety of reasons:  a  
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telephone ringing, a player giving up, or a player becoming too tired to continue. 
Davis et al. [4] argued that intergenerational play has both episodic and flexible char-
acteristics, and we suggest that transitions between roles are one key way in which 
this flexibility can be introduced. Indeed, the Kinect game technology supported these 
– sometimes abrupt – changes in role and enabled players to change or take over each 
other’s turn as necessary. As such, there were two clearly identifiable transition points 
to demarcate a particular participant’s membership in the roles. 

When audience members became players, this was frequently within a multiplayer 
turn-based game, and so the incoming player was a competitor to the outgoing player. 
In these cases there were often incidents of teasing and trash-talking between these 
participants (for example, ‘I can easily beat that score!’, ‘you’re useless, let me show 
you how it’s done’, etc.). 

There were also times when audience members became players to permanently 
take over another player’s turn. In these cases the incoming player would sometimes 
reconfigure the game by selecting a new avatar or changing the game entirely. 

As players moved into the audience member role, they frequently engaged in paral-
lel forms of playful behaviour. When playing a turn-based competitive game, they 
would use the opportunity to tease and trash-talk the incoming player; they would also 
highlight their own performance and suggest that their scores could not be beaten. 

In other cases, as players transitioned into audience members they intentionally en-
gaged in playful self-deprecation. This was sometimes intended ironically, and some-
times merely as ‘soft’ commentary on their own performance. 

The frequency and ease of these transitions highlights the fluidity of the boundaries 
between the game, the gaming context, and the rest of the environment. Again, we 
argue that the magic circle metaphor places too much emphasis on the distinction 
between the game (or play) and the rest of the environment, when in our analysis we 
are concerned with the varied ways in which this boundary is morphed and moulded. 

5.4 Paraplay and the Technology 

The gaming technology used in our study – the Xbox 360, Kinect sensor, and the 
game software – enabled play in a variety of ways, specifically with regards to the 
physicality of the control system and the designed playfulness in the game software. 

Mimetic Controls. The Kinect’s mimetic interface controls, combined with (in some 
games) a direct mapping between a player’s physical movements and their avatar’s 
movements, also provided the freedom for players to ‘avateer’ – to control their ava-
tar in a playful and amusing way. Players were able to simply strike amusing poses, or 
to control their avatar to perform (or pretend to perform) actions in the virtual world. 

Designed Game Elements. In some cases, the game software also provided elements 
outside of ‘the game’ (as it is defined above) that were adopted for playful purposes. 
The menu system in Kinect Sports provides one example: players were able to add 
fireworks and encourage the virtual crowd to clap and cheer by moving their body in 
specific ways. Similarly, in some of the track events in Kinect Sports, players could 
interact with non-player characters by pretending to shove and push them, provoking 
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amusing reactions. In these examples players would often discover these features 
accidentally and would be either confused or amused by the results until they were 
able to successfully reproduce them. 

Voida et al. [18] discussed a similar phenomenon, which they termed ‘falling prey 
to the computer’s holding power’ (p. 377). They noted that in these situations the 
engagement was between the player and the game software, rather than between play-
ers. Consalvo [2] described these types of play as ways of ‘gaining more enjoyment 
from the game, in a variety of ways’. We argue these playful game software elements 
are just some of a great many factors that enable a variety of playful behaviours sur-
rounding a game. 

Technical Problems. The complexity of the Kinect’s sensor technology meant that 
there were a number of technical issues observed throughout the study. In some cases 
the players and audience members were able to appropriate these technical problems 
and incorporate them into their play session. For example, when the sensor malfunc-
tioned and caused players’ avatars to move in unusual ways, audience members found 
this an amusing source of conversation and banter. 

This is similar to the notion of seamful design. Seams – technical limitations or 
barriers in a technology – are typically considered flaws, and a traditional perspective 
argues that ‘getting rid of them is just a matter of time and improved service’ [28]. 
Challenging this view, [28] argue that seams can and should be deliberately used by 
designers ‘in ways that users (might) find useful or interesting’. With regards to Ki-
nect games, designing improved sensors and recognition algorithms is certainly one 
approach, but given the casual and fun nature of the games we used, another design 
approach would be to embrace these technical issues and use them to enhance play-
fulness and ambiguity. 

6 Conclusions 

In this paper, we have introduced the concept of paraplay. We define paraplay as play 
that occurs on the periphery of other types of play. In our study, the canonical playful 
activities were Kinect-enabled videogames, and our data support the idea that within 
the gaming session – the metagame – multiple types of play are present. The game-
play itself is just one of these. 

From our study we identified two distinct roles that participants adopt: active 
player and audience member. As participants take these roles, and as they transition 
between them, various types of playful behaviour emerge. These behaviours are both 
enabled and mediated by factors such as the game’s design, the gaming technology, 
pre-existing social relationships, and the superlusory goal of the session. 

Although we have a relatively small data set to draw from, the findings and analy-
sis are nevertheless interesting enough to suggest a number of implications for the 
designers of playful technologies and physical videogames. These include: 

1. Be sensitive to the fact that the game may be a spectacle, observed by audience 
members. Attempt to make games engaging for audience members. 
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2. Build up a sense of playfulness throughout the entire gaming session, including 
within elements such as menus and splash screen. This will help to provide explicit 
hooks to other games and other types of play, even non-digital play. 

3. Where possible, include some unstructured game elements that do not have spe-
cific goals or requirements. These provide opportunities for creative play and para-
play to emerge. 

4. Sensor-based gaming technologies often include ‘seams’. Rather than treating 
these as bugs to be fixed, consider how these seams might be appropriated by users 
(for example, as physical spaces where audience members can ‘play along’ without 
fear of the technology directly including them into the game). 

5. When designing an avatar-based control system, provide full mimetic control if 
possible, even if it is not necessary for the game itself. This will allow players to 
‘avateer’ in playful ways. 

The concept of paraplay also leads to a number of open issues for future research to 
address. These include identifying the types of play activities that have paraplay 
around them, the ways in which games and other activities can be designed to en-
hance or manipulate paraplay, and a further description of the elements of our taxon-
omy of paraplay. 

Our research contributes to the theoretical understanding of social play within HCI 
and CSCW. It also provides design implications based on the different roles, types of 
play, and superlusory goals that players adopt during a videogaming session. 
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Abstract. Social networking websites have been taking a huge space on the In-
ternet. With millions of members spread across the world, these services con-
nect their users through “friendship” relations, and within a short period of time 
the information is disseminated in the network. Considering Twitter, we inves-
tigated how standard techniques of information visualization can improve the 
analysis of its users’ behavior, i.e. the group of people who most closely relate, 
and the frequency and type of messages they send. This investigation was done 
through user’s studies with a set of visualization techniques implemented in an 
interactive system prototype. 

Keywords: visualization techniques, social networks, twitter users’ behavior. 

1 Introduction 

The advent of Web 2.0 has aroused the emersion of new services for the Internet over 
recent years, giving users a higher level of – user-to-user – interaction in the network. 
Within this context, several applications focused on the relationship among users 
were developed, created to bring together people with specific interests in common, to 
facilitate the contact between distant friends and, for instance, the contact between a 
company and its customers. Social networks are, mostly, websites created with these 
purposes, and have millions of members spread around the world [1]. With the ever-
increasing number of members, a large amount of data is created on these networks 
and flows over the Internet. Making an analysis of this information can be difficult, 
since the complexity and the way it is organized do not assist in this task. 

Taking into account the amount of information published in these networks, and 
the growing speed in which this information is updated and exchanged, the research 
herein presented focuses on how standard and interactive techniques of information 
visualization can help in the relation and extraction of new information based on what 
has already been published. 
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Considering Twitter, it differs from other social networking sites because a friend-
ship link doesn’t need to be accepted by both parts: in order to receive tweets from a 
user, a person must follow him/her; however, the user is not obliged to follow this 
person back. Since Twitter just allows you to view the friends of one member at a 
time, and through a simple list that appears on every profile page, information visuali-
zation techniques can help to better view the network of contacts, and to analyze the 
frequency that individuals or groups send tweets and what kind of tweets they send  – 
the Twitter Users’ Behavior. 

In order to investigate this, we made user studies using a system prototype devel-
oped in our University, which provides visualization techniques that allow the analy-
sis of users’ connections, and the frequency of tweets sent by one or a group of users, 
and, mainly, it provides ways to classify these tweets, a feature difficult to find in 
most existing visualization tools for Twitter. Thus, as our main contribution, we dem-
onstrate how interesting for the user point of view (given different user profiles) is to 
allow an integrated manner to explore and analyze the interactions of one user or a 
group of users in a social network. 

This next section presents the visualization techniques available in the prototype. 
The user studies and a discussion on how they can help to analyze users’ behavior are 
following presented. Some conclusions and future works are presented in the last 
section. 

2 Visualization Techniques to Analyze Users’ Behavior 

There are many tools that use information visualization techniques to help in the anal-
ysis of users' behavior, as presented in some previous works [2-5]. In the work herein 
presented, we used the prototype system developed by Rotta et al. [6], called DeepT-
witter. 

DeepTwitter provides standard visualization techniques, selected according to 
some related work [7-9], to allow the understanding of how they can help in the users’ 
behavior research in social networks. Through them, users’ connections and the fre-
quency of tweets sent by one or a group of users can be easily analyzed. Tag cloud 
visualization, most popular users and ways to classify the tweets are also provided, 
enabling the learning about the social network and the behavior of its members, 
through a constant collection of generated data. 

Figure 1 shows DeepTwitter's main window, which displays the graph of the us-
er’s social network, expanded as he/she selects members of the network to include 
their friends or followers to the network. Two groups of users can be also observed in 
Figure 1, as well as a window that quickly shows some information regarding the user 
on which the mouse is over, such as his/her last tweet, description, number of friends 
and followers, etc. This visualization plays an important role, given that it has the 
ability to display, at once, a large number of members and connections, a task not 
possible to be done through the website. The discovery of other members that the user 
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might have interest in also occurs in a very efficient way, through the verification of 
which users related to him are already following these members, for example. 

The prototype also enables the creation of categories, into which different tags 
can be inserted. Through these tags tweets could be classified in both, timeline and 
tag cloud visualizations. Thus, it is possible to differentiate tweets by subject, cluster-
ing all the tweets that contain a given set of tags inside the same category that holds 
these tags.  

 

Fig. 1. The user social network with two groups of users and a window containing information 
about the selected user 

When visualizing tweets from individuals or groups in DeepTwitter’s main win-
dow it is possible to open the timeline visualization. The timeline organizes the 
tweets on a chart, based on the day (x axis) and time (y axis) in which they were sent, 
allowing the observation of a user or group of users behavior, such as  the frequency 
in which the tweets are sent and what times and subjects are predominantly devoted to 
it. For timeline visualization, users can choose: the option to display the users’ pic-
tures or ellipses for each tweet; and the option to classify or not tweets within the 
categories already defined. By doing this, the pictures are outlined or the ellipses are 
filled with different colors, in order to facilitate the identification of which tweets 
belong to each category. Moreover, the tags are highlighted when the mouse moves 
across the tweet, as shown in Figure 2. 

DeepTwitter also provides a tag cloud visualization, which shows the tags with 
different font sizes to allow the user to quickly and easily find information [10]. The 
tags could be the ones specified by the user when creating categories, or the ones that 
are currently the Trending Topics at the Twitter homepage. 
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Fig. 2. Example of a Timeline with tweets classification 

Finally, the most popular user visualization can be applied to a group of selected 
members or to all users in the contact network. The classification can be made by the 
number of friends, followers, favorite tweets, or tweets that have already been written. 
When one of these options is selected through a button interface, the picture size is 
appropriately changed in relation to the selected option and to other users. According 
to the selected option, the user that has more friends, e.g., appears with the biggest 
picture, and the one that has fewer friends, appears with the smallest picture. Through 
this visualization, with just a quick look the user can identify the most active or im-
portant members from his network of contacts, which would be very difficult to do 
using the Twitter website. 

3 Getting User Impressions about the Visualization Techniques 

In order to verify users' impressions about the use of visualization techniques, and to 
know which public would be more interested in this kind of tool, an user study was 
conducted, in two phases: the first one focusing on the general public, characterized 
by people who use Twitter for personal use (without professional goals), and the 
second focused on professionals who use Twitter as support for their work or even as 
their main activity (as professionals who monitor the impact of their companies on 
social networks and the Internet, for example). 

In both studies, aiming to allow the users to understand the visualization tech-
niques and their possibilities of use in a real environment, they were invited to use the 
prototype in their day-to-day activities. To better understand and analyze this use, a 
qualitative approach [11], with a restricted number of users was chosen: first, the 
users were invited to use the prototype and, then, to answer a set of questions related 
to this use. 
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3.1 First Phase: General Public 

The methodology used in the first phase and its results are presented as follows.  

Used Methodology. In this phase, typical Twitter’s users from the general public 
were invited to participate in the study. Following the example of the evaluations of 
the related work [2-4], which were performed respectively with 10, 12 and 12 users, 
we invited 11 users to use DeepTwitter and then answer an online questionnaire about 
that use. The online questionnaire contained 21 open and closed questions about the 
user profile and his experience with Twitter and DeepTwitter. 

By agreeing to participate, the users received a copy of the prototype and were free 
to use any visualization technique available from the tool for about a week and at any 
time they so wished. It is worthwhile mentioning that this use was made in an indi-
vidual way and it was not accompanied by any observer. After this use they were 
instructed to answer the online questionnaire. The questionnaire contained open and 
closed questions, about the user profile, the Twitter and the prototype. 

Results. Most users that answered the questionnaire were students (82%) and from 
the Social Communication area (55% of the students). 

Regarding the use of Twitter, we found that most users (91%) had used it for two 
years or more and 64% used it every day. When questioned about why they used this 
social network, the main choices were (the users could choose more than one option): 
personal purposes (64%), work (36%) and information (36%). 

Regarding the use of DeepTwitter, 64% used it for one week, mostly using the pro-
totype less than once a day (64%). In relation to the visualization tools available in it, 
the Social Networking Visualization was the most popular tool, chosen by 64% of the 
users when asked about the main advantage of using DeepTwitter and by 73% when 
asked about the visualization tool they considered the most interesting. The possibility 
to classify the tweets was also pointed out by 27% of users. 

The preference for these two visualization tools – social networking and tweets 
classification – was also highlighted in the users comments: "This visualization facili-
tates the verification of users who I follow that also follow me, which is very interest-
ing", "The social networking is cool because you can check nearby connection; the 
tweets per group also facilitate some ‘conversations’", and "tweets classification per 
tag is a good function for organizing content”. 

Beyond the scope of personal use, one possible application was highlighted by two 
distinct users: the use by companies. One of the users pointed out that for a company 
this Social Networking visualization tool would be very useful for the connection 
with potential new followers: “Especially for a business twitter, this tool helps you 
connect to new followers that have to do with the company subject. For example, 
through the social networking visualization I can see who are the followers in com-
mon among my followers, it helps me follow relevant people in my twitter”. Another 
user proposes the use of tags classification for this purpose: “for a company, for ex-
ample, launching a promotional tag”. 
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3.2 Second Phase: Professionals 

The methodology used in the second phase and its results are presented as follows.  

Used Methodology. In line with the results of the first phase that pointed to a profes-
sional use of this kind of tool, we developed a second phase with professionals who 
use Twitter as a working tool, inviting them to freely use the prototype in their day-to-
day work, and after this use, participate in an interview to report their impressions. 

As occurred in the previous phase, the participants received a copy of the prototype 
to use, by themselves and without the help of an observer, for about a week. The three 
groups of participants in this phase were professional users, as will be described in the 
next section. After using the prototype, they participated in a semi-structured inter-
view, conducted by members of the research team. The interview began with 14 ques-
tions about the user profile and his experience with Twitter and DeepTwitter.  

Results. The participants interviewed represent three distinct profiles: (1) employees 
of a private company of web hosting that were responsible for the company’s public 
relations (group composed by 3 participants, that answered the questions in group and 
used the tool with the company account; they will be identified here as User 1); (2) 
the team responsible for the Twitter account of the Faculty of Social Communication 
of a large private university in the country (group composed by about 4-6 participants, 
students of the University, who also responded in group and used the institutional 
account, so they will be identified here as User 2); and (3) a University professor of 
Journalism (User 3), who used the program with his Twitter account. The academic 
profiles of users covered the areas of Public Relations, Journalism and Administra-
tion, and their professional profiles are about Social Communication and Customer 
Relations. 

Focusing specifically on the last part of the interview, the users connected to the 
area of relationships (Users 1 and 2), when asked about the main feature of the proto-
type, highlighted the Visualization of their followers. User 1 highlights that with the 
timelines they can "identify over time followers of our activities in order to be aligned 
with our audience". User 3, working with Journalism, believes that the main feature is 
"the ability to follow the conversations of specific groups of people". These points 
were confirmed when all users of this phase highlighted that the visualization tool 
they would use more often would be the timeline analysis. User 3 said: "For journal-
ism or marketing, for example, the analysis of the timeline is a very useful feature". 

3.3 Discussion 

Some of the issues presented in the results will be discussed in accordance with the 
visualization techniques available.  

Social Network Visualization. From our studies, we found that for users of the gen-
eral public the Social Network Visualization was considered the most attractive  
feature. On the other hand, users from companies (professionals), who often focus on 
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their followers’ behavior, highlighted that this feature should be removed from the 
prototype because the visualization gets very confusing when showing a great number 
of followers. That is, to the general public this feature allows a very interesting view 
of their entire network of contacts (and the relationships between their followers and 
who they follow), while for users interested mainly in their followers’ activity, with 
hundreds (and even thousands) of them, this way of viewing the network seemed 
useless, because the amount of users shown did not allow a clear view of these con-
nections. In this case, alternative techniques for the visual analysis of large graphs 
[12] could be presented, but that was out of the scope of this research. 

Timeline and Tweets Classification. To users concerned with the relationship area, 
the timelines allow them to monitor the activities of their followers and thus find a 
better way to interact with them, knowing the best time of the day to send them an 
important notification or greeting message, for instance. From a journalistic point of 
view, the possibility of viewing the timelines from user groups or the classification of 
tweets permits focusing on specific issues (or conversations), enabling the analysis of 
new perspectives (how a particular post was discussed, how a particular group reacted 
to certain news, and so on), thus generating new information ("news").  

Tag Cloud and Most Popular Users. Since Tag Cloud and Most Popular Users are 
visualizations techniques very common nowadays, these were the least mentioned in 
the evaluation. Only one user highlighted the possibility of using the tag cloud for 
mapping the subjects most in vogue at the moment. Another one mentioned that the 
most popular users could be used in order to evaluate the influence of their followers. 

4 Conclusion and Future Works 

The increase in use of social networks has been intense in recent years, as intense as 
the activity of users on these networks. Understanding the behavior of users on these 
networks, e.g. to companies’ public relations identify a better way to get in touch with 
them, can be a hard task, given their high level of interactivity. In this context, we 
discussed how information visualization techniques could be helpful in supporting 
this task, through a set of standard visualization techniques and the discussion of these 
visualizations with its potential users. 

From the analyses carried out we can clearly see that different profiles of users are 
interested in different features (and in different visualization ways), as noted with the 
preference of users in general (general public) for the social network visualization, 
and professional users for the timelines. In addition, a comment from one of the users 
(professional profile) that believes that everything the Twitter already offers should be 
excluded from the prototype led us to reflect. 

Adding to this reflection the trend of users to simultaneously use several small ap-
plications to monitor the use of social networks, we now are designing distinct small 
visualization applications, focusing on specific market niches. Our first application is 
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aimed specifically at professionals working in the area of relationships and their 
needs, exploring features as visualization of feelings and statistics about mentions. 

Focusing on the information visualization area, the interest of users in the visual 
exploration of the available information opens the opportunity to research and devel-
op novel interactive visualization techniques, focused specifically on social networks, 
and, also, in multi touch devices that are widely used nowadays and could provide 
new interactive approaches to visualization. 
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Abstract. Of key importance to avoiding significant health problems such as 
cardiac disease and stroke is eating nutritious foods and leading an active life-
style. However, leading a healthy lifestyle remains elusive and obesity contin-
ues to increase in North America. We investigate how online social networks 
(OSN) can change health behaviour by blending theories from health behaviour 
and participation in OSNs. We designed, prototyped and evaluated an OSN, 
called VivoSpace, using factors derived from the blend of theoretical models 
with the intention to change health behaviour. Our results from field studies 
with 35 participants from two clinical and one non-clinical social network 
groups revealed that designing these factors into the online social network lead 
to positive health behaviour change, namely, improved diet for the clinical 
group. The use of theoretical models in the evaluation provided a means to un-
derstand how the design can be improved to see further health behaviour 
change. 

Keywords: Health, behaviour change, social networks, diet, physical activity. 

1 Introduction 

The importance of a nutritious diet and an active lifestyle has been found to be central 
to a healthy population, which leads to lower healthcare costs for a nation and a better 
quality of life for its citizens. Specifically, a healthy diet and physical activity can 
reduce advancement of (and prevent occurrence of) chronic diseases [2], prevent vas-
cular diseases such as cardiac disease and stroke [22,7,15], and result in overall better 
health [31]. Despite greater medical and scientific knowledge, North Americans con-
tinue to be more obese due to poor diet and a sedentary lifestyle. We address this 
problem through the design and evaluation of an online social network (OSN), 
grounded in theoretical models, to improve nutrition and increase physical activity.  

In addition to diet and physical activity, a significant factor in health outcomes is 
one's close and distant social networks [8,23]. Social supports can promote better 
health by providing a sense of belonging and building self-efficacy [6]. Social tech-
nology has been shown to increase social support for individuals afflicted with a  
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particular condition, such as ACL (Anterior Cruciate Ligament) [25], ALS (Amyo-
trophic Lateral Sclerosis) [13] and menopause [36]. Furthermore, the social dynamics 
for peer involvement in weight management include supportive relations and passive 
involvement (such as social norms), and observed patterns of interaction such as 
(un)disclosure [24]. Studies have realized the benefits of social connection by design-
ing technologies for health and weight management, which we review in detail in the 
Related Work section. 

Recently, social connection through websites and other web enabled technology 
have had an explosion of engagement and use, namely in use of OSN services such as 
Facebook®. We leverage this engagement as a means to build social support in the 
design of our OSN for health behaviour change. We also take heed of studies that 
have shown we need to be cautious in using large OSN services such as Facebook® 
for our health needs, as issues of sharing private health information on such a large 
social network service does not make sense [29,33]. We build on these works by de-
signing an OSN for small social network groups rather than using existing OSN such 
as Facebook®. This is done to allow users to share their nutrition and physical activi-
ty data with individuals from a known social network group rather than a large social 
network that would broadcast their data to a diverse range of individuals known from 
various sources. A small social network group allows users to have control over who 
sees the information that is disclosed.   

The main contribution of this work is to apply two theories to the design, prototyp-
ing and evaluation of an OSN, VivoSpace, for health behaviour change. We combine 
the Social Cognitive Theory from health behaviour that underpins the importance of 
social aspects of healthy living with the Uses and Gratifications Theory that provides 
motives for participation in OSNs. The justification for this approach is that our OSN 
needs to be engaging in order for it to be used, so we look to the Uses and Gratifica-
tion Theory to provide the factors that motivate use of OSNs [17,19]. Similarly, the 
factors for health behaviour change from the Social Cognitive Theory [4] are also 
applied to the design with an aim to change health behaviour. This theoretical ap-
proach is undertaken to create better design principles that help people to both start 
and maintain healthy habits. Others have used health behaviour theories to design 
technologies for motivating increased physical activity, improved nutrition, or both; 
however, the factors from the Social Cognitive Theory have not been directly used to 
design and evaluate technology to promote positive health behaviour. Furthermore, 
the Social Cognitive Theory has never been combined with the Uses and Gratification 
Theory to ensure engagement in the technology. Finally, OSNs have not been expli-
citly designed for the purpose of health behaviour change before. This work informs 
research in both HCI and Persuasive Technologies [12], and guides the design of the 
multitude of applications that are coming to market for fitness and improved diet. 

In our design of an OSN, VivoSpace, we chose to focus on healthy eating and 
physical activity as both are closely linked to health outcomes such as ideal weight, 
prevention of illness and management of chronic diseases [7,2,15]. We are not focus-
ing on weight loss specifically, but rather nutritious eating habits and physical activity 
over sedentary lifestyle. We deployed VivoSpace to three separate social network 
groups in both Canada and the United States in a 4-week study with 35 participants.  
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We use the factors from the theories to create design elements that ensure engage-
ment in VivoSpace and changes in health behaviour. In providing this contribution, 
the main outcomes of this study are: 1) an understanding of different social dynamics 
in small social network group through use of an OSN for healthy; and 2) details of 
design mechanics in an OSN that influence health behaviour and motivation to con-
tinue to use the website. 

2 Foundational Theories 

Theoretical models assist us to understand human behaviour. The theories used in our 
approach to design, prototype and evaluate VivoSpace are the Social Cognitive Theory 
and the Uses and Gratification Theory. Various HCI researchers have considered the 
Social Cognitive Theory in designing social technologies to influence health beha-
viour change (as described in the Related Work Section). We build upon previous 
works by utilizing the Social Cognitive Theory as a foundation for our design and 
evaluation. We did not directly use other health behaviour theories in our approach, as 
we wanted to provide clarity in linking factors for health behaviour change from the 
theory to the design. Further, as engagement in the technology is necessary for the 
system to be used, we apply the Uses and Gratifications Theory to derive design 
strategies for motivating the use of the OSN. In other words, the OSN needs to be 
used in order for the design elements for health behaviour change from the Social 
Cognitive Theory to be effective. 

2.1 Social Cognitive Theory 

The Social Cognitive Theory holds that behaviour is determined through expectancies 
and incentives, and of key importance is self-efficacy to changing health behaviour 
[3,4]. The Social Cognitive Theory [4] was first drawn from the Social Learning 
Theory by [3], and it was further developed into five core determinants of health be-
haviour change:   

1. Knowledge is an individual's knowledge of and expectations of outcomes related to 
the health risks and benefits of different health practices. 

2. Perceived Self-Efficacy is an individual's own competence to perform the beha-
viour needed to influence outcomes and the individual’s ability to exercise control 
over one's health habits. Perceived Self-Efficacy can be influenced vicariously 
through others, which allows for social modeling and the building of social norms. 

3. Goals include proximal and distal goals, and they need to be concrete plans and in-
clude strategies to realize them. This factor builds accountability. 

4. Perceived Facilitators include social and structural factors, and social approvals 
and social supports can be facilitators. They incorporate the value of the outcome 
of health behaviour change, which can be health, appearance, social approval, or 
economic gain. 

5. Perceived Impediments is the opposite of perceived facilitators, and they also in-
clude both social and structural factors. 
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2.2 Uses and Gratification Theory 

The Uses and Gratifications Theory originated from communications research and is 
generally recognized to be a sub-tradition of media effects research [28]. Initially, it 
provided a theoretical approach in defining the motivations for using traditional mass 
media such as newspaper, radio and television [35]. It has received renewed interest 
because of its applicability to telecommunications, computer-mediated-
communication [34,11] and the Internet [30]. It has also been applied to online com-
munities [11,19], and more recently, uses and gratifications has been studied to under-
stand the motivations for using Facebook® [17].  

We consider five key works based that present motivational factors based on the 
Uses and Gratification Theory on their application to the Internet, online communi-
ties, and OSNs [11,19,30,35,17]. By reviewing these works, we find that there are 
eight main motivational factors that influence use of OSNs based on the Uses and 
Gratification Theory: 

1. Entertainment refers to a motivation that stems from enjoyment of playing or inte-
racting with others [30,11,19], and also encompasses Diversion [35] and the need 
to Pass Time [30]. 

2. Social Enhancement is a value that one ties to their status within social peers 
[11,17], and is also linked to Social Utility [35] and Interpersonal Utility [30]. 

3. Maintaining Interpersonal Connectivity pertains to sustaining contact with one's 
social networks [11,19], and it also relates to Social Utility [35] and Interpersonal 
Utility [30], or as Joinson describes as Social Connection [17]. 

4. Self-Discovery occurs when self-knowledge is obtained through social interaction 
[11,19], and it includes Personal Identity, which is a reinforcement of ones values, 
attitudes and beliefs [35]. 

5. Get Information is an instrumental purpose like receiving information [11,19], and 
it can also overlap with Information Seeking [30] and Surveillance [35]. It also 
suggests social sharing, which includes factors such as Content Creation and Cura-
tion, Social Network Surfing, and Social Investigation [17]. 

6. Provide Information is democratized with online communities and OSNs com-
pared to previous media, and refers to a motivational factor that is unique from Get 
Information [19]. In OSNs, we see Status Updating [17] as a specific means of 
Providing Information. 

7. Convenience provides an understanding of why people would choose to use the In-
ternet as opposed to read the newspaper, or socialize via an OSN service as op-
posed to meet in person. This factor was only described by [30]. 

8. Shared Identity occurs as one constructs their identities through the use of an OSN 
and relates to others through shared interests and values [17]. 

3 Related Work 

Although OSNs have not been studied specifically for health behaviour change, tech-
nologies with social components designed for health behaviour change have been 
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explored by HCI and Persuasive Technology communities. We build on this work by 
specifically looking at the design of OSNs through the use of theoretical models. 
Some of the works that have incorporated social aspects in their design have consi-
dered the Social Cognitive Theory. We also review studies that investigated social 
aspects of health behaviour without consideration of the Social Cognitive Theory. 
Finally, we present some works that did not investigate social aspects for health beha-
vour change as a central component of their study, but their results informed our 
work. A description of all these studies is presented in Table 1. There are no works 
that combined the Social Cognitive Theory with the Uses and Gratification Theory to 
design of an OSN for health behaviour change. 

Table 1. List of related works showing the name of the application developed, description of 
the application, and the number of participants (p) and duration of the evaluation 

Application Name Description Evaluation 

Stepping Up for 
Health (SUH) [34] 

Internet mediated walking program that measured the 
impact of adding an online community on the walking 
habits of individuals. 

324 p ,16 wks 

VERA [5] Users take pictures at moments when they make health 
decisions and provide annotation about the picture's rela-
tion to health. 

45 p, 2 wks; 44 p, 
4 wks 

Shakra [1] Mobile phone application infers whether the user is still, 
walking or traveling in a car, and provides and shares the 
amount of time that the user was active with some competi-
tion features. 

9 p, 1 wk 

Fish’n’Steps [21] Links users' step counts to the growth and happiness of a 
virtual fish. 

19 p, 14 wks 

Houston [9] Pedometer and mobile phone application that allows users 
to set goals. It includes a sharing version and a personal 
version. 

13 p, 3 wks 

Lifestyle Coaching 
Application [14] 

Smart phone and website version where users diary their 
food and physical activity, set goals and provide a points 
system for a game experience. 

40 p, 4 wks 

EatWell [16] Social mobile phone application designed to assist African 
American communities make better food choices, where 
users share audio recordings of experiences related to food. 

12 p, 4 wks 

Chick-Clique [37] Mobile application provides sharing of step counts, visibil-
ity of group averages, and text messaging capability. 

7 girls, 4 days 

MAHI [27] Mobile application to communicate with one's diabetic 
educator. 

49 p, 6 mo. 

UbiFit Garden 
[10] 

Wallpaper of the users cell phone shows a garden. Flowers 
appear with more physical activity, and it shows butterflies 
as goals are met. 12 p, 3 wks; 28 p, 

3 mo 

IMPACT [20] A step-count personal informatics system that is evaluated 
to understand the influence of context on step count. 

49 p, 8 wks 

Fit4Life [33] A mock design of a health system that collects dietary and 
activity level, shares on OSN sites, and provides advice. 

N/A 

 
Since the Social Cognitive Theory postulates that health is a social matter and not 

just an individual one, we look at three works that have considered this theory in the 
design of their technologies. First, the SUH [34] study considered social support and 
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social modeling from the Social Cognitive Theory to explain how the online commu-
nity experimental group can promote increased step count and lower attrition. The 
study found that individuals were more engaged and participant attrition was lower 
with those that used the online community version. However, the Social Cognitive 
Theory was not central in the design and evaluation of SUH. Second, the VERA sys-
tem [5] showed that the social aspects allowed participants to mimic others, and that 
the system built group identity and allowed for greater accountability. Although the 
authors did mention that the design of VERA was consistent with social modeling and 
accountability aspects from the Social Cognitive Theory, the use of the theory was not 
central in the design and evaluation. Third, the Shakra [1] system loosely based the 
social aspects of their design on the Social Cognitive Theory to show that community 
was important to health behaviour. Shakra did not show any increase in activity, but 
the participants enjoyed the sharing and competition aspects. We expand the use of 
the Social Cognitive Theory by anchoring the design and evaluation of our OSN on 
factors from the Social Cognitive Theory as well as the Uses and Gratification 
Theory. 

Other HCI researchers have done significant work in considering social aspects 
when designing health technologies without the use of the Social Cognitive Theory. 
The results from these studies are mixed; however, the social aspects did lead to 
building community empowerment and social supports. The Fish’n’Steps [21] used 
the Transtheoretical Model to evaluate the stage or level of health behaviour change 
of the study participants, but did not use the theory in the design of the system. The 
Houston [9] system showed those that used the sharing version met their goals more 
often than those that used the personal version. The Lifestyle Coaching Application 
[14] revealed no significant difference between mobile and web versions, or individu-
al and team player groups. The qualitative analysis for EatWell [16] revealed that the 
use of the system led to a sense of empowerment for the community, as users were 
from the same geographic location. Chick-Clique [37] showed an increased step count 
for one group, but not the other, due to confounding reasons. Finally, the MAHI sys-
tem allowed for social support for newly diagnosed diabetics [27], and a means to 
construct one's identity for those that have been living with diabetes for more than one 
year [26]. The variable results can be better understood with the use of theoretical 
models in the design and evaluation of these systems, which can provide insight into 
how these systems were successful in achieving health behaviour change and how 
they can be improved. 

The HCI community produced other works related to health behaviour change that 
inform our study, where social aspects did play a role in their work although it was 
not a central part of their study. First, the UbiFit Garden [10] took a theoretical ap-
proach to develop design strategies for health behaviour change; however, different 
theoretical models were used and the UbiFit Garden was not an OSN, so our work 
extends this approach to the design of an OSN to change health behaviour. Secondly, 
the IMPACT system was created to better understand the influence of context on per-
sonal health informatics [20], where social influence is a critical part of context. Fi-
nally, another work that deserves mention is a mock parody design called Fit4Life, 
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which shows the importance of mindfulness in understanding our behaviour, and the 
privacy concerns of posting our health behaviours on large OSN services such as 
Facebook® [33]. 

 

Fig. 1. Main home page of VivoSpace showing the Dashboard on the left; the goals summary, 
log entry and newsfeed in the middle; and friends with game progress on the right, each level 
has a character associated with it 

4 Designing and Prototyping VivoSpace 

By blending the five key factors that influence health behaviour change from the So-
cial Cognitive Theory and the eight factors that motivate the use of OSNs from the 
Uses and Gratifications Theory, we designed VivoSpace. The VivoSpace system pro-
vides features that promote eating healthy foods and engaging in physical activity 
because both are important to good health behaviour. The design of VivoSpace was 
developed through a User-Centered Design process, initially with paper prototypes 
that were evaluated using one-on-one interviews with 11 people, and then with a me-
dium-fidelity prototype that was evaluated in a laboratory with 36 people [18]. These 
studies revealed that the VivoSpace design allowed for greater understanding of one’s 
health behaviour, but social gaming features were needed to build motivation to use 
the system. Finally, this high-fidelity prototype was tested with seven individuals 
using a cognitive walk-through prior to the field study described in this paper. The 
high fidelity prototype was developed using PHP and MySQL within the CodeIgniter 
application framework. Twitter’s® Bootstrap was used for the user interface elements 
and Doctrine PHP libraries were used for the database abstraction layer. Furthermore, 
VivoSpace incorporates Wolfram Alpha’s® Application Programming Interface (API) 
to obtain nutritional information for meals and caloric expenditure for physical  
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activities logged. When the API cannot return the nutritional information, a site ad-
ministrator enters the correct information based on web searches, which we anticipate 
will eventually be crowd-sourced. 

 

Fig. 2. Left: the nutritional content of a meal is displayed when the logged meal is clicked. 
Right: goal details show the user’s and participating friend’s progress towards the goal target. 

VivoSpace has three main components: logging, goals, and a personal dashboard. 
The main home page of VivoSpace is shown in Fig. 1. Users have the ability to log 
their meals, physical activity and weight. After users log their meals, the nutritional 
content of the meals is available when they click on the name of the food (Fig. 2.  
left). Similarly, when they log a physical activity, the caloric expenditure is available. 
Users have the ability to make a log private or to share it with their social network. 
The newsfeed shows the log entries for themselves and their friends (we will use the 
word “friend” to refer to social connections on VivoSpace). The shared log entries 
allow for commenting between the individuals in the user’s social network. The his-
torical trends for calories consumed, calories burned, and each nutrient is charted on 
the dashboard, which is always visible on the left side of the home page. User’s can 
customize their targets for each of the nutrients or use the defaults, which are based 
on US and Canadian national standards. Users also have the ability to create concrete 
proximal goals from a library of goals such as walk for 60 minutes over 2 days, or eat 
35 g of fiber over 3 days. They can invite friends to participate in their goals with 
them. The goal progress is shown on the home page, and details are shown when the 
user clicks on the goal (Fig. 2. right). VivoSpace also provides the following gamifi-
cation features: users earn small experience points (XP) by using VivoSpace and ma-
jor experience points for successfully completing goals. Users progress through 10 
levels with each level requiring more points to advance to the next level. Furthermore, 
each level reveals a new character. These design elements are developed based on the 
factors from the Social Cognitive Theory and the Uses and Gratification Theory, 
which are mapped on Table 2. 

5 The Study 

The VivoSpace OSN provides design mechanics that should promote motivation to 
use the system, as well as promote health behaviour change by applying factors from 
the Uses and Gratifications Theory and the Social Cognitive Theory (respectively). 
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We evaluated VivoSpace in a field study with three separate social networks in both 
Canada and the United States. This study's contribution is the application of theories 
to design and evaluate an OSN for health behaviour change. Since we look at three 
distinct social networks, we provide a discussion on how different social dynamics 
within a social network contribute to healthy behaviour through the use of VivoSpace. 
We provide details for which design elements contribute to positive health behaviour 
change within VivoSpace, and how the design can be modified to further contribute to 
health behaviour change. 

Table 2. Mapping of the five factors from the Social Cognitive Theory and eight factors from 
the Uses and Gratification Theory to the design elements provided on VivoSpace 

 Factor VivoSpace Design Mechanic 

S
oc

ia
l C

og
ni

ti
ve

 T
he

or
y 

Knowledge Knowledge is obtained through the nutritional value for logged 
meals and caloric expenditure for logged physical activity. Infor-
mation about the definition of each nutrient is available through a 
help link beside the name of the nutrient.  

Perceived Self-Efficacy Seeing historical log entries and charts of nutrients consumed on 
the dashboard shows one’s capability to eat healthy and be physi-
cally active. Also seeing the log entries of others builds self-
efficacy vicariously through others by social modeling. 

Goals Proximal goals can be created and they are always visible at the 
top of the homepage.  Distal goals are achieved through the charts 
(on dashboard) displaying historical trends and targets. 

Perceived Facilitators  Visibility of others’ activities allows users to mimic behaviour, 
and the commenting on shared entries provides dialogue for en-
couragement. The gaming features provide motivation. 

Perceived Impediments The commenting feature on shared log entries can provide dia-
logue with one’s friends to overcome barriers. 

U
se

s 
an

d 
G

ra
ti

fi
ca

ti
on

 T
he

or
y 

Entertainment The gaming features include the accumulation of experience 
points and advancement through 10 levels. 

Social Enhancement Social enhancement is provided by: 1) visibility into the level 
obtained by one’s friends; 2) visibility into the shared meals of 
one’s friends; and 3) participating with a friend on a goal and 
seeing their progress towards the target. 

Maintaining Interper-
sonal Connectivity 

Social connection is provided through the ability to comment on 
friends’ log entries and participate with friends on goals. 

Self-Discovery Ability to see the nutritional value of foods eaten and caloric 
expenditure for physical activity and the historical trends on the 
dashboard allow users to discover their health behaviour.  

Get Information Nutritional information is obtained for each log entry, and histori-
cal information is available on the dashboard. 

Provide Information Information is provided through logging of meals, physical activi-
ty, and weight, and through commenting on friend’s entries. 

Convenience Obtaining the nutritional value of foods and caloric expenditure of 
physical activity, and having a historical storage of one’s nutri-
tional information provided convenience of access to information. 

Shared Identities Through the sharing of one’s meals and physical activity, and 
allowing friends to comment on these entries. 
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5.1 Methods 

Recruitment and Participant Overview. We recruited a total of 35 participants from 
three different settings including clinical and non-clinical settings. For the clinical 
groups, we considered patients that are associated with the same clinic, share the same 
geographic location, and are generally from the same socioeconomic status, as was 
found to be important by Grimes et al. [16]. 

The first group of participants from a clinical setting was recruited from a primary 
care clinic in suburban Chicago, which has a focus on wellness and weight loss. A 
total of 22 participants were recruited by sending an email through the clinic's patient 
portal. Half of the participants were randomly assigned to the control group and the 
other half to the experimental arm. The participants in the experimental group used 
VivoSpace during the 4-week study period, while participants in the control group did 
not use VivoSpace. The reason for having a control group was to control for newly 
acquired health behaviours from association with the clinic. 

The second group of participants from a clinical setting was recruited from an inte-
grative medical center in Vancouver, Canada. This clinic provides a focus on preven-
tion and partnership between physician and patient. Participants were recruited from 
their medical-group-visit patients, where patients meet with a physician as a group, so 
they already take advantage of social aspects to good health. A total of 3 participants 
were recruited from this clinic. The small number reflects the limited number of pa-
tients that take part in the medical group visits, and it means that we could not have a 
control group for this clinic. The participants were recruited through direct email con-
tact from the clinic. 

The non-clinical group of participants was a close-knit group of colleagues at a 
small software gaming company in Vancouver Canada, where all the employees have 
good knowledge of each other. A total of 10 participants were recruited by directly 
asking the employees of the company. The company has a total of 35 employees.  
There was no control group for the non-clinical group, as they were not associated 
with a wellness or integrative medical clinic, and we used the results from the pre-
questionnaire (see Measures section below) to evaluation their health without VivoS-
pace. 

Table 3. An overview of the participants recruited for the field study showing gender 
distribution, age, obesity, and their rank of their healthiness (1-6 Likert Scale, 1=very 
unhealthy) 

Group Male 
(n) 

Female 
(n) 

Mean Age 
(range) 

SD 
Age 

Over-
weight 
(n) 

Obese
(n) 

Mean Health  
Rank 

Chicago Clinic (exp) 2 8 48.15 (24-76) 17.3 2 5 2.9 (SD=1.3) 
Chicago Clinic (cntl)  0 9 58.22 (29-68) 11.8 4 3 3.9 (SD=1.0) 
Vancouver Clinic 0 3 48.0 (44-57) N/A* 1 0 3.0 (SD N/A) 
Non-Clinical Group  4 6 32.6 (20-46) 7.4 3 0 4.6 (SD=0.9) 

*Number of participants is too small (n=3) for standard deviation to be meaningful.  
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A total of 35 participants were recruited from three groups: Chicago clinic (11 in 
experimental group and 11 in control group), Vancouver clinic (3), and the non-
clinical group from the Vancouver gaming company (10). Out of the 22 participants 
recruited from the Chicago clinic, 3 dropped out prior to the end of the study. One 
was in the experimental group, and the other two were in the control group. Table 3 
shows an overview of the remaining participants from all three groups. Overall, there 
is a bias towards women. Furthermore, the participants from the non-clinical group 
were younger than those from the clinics, and this group ranked their health better 
than those from the clinics (health was ranked on a 6-point Likert scale, where 1=very 
unhealthy and 6=very healthy). 

Participants from each group were asked to friend each other, but there was no 
friending across the social networks, so that we could evaluate the social dynamic 
within each group. All participants received a $50 honorarium. 

Measures. All participants completed a pre-questionnaire prior to the start of the 
study and post-questionnaire after the 4-week study period. The questionnaires both 
had the following: 1) current health behaviour; 2) knowledge test of nutrients; and 3) 
5-point Likert questions that linked back to the factors from the Social Cognitive 
Theory. The post-questionnaire for those participants that used VivoSpace also in-
cluded the following: 1) 5-point Likert questions that linked back to the factors from 
the Uses and Gratification Theory; and 2) open-ended qualitative responses about 
their thought on VivoSpace and how it contributed to health behaviour change. 
Change in health behaviour was analyzed through comparison between the pre- and 
post-questionnaires. 

The first set of questions that inquired about health behaviour included: questions 
about height and weight to obtain a body-mass-index in order to assess if the partici-
pant was overweight or obese; the number of salads, vegetables, fruits, French fries 
and potato chips that they ate in the past week (no other foods were enquired about); 
and how often they walked, performed cardio exercise, and other physical activity in 
the past week. The current stage in health behaviour change from the Transtheoretical 
model was also inquired, as was done by [9,21,23]. The Transtheoretical Model de-
fines the stages of change as pre-contemplation, contemplation, preparation, action, 
and maintenance [32]. 

The second set of questions was a 10-question multiple-choice test on the meaning 
of nutrients to assess knowledge. They included question such as, “What foods have 
the highest fiber content?” The answers included: a) whole wheat breads, beans, and 
vegetables; b) any breads and cereal grains; c) whole wheat bread and meats; and d) 
all of the above. 

The third set of questions was 5-point Likert style questions that asked for the level 
of concurrence on statements that mapped to the factors from the Social Cognitive 
Theory. For example, the statement for perceived self-efficacy for eating nutritious 
foods stated, “I am capable of eating highly nutritious foods and resisting unhealthy 
foods.” The 5-point Likert questions ranged from “strongly disagree” (1) to “strongly 
agree” (5). 

The post-questionnaires for those participants in the experimental group also in-
cluded 5-point Likert questions for the eight factors from the Uses and Gratification 
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Theory. The post-questionnaire also inquired about which design features of VivoS-
pace contributed to the factors from the Social Cognitive Theory. For example, after 
the afore mentioned Likert question on perceived self-efficacy, another 5-point Likert 
statements inquires concurrence with, “I was able to learn about my capabilities by 
logging my meals on VivoSpace” 

The open-ended qualitative responses included general thoughts on VivoSpace and 
how it can be improved to motivate use and health behaviour change, and specific 
responses for how it can provide factors from both theories more effectively. 

6 Results 

The results cover the following: 1) whether the incorporation of the Uses and Gratifi-
cation Theory into the design encouraged use of VivoSpace; 2) whether the incorpora-
tion of the Social Cognitive Theory led to an increase in the self-report on the five 
factors from this theory; 3) and if there was any observed change in health behaviour 
at the end of the 4 weeks. Analysis includes statistical comparison of pre- and post-
questions as well as qualitative analysis of open-ended free form questions. 

6.1 Overview of System Use 

The use of VivoSpace over the 4 weeks varied substantially. All 23 participants that 
were using VivoSpace created an account and friended others from their network group. 
The participants from the non-clinical group (Vancouver gaming company) used it more 
than those from the Chicago clinic, which can likely be attributed to this group’s ease 
with technology. One participant from the Vancouver clinic used the system the most. 
Table 4 shows an overview for usage of VivoSpace for all three groups. The non-
clinical group was less inclined to share their entries than those from the clinical groups. 
The comments included: encouragement about the post, “good job!” and “Woot!”; addi-
tional information about the food or activity entered, “Santa Cruz organic added to Per-
rier”; or their feeling about the activity, “I love Thai food, yum”. 

Table 4. Overview for usage of VivoSpace for all three groups, includes the mean and range of 
log entries made, disclosure of log entries, and total comments made for each group 

Group Mean # of log 
entries 

Min-max # of 
log entries 

% private log 
entries 

Total # of 
comments 

Chicago Clinic  18.3 (SD=27.4) 0-83 2.2% 20 
Vancouver Clinic 93 (SD=161.1) 0-279 1.1% 19 
Non-Clinical Group  54.6 (SD=63.3) 2-184 59.2% 24 

 
The questionnaire also inquired about each participant's perception of use based on 

the eight factors from the Uses and Gratifications Theory. The results of the 5-point 
Likert responses for all three groups are shown in Table 5. The strongest factors for 
motivating use were to Provide Information and Self-Discovery for all groups;  
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however, interestingly Shared Identity was strong only for the loose social connec-
tions of the clinical groups. Although the Likert response for to Get Information was a 
bit lower with mean of 2.67 for the non-clinical group, the qualitative responses 
showed that they did use it to receive information; for example, “I liked watching my 
vitamin consumption over time” (P9). The qualitative responses for the Chicago clinic 
revealed sentiment for the Shared Identity motivational factor; such as, “I liked being 
supportive to like minded people achieving goals”(P32). The Vancouver clinic had 
one active user, who was the heaviest user of VivoSpace. She continued to use it on a 
daily basis despite the fact that the she did not have the full social experience of Vi-
voSpace. This user had some mistrust in the nutritional and energy expenditure infor-
mation that was provided by VivoSpace, “I'm not sure how accurate the nutritional 
and calorie burning info was, and I think that more detailed information would need 
to be made available for it to be useful” (P31). With respect to Self-Discovery, she 
said, “It was interesting to be accountable; it made me think more about it” (P31). 

Table 5. Mean values for results of 5-point Likert Scale responses for the Uses and 
Gratification Theroy for all 3 groups 

Group Enter-

tainment 

Social 

Enhance-

ment 

Maintain 

Connec-

tivity 

Self 

Discov-

ery 

Get 

Infor-

mation 

Provide 

Infor-

mation 

Conven-

ience 

Shared 

Identity 

Chicago Clinic  2.14 1.71 2.0 2.42 1.57 2.85 2.17 2.85 

Vancouver Clinic 3.5 3.0 2.0 3.5 2.5 3.5 2.5 3.0 

Non-Clinical Group 2.44 2.78 2.67 3.11 2.67 3.0 2.33 2.22 

Overall Mean 2.44 2.39 2.33 2.89 2.22 3.00 2.29 2.56 

6.2 Change in Key Factors from Social Cognitive Theory 

The responses from pre- and post-questionnaires were compared using paired t-tests 
for both the non-clinical and clinical groups. Paired t-tests were done for the Chicago 
clinical group and combined clinical experimental group (both Vancouver clinic and 
Chicago clinic). Due to the small number of participants from this clinic, independent 
t-test with only the Vancouver clinic could not be done. The results from the Chicago 
clinical experimental group and combined clinical experimental group were compared 
with the Chicago control group. 

Knowledge. Knowledge was measured in two ways: 1) through a 10-question mul-
tiple choice test; and 2) through direct inquiry via a 5-point Likert scale question.  
There was no statistically significant difference between any of the groups: non-
clinical group; all clinical groups; Chicago clinic experimental group; and Chicago 
clinical control group. The participants did not gain any knowledge of nutritional 
content of food consumed and physical activity. Users felt that there should have been 
other ways to obtain health information, as in the following qualitative response, “It 
would be nice if I could ask VivoSpace the nutritional information for a Big Mac or 
something that is for food that is not eaten" (P7). Others wished that VivoSpace pro-
vided more prescriptive advice on how to change behaviour, “How can I have more 
vitamin C in my diet? I would like a recommendation on what I should eat” (P6). 
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Perceived Self-Efficacy. A central concept to the Social Cognitive Theory is Per-
ceived Self-Efficacy. The paired t-tests for all groups showed a statistically significant 
increase between the pre- and post-questionnaires' 5-point Likert scale inquiry into 
one's Self-Efficacy (Fig. 3). The greatest increase was observed for the Chicago clini-
cal experimental group and the smallest increase was observed for the non-clinical 
group. However, these results need to be taken with caution, as the control group from 
the Chicago clinic also showed an increase in Perceived Self-Efficacy, which perhaps 
means that there were other factors contributing to the increase in self-efficacy such 
as association with the Chicago clinic.  

 

Fig. 3. The pre and post results of self-reported perceived self-efficacy for eating nutritious 
foods using a 5-point Likert scale. Mean values are represented with the error bars showing SD. 

For those using VivoSpace, we also inquired about the aspects of VivoSpace that con-
tributed to their self-efficacy. Generally, the participants felt that logging their meals 
and physical activity can lead to increasing their understanding of their capability.   

Goals. The statistical analysis revealed no significant difference. The qualitative res-
ponses showed that users wanted to be able to customize their goals, “most of the 
goals currently in the system were not appropriate for me so there was nothing for me 
to do with other members” (P7). Making the goals more social and more central to the 
system also can contribute to more creation and completion of health goals, as one 
participant says, “putting [the goals] out there for people to see” (P32). 

Perceived Impediments and Facilitators. No statistically significant difference was 
observed for either decreasing perceived impediments or increasing perceived facilita-
tors. Most users of VivoSpace felt that the system's ability to provide their nutritional 
information does assist them to reduce impediments or increase facilitators. However, 
as one participant points out, time constraints are the biggest impediment to healthy 
behaviour, and logging one's information on VivoSpace takes time (P28). This per-
haps shows the need for the system to have reminders, as suggested by P1. There 
were some features that some participants found to be facilitators: “I like having the 
charts to show my progress; especially seeing my weight line go down” (P28); and 
“nutritional information regarding foods I was eating helped push me to keep cooking 
those foods or avoiding other foods” (P9).   
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6.3 Changes in Health Behaviour 

There was health behaviour change observed between the pre- and post-questionnaires 
for the Chicago clinic experimental group and a strong trend toward health behaviour 
change for the other two experimental groups. The Chicago clinic  experimental group 
increased the number of salads they ate in a week with a mean difference of 1.0 (t=2.65, 
p<0.05). For the non-clinical group, the number of servings of potato chips (and similar 
foods) consumed in a week went down with a mean difference of -0.56 (t=1.89, 
p=0.095). For the clinical group (combination of both clinics), we saw a strong trend 
toward a positive move in the stages of change from the Transtheoretical Model [32] 
with a Wilcoxon Signed Ranks test (Z=1.84, p=0.066).  By comparison, there was no 
health behaviour change observed in the Chicago clinic control group. 

7 Discussion 

An OSN can change health behaviour if it is designed with features that influence 
factors from theoretical models. The results for health behaviour change do not show 
large changes, but the small steps towards healthier living are encouraging because 
positive health behaviour change did occur in some way for each of the experimental 
groups, and did not occur for the control group. The maintenance of these new beha-
viours is not known at this time, but would be important to investigate further. By 
evaluating VivoSpace with the use of the Social Cognitive Theory and Uses and Gra-
tification Theory, we can better understand which design elements contributed to 
health behaviour change; furthermore, the results reveal the factors from the theories 
that were not provided in the design of VivoSpace, which provide possibilities for 
design improvement.  

Logging meals and physical activities to reveal the nutritional value of meals and ca-
loric expenditure of activities combined with charts showing trends of calories and 
nutrients consumed build perceived self-efficacy. The greatest increase in self-efficacy 
was observed in the Chicago clinical experimental group, which suggests that the 
process of logging meals and physical activity does build self-awareness. By logging 
health information, users become more accountable and aware of their capabilities. 

The design can be improved by also providing nutritional information for foods not 
eaten) and having tailored messages for how to improve health behaviour to build 
knowledge. The qualitative results show that the design can be modified to promote 
an increase in knowledge of nutritional value of food and energy expenditure of phys-
ical activities. The participants suggested that VivoSpace could assist them to make 
decisions about food, so it should have the ability to obtain nutritional information for 
foods that were not eaten. Further, VivoSpace can be more prescriptive and provide 
tailored messages for how the user can make healthier choices. 

Providing reminders for goals and allowing for customizable goals will increase 
user engagement. The goals feature on VivoSpace should provide reminders to the 
users after they are set, and goals should be more central in the design. A key change 
to the goals feature would be to allow users to create customized goals, as the rigidity 
of the goals provided on VivoSpace led to fewer people creating goals. These changes 
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will increase Social Enhancement and make the system more Entertaining; both of 
which are factors for motivating use from the Uses and Gratification Theory. 

Email notifications should be provided when comments are made to one’s log en-
tries, and a link should be provided to the log entry and the comment. VivoSpace 
should provide notifications when comments are made to their posts, or when one 
responds to one’s existing comment. This will increase dialogue between participants, 
which will build social supports to allow for an increase in the motivation to Maintain 
Connectivity from the Uses and Gratification Theory and Perceived Facilitators from 
the Social Cognitive Theory. 

Design should include a mobile version and other conveniences such as automatic 
sensing to ease the time required to use it. The time that was required to enter the data 
was a contributing factor for some participants to ask for easier means of entering 
their data. A mobile version and linking to devices such as fitbit® to automatically 
sense steps taken can ease the burden of data entry. 

The differences observed between the clinical and non-clinical groups show the po-
tential to use an OSN such as VivoSapce with clinical groups. Overall, both clinical 
groups disclosed their log entries more than the non-clinical group, and the group 
from the Chicago clinic saw observable changes in health behaviour. Furthermore, 
both clinical experimental groups saw the greatest increase in self-reported self-
efficacy. The Chicago clinic experimental group showed greater social motivation to 
use VivoSpace compared with the non-clinical group. 

8 Conclusions 

An OSN called VivoSpace was designed and prototyped based on factors derived from the 
Uses and Gratifications Theory for use of the OSN, and the Social Cognitive Theory for 
health behaviour change. Through a 4-week field trial with three social network groups, 
we used these theories combined with usage data and health behaviour data to evaluate 
VivoSpace. We were able to determine the design elements through the application of 
these theories that will lead to use of the system and changes in health behaviour. The 
study also revealed opportunities to improve the design, so more significant health beha-
viour change can be observed. We found that a close-knit non-clinical social network 
group interacts with the system differently than a group of strangers from the same clinic. 
An OSN such as VivoSpace can be applied to clinical groups, who are associated with the 
same primary care clinic to improve health behaviour. OSNs such as VivoSpace can pro-
vide a health intervention to populations with the greatest need to change health behaviour 
leading to a healthier population. The use of theoretical models provides an effective 
means to design and evaluate technologies for health behaviour change. 
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Abstract. Self-presentation is a major preoccupation in Facebook. Users care-
fully construct their online profile and assiduously edit postings on their wall in 
order to strategically shape their online persona. This study examines some 
psychological antecedents and consequences of such actions. In particular, we 
propose that users’ self-esteem affects their sense of agency and self-monitoring 
tendencies, with the former leading to a fuller description of their profile and 
the latter contributing to more frequent customization of their wall. In turn, 
these behaviors are hypothesized to contribute to users’ personal and social 
identity respectively, en route to affecting their valuation of Facebook as a vir-
tual possession. Structural equation modeling analysis of survey data (N=221) 
largely supports this model and reveals that the personal identity reflected in 
one’s Facebook account is a major predictor of the degree to which one values 
it as a possession. We discuss the implications of “I” vs. “Me” in self-esteem 
with regard to virtual possessions in social networking environments.  

Keywords: self-esteem, Facebook activity, online identity construction, virtual 
possession, survey, quantitative methods, structural equation modeling (SEM).  

1 Introduction 

It is natural for humans to view the self as being situated in a social experience. Indi-
viduals construct their identity by carefully articulating their personality and paying 
close attention to how they present themselves to others. With the arrival of net-
worked media, this articulation becomes even more pronounced. Internet users,  
particularly those who have social media accounts, must now consider their online 
personas in addition to—or as part of—their real-life identities. It has been well rec-
ognized by scholars that the Internet is challenging and shaping one’s identity [1–3]. 
In fact, many studies have identified effects of Internet use on individual identity. 
Research has focused on the changes in self-concept ushered in by the Internet, giving 
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rise to the notion of “second self” as an online extension of one’s psychological and 
social self [4], leading to a conscious accumulation of “virtual possessions” [5], such 
as digital images, music files and even the number of contacts on one’s social  
networking site. 

All this suggests that while the psychology of one’s offline self may predict our on-
line activities related to shaping our online self, these activities in turn would likely 
dictate the degree to which we define ourselves based on our online self and the ex-
tent to which we value our virtual possessions. An understanding of the psychological 
mechanisms involved in the translation of one’s self concept to one’s online identity 
can be quite insightful in enhancing our theoretical understanding of user motivations 
for specific activities in social media sites. It also has practical implications for the 
valuation of such sites (e.g., how much users of social networking sites would be 
willing to pay for the service if it were not free) and the design of identity-enhancing 
features that would maximize the value of virtual possessions for users. 

We begin with a review of the theoretical framework underlying self-concept by 
focusing on the two facets of “Me” and “I” based on Mead’s theory, and propose a 
series of hypotheses involving psychological concepts as well as user behaviors and 
attitudes pertaining to Facebook, the popular social networking site [6]. The model 
emerging from these hypotheses is then tested using structural equation modeling 
analysis, followed by a discussion of the specific associations discovered in the study 
and their implications for theory and practice. 

2 Literature Review 

2.1 Mead’s “I” & “Me” in Self-esteem 

Several decades before the advent of social media, G.H. Mead [7] developed a syste-
matic theory of the social nature of self by introducing the concepts of the “I” and 
“Me.” According to this theory, individuals construct the “I” and the “Me” based on 
personal selfhood [6]. From a perspective of the world which can be reinterpreted by 
our actions and the feedback we receive, there are, on the one side, individuals who 
care about the “I” in selfhood, trying to know themselves by observing their own 
behaviors; on the other hand, the “Me” in one’s self-concept is focused on what is 
learned in the interaction with others, and more generally with the environment. 

Individuals’ specific views about selfhood and the way they frame these views 
identify and contribute to their global self-esteem [8]. Individuals who see positive 
self-views from their own behavior are especially likely to be high in self-esteem. On 
the other hand, individuals who derive self-views from their interactions with others 
and the environment tend to be low in self-esteem. 

Self-esteem lies at the core of one’s self-concept and serves as the starting point for 
our examination of user identity in social media. Insofar as this study is concerned, 
‘self-esteem’ refers to the evaluation of oneself, which is conceived both as a trait and 
a state of being [9]. We adopt the term ‘self-esteem’ to depict an individual’s selfhood 
from a broad perspective, as proposed by Campbell et al. [10]. People with high  
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self-esteem are consistent and clear about themselves, with the “I” dominating in 
one’s persona; whereas people with low self-esteem tend to be confused about their 
self concept and feel anxious about self-relevant images in public; their character is 
strongly influenced and controlled by “Me” rather than “I” [11–13].    

More broadly, the twin aspects of “I” and “Me,” generated by high and low self-
esteem respectively, are likely to lead to two different paths in influencing our online 
attitudes and behaviors, shaping our online identity, and eventually changing our val-
uation of our virtual possessions, as discussed in the sections that follow. 

2.2 Psychological Factors and Behaviors Based on Self-esteem 

There is consensus among scholars that self-esteem shapes the way we perceive our-
selves and the strategies we use to present ourselves. On the one hand, self-esteem 
could be a proxy for the psychological sense of agency. Individuals who score high on 
self-esteem have a higher sense of self-control and enhanced initiative [11]. Higher 
self-esteem refers to a more favorable evaluation of oneself, which has profound con-
sequences for one’s “sense of agency” [14]. The term “sense of agency” is used to 
describe the “sense that I am the one who is causing or generating an action” ([15], 
p.15). Therefore, we hypothesize: 

H1: The higher the level of self-esteem, the higher the degree of sense of agency. 
On the other hand, when it is low, self-esteem is related to self-monitoring in pub-

lic presentations. The need for impression management and self-monitoring is critical 
when those with low self-esteem express themselves publicly in SNS [16]. Empirical-
ly, social media researchers adopt self-esteem, an overall affective psychosocial de-
velopment measure, in evaluating one’s self or personality, to observe virtual self-
hood in social networking sites like Facebook. For example, individuals with lower 
self-esteem have been shown to experience a higher level of bridging social capital by 
increasing their intensity of Facebook usage, measured in terms of the customization 
behaviors on one’s Facebook wall [17]. This demonstrates the “Me” aspect of self-
concept, a tendency to monitor oneself constantly and rely on others for boosting 
one’s self-esteem. Thus, we propose that: 

H2: The lower the level of self-esteem, the higher the level of self-monitoring. 
According to Mead’s social behaviorism [6], “individuals become aware of and 

learn to guide their behavior” during their process in defining and studying the idea of 
the self (as cited in [18], p. 165). In other words, individuals adjust their behaviors 
and shape their images available to others based on their view of themselves [19]. 
Facebook enables its users to communicate with a diverse set of affordances (“action 
possibilities”), such as posting comments, sharing pictures, and liking or highlighting 
contents [20]. This is specifically true after Facebook released its timeline version, 
which offers users more self-monitoring options on their Facebook wall. Therefore, 
we can expect users with low levels of self-esteem to be overly conscious of their wall 
and proceed to use the available customization options, such as editing certain pic-
tures, removing tags and deleting comments. On the other hand, the profile space in 
Facebook is a key location for self-presentation that can help boost one’s sense of 
agency. Online SNS profiles are the epitome of Web-enabled authorship wherein they 
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can exercise enormous agency. The completion of the Facebook profile, insofar as 
defining one’s presence on social networks, indicates how much individuals want to 
construct one’s full identity on Facebook. Previous studies have found that individu-
als report higher self-esteem when they make changes to their online profiles, because 
of heightened self-awareness and self-presentation [21].  

Based on the preceding review of theoretical and empirical work, we propose the 
following hypotheses for study in the SNS context:   

H3: The higher the sense of agency for individuals, the higher the level of profile 
completion on Facebook. 

H4: The higher the level of self-monitoring, the greater the frequency of wall  
customization in Facebook. 

2.3 Facebook as Personal Identity vs. Social Identity 

Facebook affords the ability to portray oneself in the best possible light. By either 
monitoring the Facebook wall or customizing the presentation on Facebook, users can 
carefully mold one’s online identity. However, no matter how changeable an identity 
could be in Facebook, the original characteristic in oneself would still be the deter-
mining factor in one’s online identity. In other words, although users of Facebook 
tend to create certain forms of online identity for themselves and are allowed more 
liberty to shape it than in the offline world, they still operate within the constraints of 
their original offline identity. The relationship between online identity and offline 
identity is bidirectional and mediated by a host of psychological factors and  
behaviors. 

In general, identity, conceptualized by previous researchers as “an individual’s 
perception of selfhood,” contains two basic facets [22, 23]. One focuses on individu-
als’ self-consciousness and self-reflection. The other facet, labeled “social identity,” 
goes one step further by paying attention to personal behaviors within a group or pub-
lic context [24]. Different from the personal identity, which is based on personal ac-
complishment and material attainment, social identity becomes a matter of impression 
management, directed at motivating others to achieve and maintain positive concepts 
of oneself in public [25, 26].   

Empirical studies have confirmed the direct relationships between different types 
of Facebook user behaviors and their identity. DiMicco and Millen [27] conducted a 
survey based on the Facebook profiles visible when browsing IBM’s network to ex-
amine the relationship between a Facebook users’ profile behaviors and their online 
identities. They found that individuals use different profile pages in order to maintain 
multiple self-identities on Facebook. Ellison et al. [28] showed that people with low 
self-esteem gained more social capital, which can strengthen their social identity 
through Facebook if they update their wall more intensely. Basically, what individuals 
“invest” in “who they are” allows them to reconfirm the personal identity facet inside 
one’s selfhood; while what they “invest” in “who they are communicating with” leads 
them to awaken the social identity component inside them. 

Thus, under this line of reasoning, it is to be expected that identity, perceived  
by individuals within the context of Facebook, will also contain two dimensions  
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determined by selfhood and self-esteem. Specifically, we propose that the “I”-
dominated high self-esteem will connect to personal identity while the “Me”-
influenced low self-esteem will relate to social identity. Based on this rationale, we 
hypothesize, 

H5. The higher the level of profile completion on Facebook, the higher the degree 
of perceived personal identity from Facebook. 

H6. The greater the frequency with which individuals customize their Facebook 
wall, the higher their degree of perceived social identity from Facebook. 

2.4 Identity and Virtual Possession  

If indeed our online activities can shape our identity, the products of those activities 
(the conversation threads archived, the digital images tagged, and so on) are likely to 
become treasured “virtual possessions”. Given the increasing amount of time and 
resources spent on social networking and other online activities, we are entering the 
realm of “real virtuality,” wherein the mediated world is a major aspect of our every-
day “reality” [29]. The boundary between material possessions and virtual posses-
sions is now blurring. Odom and his colleagues define virtual possessions as “artifacts 
that are increasingly becoming intangible (i.e. books, photos, music) and things that 
have never been traditionally considered as tangible goods, (i.e., SMS archives, social 
networking profiles)” ([30], p. 1491).  

Facebook provides individuals with specific, virtual information wherein users 
benefit from a sense of oneself. In the present study, we suggest that Facebook acts as 
a virtual container of online social information (about oneself) that may be considered 
as “virtual possessions” by its users. Given this, it is necessary to analyze the factors 
that impact the role of one’s own network on Facebook as a virtual possession and 
how we value this possession. 

Any possession is based on attachment with certain specific meanings. As Odom et 
al. note, a possession should have its value in either fulfilling one’s life or helping 
establish an idealized future goal [30–32]. Researchers argue that individuals form a 
meaningful attachment toward possessions through the process of self-extension [33]. 
Therein, lessons learned about possession-attachment develop and form a template 
(internal working model) on which relationships are built for life, which is relatively 
close to self-concept and self-identity. By mapping these mechanisms from material 
possession constructs, the following hypotheses can be posited about the relationship 
between online identity and virtual possessions. 

H7: The higher the degree of personal identity perceived from Facebook by indi-
viduals, the higher the value they place on Facebook as a virtual possession.   

H8: The higher the degree of social identity perceived from Facebook by individu-
als, the higher the value they place on Facebook as a virtual possession. 

Taken together, a hypothetical structural model is proposed to predict how psycho-
logical differences of Facebook users affects their valuation of virtual possessions by 
examining different types of Facebook user behaviors, leading to different attitude 
outcomes pertaining to their personal and social identity (See Fig. 1). A person’s self-
esteem is expected to positively predict their sense of agency, which in turn is  
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associated with more Facebook profile behavior and a higher degree of personal iden-
tity perceived in Facebook. On the other hand, self-esteem is expected to negatively 
predict the level of self-monitoring, which is associated with more Facebook wall 
customization and a higher degree of social identity perceived in Facebook. Both 
personal identity and social identity derived from Facebook are said to predict the 
value that users place on Facebook as a virtual possession. 

 

Fig. 1. Hypothesized Model 

3 Method 

3.1 Procedure 

An online survey was conducted in spring, 2012 to test the hypotheses in this model. 
Participants from a Korean University were recruited for this study by posting the 
survey link on the school community website, with an offer of 2000 won as compen-
sation for participation. A total of 225 participants using Facebook produced usable 
responses. Respondents were 51% female, 61.5% used the original Facebook inter-
face (while the rest used the timeline-based interface, which was introduced shortly 
before our data collection began), and the average age was 22.2 years. 

On the first page of the study, participants were informed that they were participat-
ing in an investigation of individuals’ Facebook usage. All participants were offered 
an informed consent form and a pre-knowledge question prior to their participation. 
Respondents were given the sample picture of the two types of Facebook interface—
original interface and timeline interface. They were asked to choose the Facebook 
interface that they are currently using. Upon consenting with a click, they were  
directed to the corresponding questionnaire.  

Before launch of the study, we pretested the entire questionnaire with 24 students 
(14 females and 10 males) from the same Korean university, who were also paid 2000 
won for their participation. Based on the insights gained from the pretest, we were 
able to prepare the final version of the questionnaire by modifying and adding some 
items, especially questions about Facebook use behaviors.  

3.2 Measurement 

According to Facebook user menu and pretest results, we operationalized user beha-
viors on Facebook profile as “the degree of completing the profile fields” and Face-
book wall behaviors as “the frequency with which users customized their Facebook 
wall.” Respondents were asked to log into their Facebook account and answer the  
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questions based on what they saw on their Facebook profile and wall. In the Facebook 
profile section, 33 categories were listed for measuring their profile behavior, such as 
“work”, “relationship”, “family”, etc. Participants were asked to answer whether they 
have filled in those fields or not by selecting “yes” or “no”. The number of categories 
that were indicated as “yes” was summed up as a continuous measure for “Facebook 
Profile Behavior” (M = 12.72, SD = 6.58). For the Facebook wall section, due to dif-
ferent functions provided in the timeline interface and the original interface, we chose 
the common items across the two interfaces. Specifically the customizable items are 
“change friend list”, “delete posts”, “change date”, and “add position”. The frequency 
for the four items was measured by using 0-7 scale (0 = Never, 7 = daily). The mean 
value of the four items was calculated as the value for Facebook wall behavior  
(M = 2.69, SD = 1.31). 

In order to measure individual’s level of self-esteem, six items were adopted from 
the Rosenberg Self-Esteem Scale [34], including “I feel that I’m a person of worth, at 
least on an equal plane with others”, “I have a bunch of friends that care about me”, 
and so on (Cronbach’s α = .81). Responses were reported on a 7-point Likert scale 
with higher scores indicating higher self-esteem.  

Sense of agency was measured via nine items based on Kim & Sundar [35]. These 
items consisted of “I feel that I can control my destiny”, “I feel like I can exercise my 
free will”, “I feel like I can access information that is appropriate for me”, and so on. 
These items were measured using a 1-7 scale, ranging from strongly disagree to 
strongly agree (Cronbach’s α = .86). 

The Self-Monitoring scale has proven useful in measuring individuals’ sensitivity 
to social presentation [36]. However, given the present study’s focus on presenting 
oneself in the most positive light to others and based on psychometric data about the 
scale from past studies, six questions were adapted from the Other-Directedness Fac-
tor of the Self-Monitoring Scale [37]. Example items include “In different situations 
and with different people, I often act like very different persons”, “In order to get 
along and be liked, I tend to be what people expect me to be rather than anything 
else”, and so on. These items were measured using a 1-7 scale, ranging from strongly 
disagree to strongly agree. The ratings across the six items were averaged to yield the 
“Self-monitoring” index (Cronbach’ α = .75). 

We selected four items capturing the degree of public attachment from Ball and 
Tasaki’s nine-item scale and revised them to reflect the participant’s relationship with 
Facebook (e.g., “If someone hacked my Facebook page, I would feel like I have been 
personally attacked,” etc.) [38]. The questions loaded under the factor labeled  
“Facebook as Social identity” (Cronbach’s α = .68). 

As we suggested, the emotional significance of one’s Facebook profile would 
strengthen the personal facet of attachment. Therefore, an amended version of the 
Possession-Self link Scale [39] was adopted to measure the personal identity derived 
from Facebook. The answers to these questions were recorded on a 7-point Likert 
scale with a higher score indicating greater degree of perceived personal identity from  
Facebook. Reliability among the five items (e.g., “Facebook has helped shape my 
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identity”, “Facebook has helped me narrow the gap between what I am and what I try 
to be”, etc.) was high (Cronbach’s α = .90).  

To yield the Virtual Possession index, five questions were created to capture the 
degree to which participants value Facebook. The monetary value relating to a social 
networking site as virtual possession was measured by the following items: “I don’t 
care if all my data on Facebook is transferred to another website (Reverse)”, “I would 
like to pay to add music on my Facebook”, “If Facebook starts selling Facebook Emo-
ticons, I am willing to pay for it”, “If Facebook starts selling Facebook Wall paper, I 
am willing to pay for it”, and “If Facebook starts selling Facebook Wall themes I am 
willing to pay for it” (Cronbach’s α = .71).  

In order to control for potentially confounding factors, individual demographic 
questions were asked (e.g., age, gender, grade, etc.). The Facebook Use Intensity 
Scale [28] was also used to control individual differences in Facebook use behavior as 
well as virtual possession attachment (e.g., “Facebook is part of my everyday activi-
ty”, “Facebook has become part of my daily routine”). The six questions were asked 
on a 1-7 scale, with 1 representing strongly disagree and 7 representing strongly agree 
(Cronbach’s α = .80). 

3.3 Model Specification 

Structural equation modeling (SEM) using AMOS 18.0 was used to test the hypothe-
sized model. The hypothesized model estimated the extent to which individual differ-
ences on self-esteem predict their values on Facebook as a virtual possession, by iden-
tifying two different paths based on the theoretical discussion of the psychological 
differences of self concept on “Me” versus “I”-focused psychological characteristics 
and behaviors. One path was concerned with the concepts of sense of agency and 
Facebook profile behavior while the other one pertained to self monitoring and Face-
book wall customization activity (see Fig. 1). Self-esteem was entered as the lone 
exogenous variable, with the two psychological variables (sense of agency, self-
monitoring), Facebook use behaviors (profile behavior, wall behavior) and their  
attitude outcomes (Facebook as personal identity, Facebook as social identity), as  
well as the valuation of Facebook as a virtual possession, serving as endogenous  
variables. 

3.4 Model Fit Indices 

This study followed the indicators provided in AMOS to assess the overall model fit, 
including chi-square (χ2), the root mean square error of approximation (RMSEA), the 
goodness of fit index (GFI), the standardized root mean square residual (SRMR) and 
comparative fit index (CFI). Considering the fact that the chi-square test is sensitive 
to sample size [40], the other fit indices were consulted for determining the degree to 
which the data fit the hypothesized model. 
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4 Results 

4.1 Preliminary Analysis 

The data were checked for normality and outliers before the analyses. Based on the 
Mahalanobis distance criterion, four cases were identified as multivariate outliers and 
therefore removed from the dataset. As a result, the final sample size was 221. Using 
Kline’s guideline for univariate normality, where an absolute value of less than 3.0 for 
skewness and 10.0 for kurtosis are considered normal, all variables in the model were 
normal [41]. In addition, multivariate normality was checked. The criterion for multi-
variate normality is that the Mardia’s coefficient should be lower than p (p+2), where 
p is the number of observed variables [42]. The Mardia’s coefficient for the current 
study was 150.06. Given that we had 25 observed variables, we can conclude multiva-
riate normality. 

Table 1. Correlations and descriptive statistics for all measured variables 

 1 2 3 4 5 6 7 8 
1. Self-esteem 1        

2. Sense of 
Agency 

.693** 1       

3. Self-
monitoring 

- .155* - .078 1      

4. FB as Person-
al Identity 

- .028 .178** .010 1     

5. FB as Social 
Identity 

.247** .323** .088 .431** 1    

6. FB as Virtual 
Possession 

-.182** .064 - .030 .524** .153* 1   

7. FB Profile 
Behavior 

.040 .081 .040 .245** - .020 .183** 1  

8. FB Wall 
Behavior 

- .116 - .076 .073 .220** .055 .243** .325** 1 

M 5.44 4.88 4.19 3.29 4.60 2.69 12.72 2.61 
SD .99 .95 1.12 1.29 1.15 1.09 6.58 1.27 

Note: **. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 

Before fitting the hypothesized model, a confirmatory factor analysis (CFA) was 
performed to verify the factor structure of the observed variables in the model. The 
model fit was poor according to the following indices in CFA: χ2 = 1782.405,  
df = 838, p < .001; RMSEA = .072 (CI = .067- .076); CFI = .837; GFI = .716. Two 
items from ‘Self-esteem’, five items from ‘Sense of Agency’ and two items from 
‘Self-monitoring’ variable were iteratively removed from the dataset because they 
were not significantly correlated with and/or had low factor loadings on their respec-
tive latent constructs. After eliminating these items, fit indices improved: χ2 = 699.507, 
df = 384, p < .001; RMSEA = .061 (CI = .054 -.068); CFI = .918; GFI = .825.  
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Furthermore, modification indices suggested allowing the following three pairs of error 
terms from ‘Facebook as Personal Identity’ and a pair of error terms from ‘Self-
esteem’ and ‘sense of agency’ to covary: (1) “Facebook has helped shape my identi-
ty” with “Facebook has helped me narrow the gap between what I am and what I try 
to be”; (2) “Facebook has helped me narrow the gap between what I am and what I try 
to be” with “My Facebook page is part of who I am”; (3) “My Facebook page is part 
of who I am” with “I derive some of my personal identity from my Facebook page”; 
(4) “I have a distinct identity” with “I feel that I can control my destiny”; (5) “I take a 
positive attitude toward myself” with “On the whole, I am satisfied with myself”. 
Finally, the revised model had an acceptable fit: χ2 = 363.999, df = 255,  
p < .001; RMSEA = .044 (CI = .033 - .054); CFI = .965; GFI = .885. 

Based on the result of the CFA, reliability for each construct was evaluated with 
the remaining items. In order to test the interrelationships among the constructs in the 
model, the reliability (Cronbach’s alpha) and the zero-order correlations were com-
puted (see Table 1). Most of these bivariate correlations were significant and in a 
direction that was consistent with the hypotheses. 

4.2 Testing the Hypothesized Model 

To test the hypothesized model, SEM was conducted with the maximum likelihood 
estimation method. The result showed that the overall model was a reasonable fit in 
terms of RMSEA and CFI, but not SRMR and GFI: χ2 = 591.125, df = 314, p < .001; 
RMSEA = .063 (90% CI: .055 - .071); CFI = .912; SRMR = .1166; GFI = .842. 
Therefore, model modifications were conducted based on theoretical rationale and 
modification indices. 

First, a pathway from ‘Facebook wall behavior’ to ‘Facebook as Social Identity 
(FASI)’ (β = 0.085, p = .288) was detected as non-significant. Owing to the fact that 
the study failed to support this originally hypothesized path, and considering the fact 
that ‘FASI’ holds no theoretical value as an independent exogenous variable, this 
latent construct was removed from the model entirely. After the deletion of ‘FASI’, 
overall model fit improved: χ2 = 400.537, df =244, p < .001; RMSEA = .054 (90% 
CI: .044 - .063); CFI = .947; SRMR = .0852; GFI = .869. Yet, the fit of this model 
hovered around acceptable criteria.  

After considering the modification indices and based on theoretical rationale, a 
path from ‘Facebook wall behavior’ to ‘Facebook profile behavior’ was added to the 
model. The change resulted in the following fit statistics: χ2 = 370.213, df = 243, p < 
.001; RMSEA = .049 (90% CI: .039 - .059); CFI = .957; SRMR = .0782; GFI = .877. 
Since ‘FASI’ was removed, the direct path from ‘Facebook wall behavior’ to ‘Face-
book as Personal Identity (FAPI)’ was suggested by the modification indices. The 
data suggest that the more Facebook users engage in customization activities on the 
wall, the greater the sense of personal identity perceived from Facebook, instead of a 
sense of social identity. From a theoretical perspective, customization of the wall is 
likely to be associated with personal identity according to the agency model of custo-
mization [2]. After adding the path from ‘Facebook wall behavior’ to ‘FAPI’, the 
overall model fit improved to a respectable level: χ2 = 361.897, df = 242, p < .001; 
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RMSEA = .047 (90% CI: .037 - .057); CFI = .959; SRMR = .0729; GFI = .880. Fig. 2 
depicts the final model that was retained for interpretation. 

 

Fig. 2. Standardized path coefficients for the final model 

4.3 Summary of Findings 

The analysis showed that self-esteem has a significant positive effect on sense of 
agency (β = .82, p < .001; H1) and a significant negative effect on self-monitoring (β 
= - .24, p < .005; H2), meaning that individuals with a higher self-esteem have a high-
er sense of agency, while individuals who have a lower self-esteem tend to use self-
monitoring strategy to control how they present themselves in the public (H1, H2 
were supported). The results also suggest that self-esteem had stronger direct effects 
on sense of agency than on self-monitoring.  

In addition, sense of agency is associated significantly with the information that 
was inputted in one’s profile (β = .14, p < .05; H3); and the relationship between self-
monitoring and Facebook wall behavior was also statistically significant (β = .17, p < 
.05; H4) (H3, H4 were supported). Although the variances explained by each psycho-
logical factor (sense of agency, self-monitoring) on the respective Facebook behaviors 
are not large, they are meaningful enough to reveal the relationships between self-
esteem and the different kinds of Facebook activities by users. Furthermore, the path 
from Facebook wall behavior to Facebook profile behavior showed a significant rela-
tionship (β = .36, p < .001). This means that if individuals customize their Facebook 
wall more frequently to promote themselves in public, they are more likely to input 
more information in their profiles and thereby establish a more comprehensive online 
presence.  

More interestingly, both the profile behavior and wall behavior are significantly as-
sociated with Facebook as Personal Identity (FAPI). Thus, both the amount of infor-
mation in their profile (β = .17, p < .05) and the degree of wall customization (β = .21, 
p < .05) are positively related to the sense of personal identity derived from Facebook 
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(H5 was supported) rather than social identity (H6 was rejected). Ten percent of the 
variance for perceived personal identity from Facebook is accounted for by these two 
behaviors. 

Also, results show that the higher the degree of personal identity perceived from 
Facebook, the higher the value of Facebook as a virtual possession for the users  
(β = .60, p < .001). Therefore, H7 was supported. The estimated variance of virtual 
possession accounted for by FAPI is 0.36. 

Table 2. Estimated (Standardized & Unstandardized) S.E. and C.R. for the supported 
hypothesized paths  

Paths 
Estimates   
(Unstandardized)

Estimates  
(standardized)

Standard 
Error 

Critical 
Ratio 

Self-monitoring <--- Self-esteem  -0.28   -0.24   0.10   -2.90  

FB WB<--- Self-monitoring  0.26   0.17   0.11   2.27  

Sense of Agency <--- Self-esteem  0.84   0.83   0.13   6.64  

FB PB <--- Sense of Agency  0.17   0.14   0.09   1.95  

FB PB<--- FB WB  0.25   0.36   0.04   5.72  

FAPI <--- FB PB  0.23   0.17   0.98   2.33  

FAPI <--- FB WB  0.20   0.21   0.70   2.92  

Virtual Possession <--- FAPI  0.68   0.60   0.74   9.21  
Note: All of the paths were statistically significant at p < .05 
     FAPI: Facebook as Personal Identity; FB: Facebook;  
     WB: Wall Behavior; PB: Profile Behavior 

In sum, the data show that self-esteem is positively related to sense of agency and 
negatively related to self-monitoring, with these psychological characteristics predict-
ing user behavior on Facebook. We found that the more users engage in using Face-
book, both for completing Facebook profile and customizing Facebook wall, the more 
they attached their personal identities to Facebook because both the profile and the 
wall end up reflecting the self. Table 2 provides an overview of the estimates,  
standard errors and critical ratios for the paths in the model. 

5 Discussion 

Overall, our analysis suggests, based on structural equation modeling, that the psy-
chological factors underlying Facebook user behaviors influence the degree to which 
Facebook is seen as a reflection of one’s personal identity and the extent to which this 
social-media site is valued as a virtual possession. 

5.1 The “I” vs. “Me” Paradigm in Facebook 

This study proposed two possible paradigms, the “I” and the “Me”, in one’s selfhood 
within the virtual reality of SNS. As we hypothesized, self-esteem is related to the 
two facets of selfhood, each associated with distinct psychological factors and  
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Facebook behaviors. The sense of “I”-ness focuses on a reflection of true inner self; 
the sense of “Me”-ness is externally influenced, wherein one’s sense of self is derived 
from one’s public presentation. For those individuals who have the “I” oriented per-
sonality, i.e., a higher level of self-esteem, a higher sense of agency was reported; 
while for those individuals with a “Me” orientation and a lower level of self-esteem, a 
higher need for self-monitoring was noted. These psychological states are able to 
predict distinct user behaviors on Facebook. Individuals who perceived a higher sense 
of agency tend to complete their profiles with more information, showing their true 
self and constructing a detailed online presence. On the other hand, individuals who 
show a higher level of self-monitoring tend to customize their online public presenta-
tions (by altering entries in their Facebook wall) more frequently. These behaviors 
have implications for the design of audience awareness mechanisms. On the one 
hand, interface features could be designed to inform users about the number of times 
their profile and wall postings were viewed by others. On the other hand, a system 
utility can be designed to keep track of the frequency of changes to the user’s profile 
and modifications of wall postings.  

As it turns out, these two activities are related. We found that individuals who cus-
tomize their Facebook wall more frequently have a higher level of profile completion. 
It suggests that the degree to which individuals promote themselves in public has an 
influence on their desire to construct a formal and complete online presence. In turn, 
profile behavior emerged as an important construct connecting one’s self-esteem to 
the tendency for projecting one’s online personal identity through Facebook in the 
final model. All this implies that users value the profile space in Facebook as an im-
portant part of their online persona construction. Therefore, design changes to Face-
book profile should be geared toward affording users the ability to customize in ways 
that can project their personal identity.  

One of the notable findings of this study is that instead of increasing a sense of so-
cial identity as hypothesized, behavior on the Facebook wall (that is presumably 
meant for carefully articulating one’s public self-presentation) was actually positively 
correlated with private identity-focused attachment. While some previous research 
has shown that the other-directedness in self-monitoring is negatively correlated with 
self-focused identity building, other research has shown that self-monitoring could 
also be seen as self-expression rather than self-promotion [43]. Instead of simply ad-
vocating oneself, self-monitors may be more likely to use this strategy to construct a 
self-concentrated identity [44]. Our data suggest that, over time, users accept Face-
book as part of their routine and do not see it simply as a networking tool, but rather 
as a venue for expressing and shaping one’s self identity, be it their true self or artifi-
cial self. This has implications for Web 2.0 application design, in that greater empha-
sis should be placed on tools that help users shape their personal identity. Based on 
their online activities, individual users could be offered a personalized palette of on-
line personas to choose from so that they can visualize how others may view them. 
Various framing strategies can be offered to users with the help of tools that ask users 
whether they want to be seen by others in this light or that way, and then proceed to 
identify those profile elements and wall activities that are consistent and those that are 
inconsistent with their chosen identity, so that users can make judgments about their 
own online identity as well as decisions about projecting the type of identity that they 
wish to present to others. 
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5.2 Personal Identity and Virtual Possession 

A statistically significant portion of the variance in perceived attachment to Facebook 
as personal identity can be explained by the two kinds of behaviors we examined in 
this study. The results indicate that Facebook successfully attracts users who create 
different strategies for representing themselves online and, more importantly, for 
expressing their true selves. As mentioned above, the present study only distinguishes 
two types of user behaviors on Facebook — information completion in the profile 
section and customization frequency in the wall section. While there are clearly many 
other behaviors in Facebook, we could only include those that lend themselves to 
counting and are explicitly recorded on Facebook, given the limitations of the self-
report survey method that we employed. Hence, it is not surprising that the variance 
in self-focused attachment to Facebook that is explained by the two kinds of beha-
viors measured in the current study is only 10 percent, but it is nevertheless a signifi-
cant indicator of the behavior-attachment connection. 

Even though we focused on Facebook’s potential to promote both social identity 
and personal identity as potential predictors of users’ valuation of Facebook as a vir-
tual possession, it was clear from the data that Facebook as Personal Identity played 
the more important role in the model. This demonstrates how closely linked Facebook 
is to one’s representation of self-identity and how it affects the extent to which one 
values Facebook. This effect differs from the public-focused self-identity that users 
perceive from Facebook, which failed to show a significant association with Face-
book user behaviors measured in this study. In fact, compared to the frequency of 
wall customizing, the extent of profile completion has a greater influence on the value 
of Facebook as a virtual possession, through personal identity. This has important 
implications, as discussed in the next section. 

5.3 Value System of Virtual Possessions 

Ultimately, it appears that self-esteem is a driving force behind our SNS use, and the 
extent to which the SNS reflects our personal identity is indeed predictive of the ex-
tent to which we value it as a possession. If it reflects our personal identity, we are 
willing to pay money for purchasing accessories on Facebook. By extension, users 
who see a strong personal identity reflected in their Facebook environment are more 
likely to pay for Facebook as a service if it were to charge usage fees. This insight can 
be quite useful for designers of social media sites and social apps for mobile devices. 
To the extent these sites and apps provide affordances for users to construct and shape 
their personal identity, they are likely to be valued highly by users. 

5.4 Implications for Web 2.0 Applications Design and Testing 

In addition to the aforementioned design implications, our study offers insight into 
measuring user experience. While traditional HCI literature informs us how to  
evaluate the quality and usability of websites and applications with usability testing  
(assessing such constructs as ease of use, usefulness, and navigability), our study  
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identifies latent attributes that affect users’ loyalty and perceived value of these sites. 
Our results and discussion clearly show that personal identity is a significant context 
of use for Web 2.0, meriting greater attention from designers. The strong connection 
between personal identity and value of Facebook as a virtual possession indicates that 
the realization of personal identity should be among the quality attributes used for 
testing. As Orehovački [45] suggested, the methodology for evaluating the quality of 
social networking applications like Facebook should be extended from usability to 
user experience. Based on the results of our study, we recommend that personal iden-
tity, as a subjective quality, be reflected in user-experience metrics when evaluating 
Web 2.0 applications for design improvements.  

5.5 Limitations and Directions for Future Studies 

This study is not without the usual limitations of exploratory research. First of all, 
because this study examines the value placed on virtual possessions, with some of 
them in monetary terms, a more heterogeneous sample — rather than the convenient 
college group used—is needed to predict users’ valuation of SNS as a virtual posses-
sion. Second, this survey-based study also suffered from specific disadvantages due to 
the self-reported responses, especially for questions about specific behavior frequency 
and situations. Participants may have forgotten pertinent details. Furthermore, as men-
tioned above, this study did not capture all the categories of Facebook behaviors. It 
would certainly be interesting to study other categories of Facebook user behaviors 
such as frequency of profile photo updating and type of privacy setting. In addition, 
the current study only examined variables in the context of Facebook. For further 
studies, different SNS services could be used for testing the theoretical model.  

Despite these limitations, the current study marks an important step in developing a 
psychological model about self-esteem and self-identity that involves both the antece-
dents and the consequences of Facebook user behaviors. Implications for SNS owners 
and advertisers may be derived from the results. For example, designers could consid-
er all the ways in which they can enable users to build their true selves on SNS  
because a strong personal identity can result in greater attachment and valuation. Ad-
vertisers and social media marketers who can leverage the affordances of Facebook to 
offer users novel and creative opportunities to construct and exhibit their personal 
identity are likely to be valued more highly than their counterparts who simply focus 
on exposing Facebook users to their commercial appeals. Likewise, SNS groups that 
appeal to users’ personal identities are likely to garner more support and following, 
especially when these groups appear as an integral part of one’s profile on Facebook. 

6 Conclusion 

Social networking technology has opened up numerous possibilities for ideal self-
presentation, which not only helps us realize our individual identity but also shapes 
our public persona. On Facebook, we customize our wall from time to time by delet-
ing unwanted posts or choosing to experience different levels of interpersonal  
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relationships with different individuals. As shown by our second (and final well-
fitting) model, the lower one’s self-esteem, the higher the possibility that one will 
adopt the self-monitoring strategy of camouflaging one’s true self. However, our data 
also suggest that these strategies are not simply adopted to create a perfect social 
identity, but to articulate one’s own ideal self-identity [46]. 

While some scholars (e.g., [29]) argue that technology is diminishing our true 
selves by encouraging us to constantly seek attention from others, our data suggest 
that College-age users view SNS technology as an extension of oneself, not a substi-
tute. Individuals still possess a strong eagerness to define their individual identity and 
to control their own feelings in a social networking environment, especially when 
they have a high sense of self-esteem. The eagerness to have a full online presence 
seems to be stronger than the desire to monitor oneself in public social networks. 
Further, it is clear that self-esteem affects the value we place on Facebook as a virtual 
possession largely because we see Facebook as a vehicle for shaping and representing 
our personal identity. In conclusion, our valuation of Facebook as a virtual possession 
is largely a result of the “I” dominated selfhood rather than a “Me” dominated out-
look. We value Facebook and spend so much time with it because it offers us numer-
ous opportunities to construct, shape and reflect our personal identity, not because it 
allows us to project a certain social identity to members of our network. Therefore, 
despite all its socialness, Facebook is a deeply personal medium. 

Acknowledgement. This research is supported by the Singapore National Research 
Foundation under its International Research Center Keio-NUS CUTE Center @  
Singapore Funding Initiative and administered by the IDM Program Office.  

References 

1. Greenhow, C., Robelia, B.: Informal Learning and Identity Formation in Online Social 
Networks. Learning Media And Technology 34, 119–140 (2009) 

2. Sundar, S.S.: Self as Source: Agency and Customization in Interactive Media. In: Konijn, 
E.A., Sonja, U., Martin, T. (eds.) Mediated Interpersonal Communication, pp. 58–74. 
Routledge, New York (2008) 

3. Turkle, S.: Life on the Screen: Identity in the Age of the Internet. Simon & Schuster, New 
York (1995) 

4. Turkle, S.: The Second Self: Computers and the Human Spirit. The MIT Press, Cambridge 
(1985) 

5. Odom, W., Zimmerman, J., Forlizzi, J.: Virtual possessions. In: Proc. of the 8th ACM 
Conference on Designing Interactive Systems, pp. 368–371. ACM, New York (2010) 

6. Mead, G.H.: Mind, self, and society: From the Standpoint of a Social Behaviorist. Univer-
sity of Chicago Press, Chicago (1967) 

7. Kolb, W.L.: A Critical Evaluation of Mead’s “I” and “Me” Concepts. Social Forces 22(3), 
291–296 (1944) 

8. Pelham, B.W., Swann, W.B.: From Self-conceptions to Self-worth: on the Sources and 
Structure of Global Self-esteem. Journal of Personality and Social Psychology 57,  
672–680 (1989) 



742 J. Nie and S. Shyam Sundar 

 

9. Crocker, J., Wolfe, C.T.: Contingencies of Self-worth. Psychological Review 108,  
593–623 (2001) 

10. Campbell, J.D., Trapnell, P.D., Heine, S.J., Katz, I.M., Lavallee, L.F., Lehman, D.R.: Self-
concept Clarity: Measurement, Personality Correlates, and Cultural Boundaries. Journal of 
Personality and Social Psychology 70(1), 141–156 (1996) 

11. Baumeister, R.F., Campbell, J.D., Krueger, J.I., Vohs, K.D.: Does High Self-Esteem Cause 
Better Performance, Interpersonal Success, Happiness, or Healthier Lifestyles? Psycholog-
ical Science in the Public Interest 4, 1–44 (2003) 

12. Bem, D.J.: Self-perception Theory. In: Berkowitz, L. (ed.) Advances in Experimental So-
cial Psychology, pp. 1–62. Academic Press (1972) 

13. Tice, D.M.: Self-concept Change and Self-presentation: the Looking Glass Self is also a 
Magnifying Glass. Journal of Personality and Social Psychology 63, 435–451 (1992) 

14. Judge, T.A., Erez, A., Bono, J.E., Thoresen, C.J.: Are Measures of Self-esteem, Neurotic-
ism, Locus of Control, and Generalized Self-efficacy Indicators of a Common Core Con-
struct? Journal of Personality and Social Psychology 83, 693–710 (2002) 

15. Gallagher, I.: Philosophical Conceptions of the Self: Implications for Cognitive Science. 
Trends in Cognitive Sciences 4, 14–21 (2000) 

16. Zarghooni, S.: A Study of Self-Presentation in Light of Facebook. Institute of Psychology, 
University of Oslo (2007) 

17. Steinfield, C., Ellison, N.B., Lampe, C.: Social Capital, Self-esteem, and Use of Online 
Social Network Sites: a Longitudinal Analysis. Journal of Applied Developmental Psy-
chology 29, 434–445 (2008) 

18. Manis, J.G., Meltzer, B.N.: Symbolic Interaction: a Reader in Social Psychology, 3rd edn. 
Allyn and Bacon, Inc., Boston (1978) 

19. Goffman, E.: The Presentation of Self to Others. In: Manis, J.G., Meltzer, B.N. (eds.) 
Symbolic Interaction: A Reader in Social Psychology, pp. 171–178. Allyn and Bacon, Inc., 
Boston (1978) 

20. Ellison, N.: Facebook Use on Campus: A Social Capital Perspective on Social Network 
Sites. In: ECAR Symposium, Boca Raton, FL (2007) 

21. Gonzales, A.L., Hancock, J.T.: Mirror, Mirror on My Facebook Wall: Effects of Exposure 
to Facebook on Self-esteem. Cyberpsychology, Behavior and Social Networking 14,  
79–83 (2011) 

22. Bong, M., Clark, R.: Comparison between Self-concept and Self-efficacy in Academic 
Motivation Research. Educational Psychologist 34, 139–153 (1999) 

23. Byrne, B.M.: The General/Academic Self-concept Nomological Network: A Review of 
Construct Validation Research. Review of Educational Research 54, 427–456 (1984) 

24. Reynolds, K.J., Turner, J.C., Branscombe, N.R.: Interactionism in Personality and Social 
Psychology: An Integrated Approach to Understanding the Mind and Behaviour. European 
Journal of Personality 482, 458–482 (2010) 

25. Gecas, V., Burke, P.J.: Self and Identity. Social Psychology: Sociological Perspectives on 
Social Psychology, pp. 41–67 (1995) 

26. Hogg, M.A., Reid, S.A.: Social Identity, Self-Categorization, and the Communication of 
Group Norms. Communication Theory 16, 7–30 (2006) 

27. DiMicco, J.M., Millen, D.R.: Identity Management: Multiple Presentations of Self in Fa-
cebook. In: The 2007 International ACM Conference on Supporting Group Work,  
pp. 383–386. ACM Press, New York (2007) 

28. Ellison, N.B., Steinfield, C., Lampe, C.: The benefits of Facebook “friends”: Social capital 
and college students’ use of online social network sites. Journal of Computer Mediated 
Communication 12(4), 1143–1168 (2007) 



 Who Would Pay for Facebook? Self Esteem as a Predictor 743 

 

29. Turkle, S.: Alone Together: Why We Expect More from Technology and Less from Each 
Other. Basic Books (AZ), New York (2012) 

30. Odom, W., Zimmerman, J., Forlizzi, J.: Teenagers and their Virtual Possessions: Design 
Opportunities and Issues. In: Proc. of the 2011 Annual Conference on Human Factors in 
Computing Systems (CHI 2011), pp. 1491–1500. ACM, New York (2011) 

31. Csikszentmihalyi, M., Halton, E.: The Meaning of Things: Domestic Symbols and the 
Self. Cambridge University Press, Cambridge (1981) 

32. Kleine, S.S., Baker, S.M.: An Integrative Review of Material Possession Attachment. 
Academy of Marketing Science Review 1(1), 1–39 (2004) 

33. Belk, R.W.: Possessions and the Extended Self. Journal of Consumer Research 15(2),  
139–168 (1988) 

34. Rosenberg, M.: Society and the Adolescent Self-image, revised edn. Wesleyan University 
Press, Middletown CT (1989) 

35. Kim, Y., Sundar, S.S.: Can Your Avatar Improve Your Health? The Impact of Avatar At-
tractiveness and Avatar Creation. In: Proc. of the 61st Annual Conference of the Interna-
tional Communication Association, Boston, MA (2011) 

36. Berinsky, A.J.: Can We Talk? Self-Presentation and the Survey Response. Political Psy-
chology 25(4), 643–659 (2004) 

37. Briggs, S.R., Cheek, J.M., Buss, A.H.: An Analysis of the Self-monitoring Scale. Journal 
of Personality and Social Psychology 38, 679–686 (1980) 

38. Ball, A.D., Tasaki, L.H.: The Role and Measurement of Attachment in Consumer Beha-
vior. Journal of Consumer Psychology 1, 155–172 (1992) 

39. Ferraro, R., Escalas, J.E., Bettman, J.R.: Our Possessions, Our Selves: Domains of Self-
worth and the Possession–self Link. Journal of Consumer Psychology 21, 169–177 (2011) 

40. Bentler, P.M.: Comparative Fit Indexes in Structural Models. Psychological Bulletin 107, 
238–246 (1990) 

41. Kline, R.B.: Principles and Practice of Structural Equation Modeling. The Guilford Press 
(2010) 

42. Bollen, K.A.: Structural Equation Models. In: Armitage, P., Colton, T. (eds.) Encyclopedia 
of Biostatistics, vol. 7, pp. 4363–4372. Wiley Online Library, New York (1998) 

43. Lee, S.: Psychological Effects of Culture on Aesthetic Motivation for Cosmetic Customi-
zation of Mobile Phones. PhD dissertation, The Pennsylvania State University (2011) 

44. Snyder, M., Copeland, J., Giacalone, R.A., Rosenfeld, P.: Self-monitoring Processes in 
Organizational Settings. In: Giacalone, R.A., Rosenfeld, P. (eds.) Impression Management 
in the Organization, pp. 7–19. Erlbaum (1989) 

45. Orehovački, T.: Development of a Methodology for Evaluating the Quality in Use of Web 
2.0 Applications. In: Campos, P., Graham, N., Jorge, J., Nunes, N., Palanque, P., Winckler, 
M. (eds.) INTERACT 2011, Part IV. LNCS, vol. 6949, pp. 382–385. Springer, Heidelberg 
(2011) 

46. Bargh, J.A., McKenna, K.Y.A.: The Internet and Social Life. Annual Review of Psycholo-
gy 55, 573–590 (2004) 



 

P. Kotzé et al. (Eds.): INTERACT 2013, Part III, LNCS 8119, pp. 744–761, 2013. 
© IFIP International Federation for Information Processing 2013 

Authoring Support for Post-WIMP Applications 

Katharina Gerken, Sven Frechenhäuser, Ralf Dörner, and Johannes Luderschmidt 

RheinMain University of Applied Sciences, Wiesbaden, Germany 
Katharina.B.Gerken@student.hs-rm.de,  
{Sven.Frechenhaeuser,Ralf.Doerner, 
Johannes.Luderschmidt}@hs-rm.de 

Abstract. Employing post-WIMP interfaces, i.e. user interfaces going beyond 
the traditional WIMP (Windows, Icons, Menu, Pointer) paradigm, often implies 
a more complex authoring process for applications. We present a novel author-
ing method and a corresponding tool that aims to enable developers to cope 
with the added level of complexity. Regarding the development as a process 
conducted on different layers, we introduce a specific layer for post-WIMP in 
addition to layers addressing implementation or traditional GUI elements. We 
discuss the concept of cross layer authoring that supports different author 
groups in the collaborative creation of post-WIMP applications permitting them 
working independently on their respective layer and contributing their specific 
skills. The concept comprises interactive visualization techniques that highlight 
connections between code, GUI and post-WIMP functionality. It allows for 
graphical inspection while transitioning smoothly between layers. A cross layer 
authoring tool has been implemented and was well received by UI developers 
during evaluation.  

Keywords: authoring processes, authoring tools, post-WIMP interfaces, cross 
layer authoring, collaborative user interface development, combined post-
WIMP interactions, visual validation.  

1 Introduction 

Authoring processes and tools for creating classical GUIs (Graphical User Interfaces) 
that adhere to the WIMP (Windows, Icons, Menus, Pointer) paradigm have been ex-
plored and refined over the years and developers have been honing their skills in 
creating these types of user interfaces. With post-WIMP [14] becoming more com-
monplace [11], the authoring process for user interfaces is becoming more complex, 
as the diversity of interaction methods rises [1, 2]. Novel tasks need to be carried out 
during authoring and new skill sets are required, for example expertise in reality-
based interaction [5], in order to develop post-WIMP user interfaces. As single au-
thors seldom possess the whole range of skills required, collaboration of multiple 
author groups with specific expert knowledge is often needed [4, 12]. We identified 
another factor that distinguishes authoring of post-WIMP user interfaces: many  
post-WIMP interface elements (e.g. gestures, speech input) have no graphical  
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representation in the user interface and therefore make it more difficult to graphically 
represent them in authoring tools. In addition, authors may not understand from vi-
sually inspecting the user interface which interactions are implemented and how they 
work together. As a consequence, existing tools for GUI development may not be 
well suited for post-WIMP. Dedicated authoring tools are necessary to create these 
types of user interfaces efficiently, to ensure high quality, to facilitate meaningful 
inspection and tests, to enable authors to contribute their expertise to the development 
and to reduce overhead due to several authors having to cooperate in the  
development. 

This paper presents an authoring process and an authoring tool for post-WIMP user 
interfaces that take the peculiarities of post-WIMP methods into account and foster 
collaboration between different author groups. In our concept, we distinguish between 
four author roles: the programmer writing code, the GUI designer building the appli-
cation screens, the post-WIMP designer who adds further input channels to the 
screens and the client who wishes to customize the application. In contrast to using 
several different tools for the respective development tasks, we expect the authors to 
better understand the connections between code, GUI and post-WIMP interaction 
when working with only one tool [17]. This may lead to a more comprehensible de-
velopment process. It also supports the refactoring and iterative refinement of applica-
tions. We call this cross layer authoring, as we regard the development of a post-
WIMP application as a process that is conducted on several layers denoting the con-
tributions of the distinct authors. Each layer corresponds to a different author role 
with different task areas. The authors should be able to work on their respective layers 
independently, although certain dependencies do exist: The code layer can be re-
garded as the fundamental contribution to the application being developed. On top of 
that, the GUI designer can build the application’s appearance, which can then be en-
hanced with interaction by the post-WIMP designer. Each layer offers abstract con-
nection hooks for the other layers, allowing the authors to be able to work on their 
particular layer only. Thus we expect them to be able to focus and immerse them-
selves in their respective task better, which might lead to an increase in quality of the 
resulting applications. In order to inspect the connections between layers, specific 
interactive visualization techniques are introduced. Transitions between layers are 
designed to be seamless in order to reduce the loss of orientation when switching 
layers. In our approach, we aim at preserving traditional GUI authoring as many au-
thors are familiar with this and have already acquired a profound experience. Thus, 
post-WIMP is added as additional layer and is separated from developing the WIMP 
aspects of a user interface. Our paper offers the following contributions:  

• We introduce the concept of a single cross layer authoring dedicated for the devel-
opment of post-WIMP user interfaces.  

• We identify four layers as one authoring dimension and four editing modes as an 
orthogonal dimension resulting in a 4 x 4 state matrix of the authoring tool.  

• We conceive visualizations for interactive transitions between layers and for the 
creation and inspection of post-WIMP interactions in a cross layer authoring tool.  

• We present a prototype implementation demonstrating the feasibility of our  
concept. 
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The paper is organized as follows: First, related work is presented to illustrate the 
state of the art in authoring for post-WIMP applications. Then our cross layer author-
ing concept and CLAY (Cross Layer Authoring Tool) are being introduced and illu-
strated with a small use case. After explaining the basic navigation elements of the 
tool, we focus on the creation and configuration of post-WIMP functionality. Finally, 
we discuss our concept and the CLAY editor by evaluating user feedback to our  
prototype and stimulating possible future research topics. 

2 Related Work 

There exist several frameworks and libraries which enable programmers to add post-
WIMP features to existing applications or to develop applications with post-WIMP 
user interfaces, e.g. PyMT [3] for touch or the Kinect SDK1 for full body interaction. 
Those frameworks provide powerful tools for programmers, but are less fitted for 
interface designers [8, 9]. In the following, we focus on concepts assisting program-
mers on the one hand and supporting visual development (for the GUI designer,  
post-WIMP designer or client) on the other hand. 

One approach to handle the complexity of the development of post-WIMP applica-
tions is to enhance a classical WIMP UI by merging post-WIMP capabilities on the 
same abstraction layer, as can be found in Apple’s authoring tool named Xcode2, for 
instance. With Xcode, the WIMP UI can be created graphically in a GUI editor. The 
UI elements are then bound to UI events by dragging graphical connection lines to 
methods or properties specifically marked in the source code. However, there is no 
visual support to add post-WIMP input (e.g. custom gestures) to the UI, so it can 
hardly be achieved without fundamental knowledge of the required programming 
techniques. This might lead to the programmer and designer having to spend more 
time negotiating specifications, which may add a significant overhead and prohibits 
focus on each author’s individual task. Also, Xcode’s concept does not include sup-
port for testing gestures directly while creating them. To inspect the created behavior, 
the use of a simulator or device is required. This makes the authoring process of post-
WIMP capabilities inefficient, because the entire resulting application must be com-
piled and executed to test the behavior every time the logic or the parameters of the 
specific gesture change. 

While Xcode’s approach focuses on multi-touch interactions, there are other concepts 
of authoring tools that support the development of applications featuring all kinds of 
post-WIMP interactions. One of them is Squidy, a zoomable design environment for 
natural user interfaces [10]. It employs other concepts like the MaggLite authoring tool-
kit for post-WIMP interfaces [4] or the OpenInterface Framework [13], which offer a 
way to create post-WIMP user interfaces with the concept of visual dataflow program-
ming. Squidy addresses the issue that the authors involved in the authoring process of 
post-WIMP UIs often use multiple toolkits or frameworks to create the desired UI and 
                                                           
1 Microsoft Kinect for Windows: http://www.microsoft.com/ 
  en-us/kinectforwindows/ 
2 Apple Developer: https://developer.apple.com/ 
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its behavior. This is achieved by tying together relevant frameworks and toolkits in a 
common library, while a visual language is introduced to create natural user interfaces. 
To see the current development status as a whole, Squidy introduces the concept of 
semantic zooming, making it possible to control the level of complexity shown to the 
particular author developing the application. However, Squidy has a focus on providing 
a way to take input data of hardware devices (e.g. movement data recorded by a Kinect), 
process the data and send it to listening applications, e.g. via TUIO [6]. This focus on 
technical aspects is important to develop post-WIMP input alternatives actually availa-
ble for a specific application. Still Squidy lacks the possibility to design the user inter-
face and to add the created post-WIMP input methods to it. In addition, the capabilities 
of adding and validating the post-WIMP input on the actual application UI are missing. 
Thus, designers without any technical knowledge about the specific implementation of 
the post-WIMP input may have difficulties using the technical base and design as well 
as validating the UI as a whole. 

Hartmann et al. present a rapid prototyping tool called Exemplar [15] that allows 
for authoring of sensor-based interactions by demonstration, thus enabling short itera-
tive demonstrate-edit-review cycles. Yet, it only covers one step in the application 
development process, forcing the author to switch between different tools, whereas 
we seek to embed interactive editing (particularly of post-WIMP behavior) seamlessly 
into the overall authoring process. 

Juxtapose [16], a prototyping code editor and runtime environment for UIs, allows 
for creating multiple alternatives of application logic and real-time tuning of applica-
tion parameters. Juxtapose facilitates the work of UI developers, yet it only addresses 
authors with both UI design and programming knowledge, as the parameters are di-
rectly extracted from the code. The CLAY concept shares the goal to enable rapid 
parameter testing, however, it strives to provide it on a more abstract level for UI 
designers who do not necessarily know how each parameter is implemented in the 
program code. Generally, the Juxtapose concept lacks the distinction between  
different author roles. 

Simpson and Terry [17] point out the problem of the use of heterogeneous toolsets 
for application development and present GUIIO, a design tool which uses ASCII text 
for rendering UI mock-ups. While it offers a fluid transition from program code to UI, 
it does not offer possibilities to inspect the UI in the way it would actually present 
itself to the user, nor does it provide means to graphically represent post-WIMP inte-
raction. Instead of just visualizing the connection between code and UI from the pers-
pective of the coder, we introduce a concept comprising the points of view of all the 
authors involved in the process, allowing them to work together with only one tool. 

DENIM [18] is an informal website design tool presented by Newman et al. in 
2003. It allows for informal sketch-based prototyping of websites and offers different 
representations of the sites through zooming. Similarly to CLAY, DENIM uses a 
slider with eleven levels to navigate from site map to storyboard and individual page 
view, thus enabling an almost smooth transition. Yet, the zooming in DENIM is only 
used to reveal more or less details of only one field of activity (the graphical user 
interface design), whereas CLAY uses seamless transitions to navigate between views 
of entirely different natures (user view, post-WIMP functionality, classic GUI and 
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code). So instead of zooming “horizontally” on one aspect of an application, the 
CLAY concept allows for a “vertical” zoom through the different areas of expertise of 
the authors involved. 

To sum up, authoring tools with a focus on a specific platform provide visual 
means to develop the WIMP part of the UI. Yet the development of post-WIMP capa-
bilities has to be done entirely in the source code by programmers with specific tech-
nical knowledge. Besides, the resulting behavior is hard to inspect without compiling 
the application and testing on the target device [7]. More general approaches which 
support adding all kinds of post-WIMP capabilities to applications often have a focus 
on technical aspects. They lack the support for designing the application’s UI, inte-
grating post-WIMP capabilities and visually testing the added post-WIMP interac-
tions. Different authoring roles are not differentiated enough to allow authors to  
concentrate on their specific contribution to the post-WIMP application. 

3 Cross Layer Authoring 

We distinguish between four different author roles in the process of a post-WIMP 
application development: the coder, the GUI designer, the post-WIMP designer and 
the user. We regard the authors’ contributions to the application being developed as 
layers placed above one another, with the code layer being at the bottom. Above that, 
there are the GUI layer, the post-WIMP layer and the user layer. The code layer can 
be regarded as the fundament of the application, which all other layers depend upon. 
Likewise, the post-WIMP layer builds upon the interface layout and traditional ele-
ments (such as buttons, text fields) created in the GUI layer. Each layer is designed to 
suit the tasks and skills of the respective author only, e.g. source code can only be 
edited in the code layer, graphical interface design only takes place in the GUI layer.  

Apart from distinguishing between author roles, we further split up the task areas 
of each of these roles into four editor modes, namely content, layout, parameters and 
behavior, which indicate what kind of changes can currently be made to the applica-
tion. Dividing all the editable attributes into four different modes aims at keeping  
the screen organized and minimizing the risk for accidental changes (e.g. changing 
the position of a text label when intending to change its content). An overview of the 
resulting sixteen development modes and the respective functionality available in 
each mode can be found in Figure 1. 

During the authoring process, cross layer connections between GUI components, 
post-WIMP input methods and the application logic on the code layer have to be 
created. By visualizing the connections between the layers when navigating between 
them, information about how the layers work together can be provided to each author. 
Transitions between the author layers are designed to suit the authoring task at hand 
and to happen seamlessly in order to avoid disorientation due to abrupt changes in the 
UI of the authoring tool. 

In order to be able to evaluate this concept, we implemented the CLAY editor. 
CLAY is realized as a classic desktop application as from our observation many  
developers prefer a PC-based environment with multiple screens. Development  
especially on smartphones with small screens does not seem to be practical. Neverthe-
less, the concept could be adapted to work on specific post-WIMP devices as well. 
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User Edit text fields, 

change images 
etc. 
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Adjust size, color, 
appearance of 
GUI elements 

Connect code 
actions or screen 
transitions to 
WIMP input 

Code Display and edit 
available code 
files 

Create and edit 
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be used by the 
GUI and post-
WIMP layers 

Define access 
rights for compo-
nent properties 
for the GUI and 
post-WIMP layer 

Create actions to 
be used by the 
GUI and post-
WIMP layer 

Fig. 1. Overview of the different development modes of CLAY and their respective functionali-
ty: We distinguish between four author roles (leftmost column) and four editor modes (top row) 

3.1 The CLAY Prototype 

In the CLAY user interface, we place graphical representations of the previously de-
scribed layers and editor modes at the borders of the authoring tool (see Figure 2). 
They are arranged as two orthogonal axes forming a two-dimensional matrix where 
one dimension serves to distinguish between the authoring layers and the other di-
mension is used to switch the editor mode. With this, we provide a simple mental 
model how the authoring functionality in the tool is structured. There is constant  
visual feedback in which state the authoring tool is set. 

The slider on the left-hand side allows for a smooth transition between author role 
layers. When the slider is positioned directly over a layer icon, only the respective 
layer is visible at 100 percent opacity. When the slider is moved towards a different 
layer, the current layer becomes more and more translucent to show information from 
the layer the slider is being moved to. This blending should eliminate the need for 
entirely switching between layers in many cases. If, for instance, a button is con-
nected to a code action, selecting the button on the GUI layer and moving the slider 
towards the code layer will result in the connected method shining through the GUI 
layer. When approaching the code layer, the semantic level of detail of the code in-
formation increases until the slider has reached the code layer icon, where the whole  
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code file is shown in a text editor (see Figure 3). In contrast to a navigation where 
layers are discretely switched, we expect the slider to provide a better orientation and 
understanding of connections between layers. 

 

Fig. 2. The CLAY interface: A slider on the left allows for navigation through the author  
layers, a slider at the top can be used for switching editor modes. 

Furthermore, the interface is divided up into two frames: a main frame in the center 
and a smaller frame on the right. The main frame serves to type code or put together 
GUI or post-WIMP elements, depending on the active layer. The right frame on the 
other hand is used to display the elements or options available in the current layer and 
editor mode. On the uppermost layer, the user layer, there is no right frame. Instead, 
the main frame is made wider to make more room for the screens of the application 
being inspected. 

On the horizontal axis at the top, the developer can switch between the four editor 
modes content, layout, parameters and behavior. When switching between editor 
modes, the right frame’s content adapts accordingly to provide a list of the specific 
components or parameters needed.  

The play button in the bottom left can be accessed from all layers at any time. 
Pressing the button results in the application being compiled and run in a simulator in 
full screen mode. With the target device connected, this button also allows for a test 
run on the specific device. Though the resulting application can always be inspected 
in the user layer, it is important to provide a simulator where no other graphical ele-
ments of the authoring tool itself are visible in order to get a good understanding for 
the resulting application. It is even more important to provide this functionality as 
CLAY runs on desktop computers where post-WIMP input can often only be  
approximated by WIMP input.  
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kitchen”), which will be displayed in the GUI and post-WIMP layers. Additionally, 
she can restrict the action to be only available to certain components like a button or a 
tap. In doing so, C would prevent G or P from inappropriate connections, e.g. the 
event created by interaction with a tangible object to a specific action. Wiring up the 
action with the code can be done graphically by dragging a line from the newly 
created action element in the right frame to the small circle next to the code. Circles 
are being displayed next to the starting point of classes and methods. An unfilled  
circle indicates that the method is not yet connected to an action element. After  
connecting, the circle displays a small green filled circle inside (see Figure 4). 

 

Fig. 4. Detail of the code layer: Code methods are tagged with a small circle. If connected to an 
action element, which makes them available to the GUI and post-WIMP layer, they also display 
a filled green circle within. 

Creating GUI and post-WIMP components works similarly. In order to create e.g. 
a custom button, C switches to the layout mode where existing component elements 
are listed in the right frame. Along with giving a name and description, property 
access rights can be granted to the GUI and post-WIMP designer for every component 
and parameter individually in the parameters mode. For instance, the color and size of 
the button can be made editable, while the label can remain fixed. These access rights 
are not enforced in the tool, they serve rather as a reminder that an author did not 
deem it sensible to make certain alterations. Thus, by changing layers an author is 
able to override restrictions. 
 
GUI Layer. Graphical interface designers do not always have broad programming 
skills and may wish to focus on the design and layout of the screens. It is their job to 
put together standard components (screens, buttons, labels etc.) or specific custom 
components created in the code layer. Furthermore, certain code actions or screen 
transitions can be connected to them. As the GUI designers are usually not aware of 
the source code, they need an abstraction of the methods available to connect to. 

We conceived the GUI layer to resemble already existing authoring tools where the 
creation of the application screens is being done graphically via drag and drop. In 
order to connect certain components to code methods, the action components come 
into play. They can be connected to the WIMP components via drag and drop as well, 
eliminating the need for the GUI designer to modify any of the source code.  
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tangible object support. Such designers might be experts in usability, but maybe not 
know much about coding. We provide a visual authoring tool similar to the tools al-
ready available for graphically developing WIMP interfaces, where designers simply 
drag and drop post-WIMP elements, combine them or adjust their parameters. How-
ever, while classic WIMP UIs need to cope with visible input and output channels 
only (buttons, text fields etc.), post-WIMP interactions do not always have an instant 
graphic representation. While a button is visible and known to be clickable, the area 
for e.g. a swipe gesture does not need to have a perceivable boundary. Without a 
graphical representation, it is hard to detect which post-WIMP interaction is offered 
by an application. 

Our goal was to create a post-WIMP layer that closely follows the concept of the 
GUI layer, i.e. it enables the author to graphically create input alternatives and con-
nect them to code actions without the need to change the source code. In order to 
achieve this, we conceived possibilities to graphically assign post-WIMP functionali-
ty to application screen elements. The process of creating and inspecting post-WIMP 
elements will be further elaborated in the section “Authoring of Post-WIMP  
Interactions”. 
 
User Layer. Developers may want to take a look at the application screens they are 
currently working on without distracting connection symbols or tooltips and without 
having to compile the application first. Methods for user-centered design call for cus-
tomers to be able to influence the development process from time to time without 
having to work with complex tools and risking to damage anything. That is why we 
included the user layer where screens are displayed the way they would look in the 
application when run on the target device. Here, editing is restricted to changes of the 
appearance or the content like exchanging texts or images, changing of colors and 
fonts, or rearranging of the components present. Thus, this layer may not only help 
developers during the authoring process, but also serves as a presentation mode for 
meetings with the clients. 

In CLAY, the user layer consists of a big canvas showing the application’s screens. 
When in behavior mode, the application can be inspected by moving the mouse over 
the screens and their elements. Whenever actions are connected to a component, they 
will be represented graphically. In our example, restaurant owner R may, for instance, 
adjust the colors to match his restaurant’s interior in the parameters mode or change 
the texts of the food menu in the content mode. The goal is to include the customers 
in an iterative development process, enabling them to contribute their feedback more 
directly and allowing them to make changes to the application without the need to 
have to rely on the other authors. 

3.3 Authoring of Post-WIMP Interactions 

Standard authoring tools today are not designed for graphical authoring of post-
WIMP interaction, but instead require programming knowledge to enhance their  
applications with post-WIMP features (see section 2). Our concept of cross layer  
authoring strives toward enabling the author of each layer to work independently,  
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useful to include customers into the authoring process, another participant stated that 
customers might have no interest in actively participating in the development. 

The division into four editor modes was regarded as useful. The fact that, for in-
stance, the content mode offers rather different functionality on each layer was not 
regarded as confusing. 

The concept of fading between layers using a slider instead of switching discretely 
was generally appreciated and regarded as enjoyable. Still, some participants pointed 
out the importance of the possibility to switch between layers faster, especially when 
using the tool for a longer time. 

Creation of component and action elements in the code layer and usage of those 
elements in the upper layers was considered easy and intuitive. However, all subjects 
missed a possibility for the interface and post-WIMP designers to predefine custom 
components and actions they need the programmer to implement. In the CLAY con-
cept, applications are built from the code layer to the upper layers, according to speci-
fications negotiated between the authors. Future work might engage in a concept to 
allow the definition of custom components or actions not only in the code layer, but 
also in the GUI and post-WIMP layers. 

It was generally considered problematic to create large applications with the tool as 
it was expected to become gradually overloaded. Nevertheless, our concept offers 
several approaches to handle complex applications. For instance, the author has the 
possibility to display connections between layers for every component individually 
and on demand. Post-WIMP element groups can be minimized to take up less screen 
space and organized hierarchically in groups, which might lead to a less overloaded 
screen. When inspecting several connections to the code layer at once, the author can 
at some point choose which of the boxes to expand in order to see the full source code 
of only the specific source file of interest. 

The visual creation and validation of post-WIMP interactions was considered in-
novative and helpful, though some explanations had to be given concerning the setup 
of the interactions, alluding to the fact that it is not an intuitive concept which would 
benefit from explanatory tool tips. 

In conclusion, all participants stated that they generally found the CLAY concept 
to be an improvement of the authoring process of post-WIMP applications and would 
consider working with a tool based on that concept in the future. 

5 Conclusion 

We presented a concept called cross layer authoring for a tool enabling the collabora-
tive development of post-WIMP applications for several different author groups.  
Layers in this context denote the contribution of the particular author groups to the 
developed application. We identify four different layers, namely the code, GUI, post-
WIMP and user layer, each corresponding to an author role. Furthermore, we split up 
the tasks for each of these author roles into the four editor modes content, layout, 
parameters and behavior. We suggest organizing cross layer authoring tools in form 
of a matrix, with one dimension serving to distinguish the author layers, and the other 
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dimension used to switch between editor modes, which received consistently positive 
feedback in our user interviews. Our goal is to provide a tool enabling authors to work 
on their respective tasks independently. In order to allow UI designers to work auto-
nomously, we include possibilities to graphically create the GUI and post-WIMP 
functionality. A concept for visually enhancing user interfaces with post-WIMP input 
methods has been introduced. Furthermore, the graphical creation and inspection of 
combined post-WIMP interactions has been presented and found to be innovative and 
useful by the users. In order to enable connections between layers, we introduce the 
concept of abstract connection hooks. These connections can be graphically inspected 
by traversing the layers. We propose a seamless transition between layers, which we 
realized in our prototype CLAY with a slider as a tool for navigation which users 
found easy and enjoyable to use. 

Future work might engage in a concept to soften the hierarchy of the layers, allow-
ing GUI and post-WIMP designers to create custom component or action elements 
they need the programmer to implement. This might lead to a more bidirectional 
communication between layers and thus encourage the concurrency of the  
development process, which might result in a reduction of the development time. 

Acknowledgements. This research work has been financially supported by the  
German Federal Ministry of Education and Research (BMBF-FHProfUnt grant  
no. 17043X10). 

References 

1. Bastide, R., Navarre, D., Palanque, P.A.: Model-Based Tool for Interactive Prototyping of 
Highly Interactive Applications. In: CHI 2002 Extended Abstracts on Human Factors in 
Computing Systems, CHI EA 2002, pp. 516–517. ACM, New York (2002) 

2. Beaudouin-Lafon, M.: Instrumental Interaction: an Interaction Model for Designing Post-
WIMP User Interfaces. In: Proceedings of the SIGCHI Conference on Human Factors in 
Computing Systems, CHI 2000, pp. 446–453. ACM, New York (2000) 

3. Hansen, T.E., Hourcade, J.P., Virbel, M., Patali, S., Serra, T.: PyMT: a Post-WIMP Multi-
Touch User Interface Toolkit. In: Proceedings of the ACM International Conference on In-
teractive Tabletops and Surfaces, ITS 2009, pp. 17–24. ACM, New York (2009) 

4. Huot, S., Dumas, C., Dragicevic, P., Fekete, J.-D., Hégron, G.: The MaggLite Post-WIMP 
Toolkit: Draw it, Connect it and Run it. In: Proceedings of the 17th Annual ACM Sympo-
sium on User Interface Software and Technology, UIST 2004, pp. 257–266. ACM, New 
York (2004) 

5. Jacob, R.J., Girouard, A., Hirshfield, L.M., Horn, M.S., Shaer, O., Solovey, E.T., Zigel-
baum, J.: Reality-Based Interaction: a Framework for Post-WIMP Interfaces. In: Proceed-
ings of the Twenty-Sixth Annual SIGCHI Conference on Human Factors in Computing 
Systems, CHI 2008, pp. 201–210. ACM, New York (2008) 

6. Kaltenbrunner, M.: reacTIVision and TUIO: a Tangible Tabletop Toolkit. In: Proceedings 
of the ACM International Conference on Interactive Tabletops and Surfaces, ITS 2009,  
pp. 9–16. ACM, New York (2009) 



 Authoring Support for Post-WIMP Applications 761 

 

7. Khandkar, S.H., Sohan, S.M., Sillito, J., Maurer, F.: Tool Support for Testing Complex 
Multi-Touch Gestures. In: ACM International Conference on Interactive Tabletops and 
Surfaces, ITS 2010, pp. 59–68. ACM, New York (2010) 

8. Kin, K., Hartmann, B., DeRose, T., Agrawala, M.: Proton: Multitouch Gestures as Regular 
Expressions. In: Proceedings of the 2012 ACM Annual Conference on Human Factors in 
Computing Systems, CHI 2012, pp. 2885–2894. ACM, New York (2012) 

9. Klemmer, S.R., Li, J., Lin, J., Landay, J.A.: Papier-Mache: Toolkit Support for Tangible 
Input. In: Proceedings of the SIGCHI Conference on Human Factors in Computing Sys-
tems, CHI 2004, pp. 399–406. ACM, New York (2004) 

10. König, W.A., Rädle, R., Reiterer, H.: Squidy: a Zoomable Design Environment for Natural 
User Interfaces. In: Proceedings of the 27th International Conference Extended Abstracts 
on Human Factors in Computing Systems, CHI EA 2009, pp. 4561–4566. ACM, New 
York (2009) 

11. Lawson, J.-Y.L., Coterot, M., Carincotte, C., Macq, B.: Component-Based High Fidelity 
Interactive Prototyping of Post-WIMP Interactions. In: International Conference on Mul-
timodal Interfaces and the Workshop on Machine Learning for Multimodal Interaction, 
ICMI-MLMI 2010, pp. 47:1–47:4. ACM, New York (2010) 

12. MacIntyre, B., Gandy, M., Dow, S., Bolter, J.D.: DART: a Toolkit for Rapid Design Ex-
ploration of Augmented Reality Experiences. In: Proceedings of the 17th Annual ACM 
Symposium on User Interface Software and Technology, UIST 2004, pp. 197–206. ACM, 
New York (2004) 

13. Serrano, M., Nigay, L., Lawson, J.-Y.L., Ramsay, A., Murray-Smith, R., Denef, S.: The 
Openinterface Framework: a Tool for Multimodal Interaction. In: CHI 2008 Extended Ab-
stracts on Human Factors in Computing Systems, CHI EA 2008, pp. 3501–3506. ACM, 
New York (2008) 

14. van Dam, A.: Post-WIMP User Interfaces. Commun. ACM 40(2), 63–67 (1997) 
15. Hartmann, B., Abdulla, L., Mittal, M., Klemmer, S.R.: Authoring Sensor-based Interac-

tions by Demonstration with Direct Manipulation and Pattern Recognition. In: Proceedings 
of the SIGCHI Conference on Human Factors in Computing Systems, CHI 2007,  
pp. 145–154. ACM, New York (2007) 

16. Hartmann, B., Yu, L., Allison, A., Yang, Y., Klemmer, S.R.: Design as Exploration: Creat-
ing Interface Alternatives Through Parallel Authoring and Runtime Tuning. In: Proceed-
ings of the 21st Annual ACM Symposium on User Interface Software and Technology, 
UIST 2008, pp. 91–100. ACM, New York (2008) 

17. Simpson, J., Terry, M.: Embedding Interface Sketches in Code. In: Proceedings of the 24th 
Annual ACM Symposium Adjunct on User Interface Software and Technology, UIST 
2011 Adjunct, pp. 91–92. ACM, New York (2011) 

18. Newman, M.W., Lin, J., Hong, J.I., Landay, J.A.: DENIM: An Informal Web Site Design 
Tool Inspired by Observations of Practice. Hum. Comput. Interact. 18(3), 259–324 (2003) 



P. Kotzé et al. (Eds.): INTERACT 2013, Part III, LNCS 8119, pp. 762–779, 2013. 
© IFIP International Federation for Information Processing 2013 

Existing but Not Explicit - 
The User Perspective in Scrum Projects in Practice 

Åsa Cajander1, Marta Larusdottir2, and Jan Gulliksen3 

1 Uppsala University, Box 337, SE-751 05 Uppsala 
2 Reykjavik University, Menntavegur 1, 101 Reykjavik, Iceland 

3 KTH – Royal Institute of Technology, Lindstedsvägen 3, 10044 Stockholm 
asa.cajander@it.uu.se, marta@ru.is, gulliksen@kth.se 

Abstract. Agile software development processes are becoming more common, 
but this does not mean that the user perspective in the development is catered 
for. It has its challenges to integrate the users’ aspects in Scrum projects in 
practice. In order to better understand these challenges we have interviewed IT 
professionals using Scrum focusing on four different areas: responsibility for 
the user perspective, emphasis on usability and user experience through docu-
mentation, usability activities with users and the organisational and contextual 
settings for emphasizing the user perspective. Results show that the responsibil-
ity for the user perspective is unclear in Scrum projects, and that often the user 
perspective is neither discussed nor described in the projects. However, the user 
perspective is often present through informal feedback used to understand the 
context of use and inform design for example. Finally the paper presents impli-

cations for working with the user perspective in Scrum projects. 

Keywords: Usability, user experience, user perspective, responsibility, agile 
software development, Scrum.  

1 Introduction 

Systems development processes and methods used in industry vary over time, and 
historically different value sets have guided the development of processes for IT pro-
jects. The purpose of a process is often to provide structure, predictiveness and quality 
to software development practices and to be a container of the collective knowledge 
and experiences of software development work within a particular context [1]. Since 
the 1990s, agile processes, and especially Scrum, have become more popular [2; 3] as 
a reaction to the size and complexity of the presiding processes, such as RUP or the 
waterfall model. Scrum as a development methodology has received increasing atten-
tion over the last years, mainly due to its agile nature and openness for flexibility, and 
for the skills and driving forces of the team members. One of the basic values of 
Scrum is speed and communication [4]. However, the requirements on quality, usabil-
ity and other aspects of great importance for the users are not explicit in the process. 
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Many software development practitioners in industry regard Scrum as a user-
centric process, for example by introducing user involvement through user stories, 
and by its iterative and communicative nature [5]. This aspect of Scrum would then 
concur with the values of many user centred design approaches, and this may then 
explain why Scrum has become so successful. However, the user perspective is not a 
mandatory part of the process and not something that can be taken for granted while 
applying Scrum in software projects. Even though many development organisations 
are describing great success of using agile development processes, none of these 
processes explicitly describe that usability activities should be included in the process 
[6] and Scrum has particularly been criticized for not sufficiently including the user 
perspective in the process [7]. One of the challenges mentioned by IT professional 
who are including the user perspective in software development is that it is hard to 
find time for usability activities such as user centred evaluation [8]. Additionally, it is 
challenging for the IT professionals to maintain an overview of the total user experi-
ence of the product in Scrum projects. It has been suggested that sharing documents, 
artefacts and particularly knowledge between the development team and the usability 
specialists is one way of maintaining the overview or the big picture of the user per-
spective [9]. Moreover, it has been suggested that having a usability knowledgeable 
person in the teams or at least that more face-to-face communication happened be-
tween the team members and the usability specialists [10]. 

Previously we have studied the application of usability evaluation methods in 
Scrum projects in practice [11]. From this study we concluded that many informants 
gather informal feedback on their design using qualitative evaluation and only very 
few conduct quantitative evaluation by asking more than 10 users to participate in 
thorough user evaluation. Typically thorough usability evaluation is conducted as 
seldom as twice a year, often by contracting an external usability expert [12]. The 
main reason for usability evaluation not being conducted more frequently is time 
constraints. However, some usability activities, such as workshops, are frequently 
used in Scrum projects [13]. These activities are often informal, ie do not include 
measurements or rigorous usability evaluations, and therefore these fit better to the 
fundamental principles of Scrum, which are speed and communication. Additionally 
producing incremental deliverables in short project periods is another popular and 
important Scrum feature. Another challenge experienced by the interviewed usability 
specialist in the Scrum projects was maintaining the overall vision of the user per-
spective, despite of the Scrum tradition of slicing projects in smaller parts. 

In this paper we will further explore how the user perspective is affected by the fact 
that our informants are using the Scrum process in practice. We have chosen to ad-
dress the occurrence of a user perspective in four important areas: responsibility for 
the user perspective in Scrum projects, activities including the user perspective in the 
development, emphasis on usability and the user experience through documentation, 
and the organisational and contextual settings for emphasizing the user perspective. 
Through such an analysis we aim to understand the need for improving the Scrum 
process to facilitate the inclusion of a user perspective more explicitly in the daily 
work of the IT professionals. 
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2 Background 

One important task in planning your software development project is defining the 
responsibility for particular activities. Responsibility here may refer either to the state 
of having a duty to deal with something, or the state of being accountable or to blame 
for something [14]. This can be seen as either a rule based view of responsibility, or a 
consequence based view, as in [15]. The notion of responsibility for usability is 
closely related to discussions of responsibility generally in social science in relation to 
groups. Here phenomena such as “the diffusion of responsibility” and the notion of 
“somebody else’s problem” are interesting to investigate. Diffusion of responsibility 
is a social phenomenon, which might occur, in larger groups, where no one in the 
group takes responsibility for phenomena. When a task is placed before a group of 
people, there is a tendency for each individual to assume someone else will take re-
sponsibility for it—so no one does. This is a negative outcome that may occur in 
groups where the responsibility is not clearly assigned. Previous research in the area 
has indicated that the diffusion of responsibility may have negative effects in systems 
development in practice [15]. 

Stating goals for usability or user experience is one way of describing the emphasis 
on the user perspective explicitly and giving the IT professionals some motivation for 
including the user perspective in their work. Stating usability goals has been highly 
rated by IT professionals as a way to integrate usability in software development work 
[16]. Identifying the usability requirements of a system as accurately as possible has 
been pointed out being a major challenge in agile projects, since it involves the cus-
tomers rather than the actual users [6]. The results from a recent study show that stat-
ing usability goals in Scrum projects was highly rated by the participants, and still less 
than half of them did explicitly state usability goals [13]. Researchers have suggested 
that usability goals or issues could be combined with other existing documentation in 
Scrum, such as the description of the goals as acceptance criteria for the user stories 
[7; 17] and capturing usability goals in user stories or in the product backlog [18].  

Recent results show that many IT professionals frequently conduct some kind of 
usability activities in Scrum projects, and that they generally rate the activities as 
being useful [13]. The highest rated usability activities according to this study were 
workshops, informal usability evaluation with users and meetings with users. It is 
noticeable that all of these activities are rather informal. Similar results have been 
presented in a study showing that all kinds of prototypes are used more frequently in 
Scrum projects than when using other software development processes [2]. A recent 
extensive literature study shows that the most common usability activities in agile 
development are low fidelity prototypes, user testing aimed at refining the prototypes 
in the next iteration and inspections [17].  

Organisational and contextual settings for integrating user centred design into agile 
software development successfully have been explored in several research studies. 
Close collaboration between the development team and the usability specialist has 
been considered as one of the biggest success factors for integrating the user perspec-
tive in Scrum projects [10; 17]. The usability specialists’ understanding of their job 
role and the need to establish, protect and communicate an overall team vision was 
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pointed out as the two major themes highly important for the success of integrating 
user activities in agile development [19]. Often user experience issues are considered 
important both on strategic and operational level, but the current work processes and 
management styles can limit the impact of the usability specialists [20].  

3 Method 

The 21 informants were found through personal contacts, a presentation at an HCI 
interest group, social media and suggestions from informants already interviewed. 
The informants who participated in the study all worked with Scrum and were inter-
ested in integrating usability activities into the Scrum process.  

In total there were 7 females and 14 males, their age reached from 29 to 55, and 
they had been working from 1 to 15 years in the industry. Their education varied from 
having no university education to having a PhD degree. When our informants were 
asked about their roles we got various answers such as: usability designer, user ex-
perience manager, usability specialist, application designer, interaction designer, sen-
ior system developer, user interface developer, usability specialist, business architect, 
sales person, developer, tester, Scrum Master and Product Owner. Some of the infor-
mants stated that they had two or three roles. The informants worked at 14 companies 
in various organisational contexts. The main types of organizations were product 
development and consulting companies. Some of the companies were international, 
having employees worldwide. The number of employees reached from 8 to 12.500. 
Generally, the Scrum process used had been adapted to the context of the organisa-
tion. Some companies had combined Scrum with features from other systems devel-
opment processes such as Kanban and Extreme Programming. We asked the infor-
mants about their work in one specific project since we wanted to understand the 
context of their experiences, and we did not want them to describe several anecdotal 
things from a number of project. We also asked them to tell about a project that they 
had been working on lately so that they would have it fresh in memory. 

The data gathering method used for our study was semi-structured interviews. An 
interview template was developed and the questions were adapted in accordance with 
the organizational role of each informant, their background, and their experiences 
working with Scrum and usability. The interview template included the following 
topics: Background including role in company, responsibilities and education; experi-
ence from using Scrum in one particular project; their activities for involving users in 
that project; their view on responsibility for usability and other remarks. The inter-
views lasted for about one hour. The interviews were recorded and detailed notes on 
paper were taken. Most interviews were conducted by two researchers interviewing 
one person, one acting as a conductor and the other as a note taker. All recorded in-
terviews were transcribed verbatim, most of them by an external consultant. The quo-
tations provided in the text are not always verbatim, but sometimes slightly rephrased 
in order to be more readable and representative. We refer to our informants as males 
despite their real gender when describing their comments. 
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Data from different interviews were compiled and iteratively analysed by two re-
searchers. During a thematic analysis [21], data was reviewed, organised and read 
through to identify themes. At this phase, mind maps were used. Data was then re-
viewed again to iteratively develop these themes and to categorize the statements of 
the respondents according to the themes in a software program for data analysis called 
Atlas.ti1. Some themes represent a set of inductive constructs while others are rather a 
set of predefined ideas. At this stage all the authors made interpretations and discus-
sions included search for alternative understandings and interpretations. Finally, the 
different themes were exported from the software tool in order to have an overview. 
This overview constituted the basis for the written text presented in this article. 

In the analysis of the interviews we chose to group the roles of the informants in 
four categories: 

1. Scrum manager role – Three informants had the Scrum Masters role, which are 
responsible for the project management of the Scrum team or the Product Owner 
role, which is responsible of specifying what is needed in the software from the 
customers’ viewpoint and prioritize these needs as described by Schwaber and 
Beedle [22]. 

2. Team member role – Nine informants were working in one team and being re-
sponsible for delivering the outcome of the sprint as described by Schwaber and 
Beedle [22].  Their main activities were to design, develop and test the user inter-
face. 

3. Usability specialist role – Five informants had extensive knowledge of HCI. 
Typically, they were not members of one particular development team, but sup-
ported many teams. Their main job tasks were requirements analysis, interaction 
design and evaluation. They contribute to the project both during pre-studies and 
support the team members during the actual development. This role description is 
based on the Usability Engineer role as described by Mayhew [23]. 

4. Business specialist role – the main job task of four informants was to analyse the 
requirements of the software during pre-studies. Typically, they were not members 
of one particular development team, because their main job task was done in the 
process of forming the teams. Typically these informants did not have as extensive 
knowledge of HCI as the usability specialists. 

4 Results 

Here the results will be presented according to the four focus areas in the paper.  

4.1 Responsibility for the User Perspective 

During the interview sessions all informants were asked about their opinion on who is 
responsible for the usability of the system or product. All informants gave one single 

                                                           
1 For further information see http://www.atlasti.com/ 
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answer to the question. Some of the informants see responsibility as pointing out the 
person to blame when things go wrong, whereas others answer from the perspective 
of who has the duty to deal with usability activities. One of the usability specialist is 
worried that he might be seen as the one who is to blame since he perceives that the 
usability of the product they are selling is not really good. He discusses if the others 
will put the blame on him: “I do not think that anyone will come and chop my head 
off - yes actually it worries me a little bit because from a usability perspective it is my 
product - I am the only usability expert here, so if it lacks the usability it is my fault.” 

It is noticeable that the answers to the questions were quite diverse and distributed 
between four different ways of looking at the responsibility: Six informants state that 
the usability specialist was responsible, some state that no one (three informants), the 
whole team (six informants) and the Scrum managers (six informants), are responsi-
ble. One of the three interviewees that described that no one was responsible de-
scribes that dismissing usability work and the responsibility for the product to be us-
able was a deliberate choice in the Scrum project due to time pressure: “Actually no 
one is responsible. I tried to take that role and tried to integrate it in those parts that I 
was responsible for. But it was the first thing that disappeared when time became 
short. You won't have the time to do this. You have to program!” 

Some results indicate that the responsibility for usability is not well defined in 
Scrum in practice, and that “diffusion of responsibility” and “someone else’s prob-
lem” has occurred in some of the teams. One informant sums up the situation like this 
after having thought about the responsibility: “I don’t know who was responsible, 
that’s the answer”. Another informant describes the lack of responsibility as a prob-
lem:  “There is no one responsible for the actual full user experience. That’s the 
problem.” 

Table 1. Overview of answers to the question: Who is responsible for the product to be 
usable?? 

                  Answer 

 

Answers from: 

 

The Scrum managers 

are responsible 

 

The whole team 

is responsible 

The usability 

specialist is 

responsible 

 

No one 

is responsible 

Scrum managers 3 Scrum managers     

Team members 2 team members 3 team members 1 team member 3 team members 

Usability spec*  1 usability spec* 4 usability spec*  

Business spec* 1 business spec* 2 business spec* 1 business spec*  

Total number 6 informants 6 informants 6 informants 3 informants 

* spec = specialist.  

 
One interesting finding is that four out of five of the usability specialists perceived 

that the responsibility for usability was theirs in their capacity as usability specialists, 
and at the same time all the Scrum managers perceived that the usability of the prod-
uct was the Scrum manager’s responsibility. This variety of answers might come as a  
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result from the two different views of responsibility as either something you have the 
duty to deal with (as a usability specialist you are to deal with usability), and the 
overall responsibility for the quality of the product from a usability perspective (some 
might say that the quality of the final product is the manager’s responsibility). One of 
the Scrum managers integrates both views of responsibility in his answer, and he 
describes that he is responsible or to blame for the usability of the final product, but 
that it is every ones responsibility to work with usability in the project: “I of course 
know that I have the implicit responsibility due to the title I have and the things that I 
do in the project, people in the project certainly rely on me on making this product 
highly usable, but I can certainly see that everyone is working towards that goal”. 
These two views of responsibility are also present in the answers from two of the 
usability specialists who have said that they are responsible themselves, but also that 
the Product Owner is responsible in some way. 

Furthermore, six of the informants perceive that the responsibility was theirs as a 
member of a team. This sums up to be 13 out of 21 informants who feel that they are 
responsible for usability in their role. This result is really interesting as the informants 
who took part in the interview study were chosen based on the fact that they worked 
with usability in Scrum, and even so 8 out of 21 answered that they were not respon-
sible for usability from any perspective. Another interesting finding is that the team 
members all give different answers to the question of who is responsible for usability, 
and that their answers are distributed in different categories in Table 1. The answers 
of the business specialists vary in a similar way but none of them thinks that no one is 
responsible. 

4.2 The User Perspective in Documentation 

The informants described several different approaches on how to include the user 
perspective in written text in the Scrum projects. There are mainly four categories of 
answers in the interviews: 1) there is no text on the user perspective; 2) a broad and 
vague description of the user perspective is used; 3) a detailed text on the user per-
spective is written; and 4) the user perspective is defined by a standard.  

Some of the informants described that they did not describe the user perspective at 
all in their software development (category 1), or any kind of usability specifications. 
The reason given for this is that the user perspective and usability are difficult to state 
in words. One of the informants expressed that usability is more a general quality and 
a feeling not possible to define, as in this quotation: “sometimes it’s like this, you 
have to feel it to know”. One informant mentions that the usability specialist in their 
company must check all the functionality before it can be delivered, that is their way 
of including the user perspective in their development process, but they do not state 
any requirements for the usability of the product. Hence, no text or documentation is 
used to ensure the user perspective. Some of the informants explain the lack of the 
user perspective in Scrum documentation by saying that it would be of no use in the 
Scrum context. Documentation used in Scrum generally describes some small aspects 
of the system, and these generally do not describe the overall picture which is neces-
sary for user perspective. There are generally no such overarching descriptions used 
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in Scrum, according to the informant. In some companies the introduction of Scrum 
has changed the process of handling the user perspective and documentation gener-
ally, which he sees as very positive, and “now it feels like we don’t seem to do any 
specifications any more. It is so much more dynamic since they started with Scrum.”  

About one third of the informants mention that their companies have written text 
on the user perspective in the text on non-functional requirements, and generally these 
requirements are not very strictly defined (category 2). The functional requirements, 
on the other hand, are strictly defined with levels of importance for the implementa-
tion. Some of the levels described were: “must, if there is time, and if we have time, 
maybe we will do it” but these are not applied for defining usability requirements. 
One informant describes how the user perspective often becomes very vague by ex-
plaining how it is included in workshops with users: “It is very much up to the team in 
the workshops trying to define what is the soft parts of the products and it mostly 
comes like, this old system works like this and we don't like that”. Some companies 
describe the user perspective in a document depicting a vision for the software sys-
tem. However, it should be noted that having the user perspective in the vision docu-
ment means that it is disconnected from the testing and evaluation of the system, as 
the vision document describes an idea or hope of how the system should work and be 
in the future. At the same time, including the usability goals in the vision documents 
helps when viewing the system as a whole which is good as the ‘eagle view’ of the 
system is described to be missing in many Scrum projects. 

In a few cases there is precise description of the user perspective in documentation 
used in the projects (category 3). One informant explains: “You’re doing a login page 
then that login page should be easy and secure, and you have the corresponding 
measurement for that, what is the users satisfaction as opposed to a scale from one to 
seven, […] so it’s measured in that way”. An interesting observation is that even 
though these informants did state a precise description of the user perspective they did 
not evaluate against these usability goal in a quantitative way later in in the process.  

In two companies a standard is used to define the usability of the product (category 
4). Both these products are safety critical. One of the informants explains: “So even in 
the standards they promote usability to avoid hazards“. This informant explains fur-
ther that this was one of the reasons that the company wanted to hire a usability spe-
cialist. Another informant says that at his company, general usability goals are stated 
with references to standard. He explains: “the general requirements can be the same 
for different projects and will be referred to in a general document covering all as-
pects of it, for example a style guide that contains references to standards”. It is clear 
that there is not one way of stating the usability goals in practice, and that the chal-
lenges for the usability professionals are numerous.  

4.3 Activities with Users 
It is described in the interviews that the fundamental value in Scrum is speed, and this 
affects the way that the IT professionals choose techniques to incorporate the user 
perspective in the development. Our results show that the Scrum team communicates 
with a few users in an informal way. Often some prototypes are showed and  
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discussed, or features are presented at a workshop. Prototypes are often showed both 
to the other team members and to the users. These meetings can be planned in ad-
vances, but often they occur when there is a need. Often they are qualitative and the 
focus is on feedback rather than on quantitative measures.  

From a usability perspective it is interesting to look at the user stories since they 
could be closely related to usability activities and the user perspective in Scrum. A 
user story is a short text describing the user’s interaction with the computer system 
and it is often used as a way to understand functionality. However, the user stories 
used by the informants in the study are seldom connected to other usability activities, 
such as for example interviews with users or field studies and they are often quite 
technical. One informant describes this as worrisome since the user stories do not help 
the developers understand the needs of the users. This informant is convinced that 
there is a need to make other kinds of user stories in the Scrum projects that he works 
in, and he suggests user scenarios as an avenue forward. Another problematic thing 
with the user stories mentioned is that the main objective with them is that they define 
what the different team members are supposed to do during the next day or days. 
Hence, they are used more for task lists, or to-do description in the projects and they 
are not really used as a way to understand the users’, the users’ needs or the user’s 
perspectives. The user stories are more used as a description of who is doing what in 
the project, and informants use them as a way of remembering and talking about what 
they are doing in the project. One informant describes how user stories are used in the 
work of the IT professionals in this way: “they know which story is on-going, and 
who is working on it, and they have a day-to-day conversation.” So the user stories 
are used to structure the tasks of each team member and for communication of how 
much is done in the development, and not for describing the user perspective of using 
the software. 

Several of the senior usability specialists describe that they ask the developers what 
they need when they design the system. Here, the communication of the user perspec-
tive is in focus.  Then the senior usability specialist gives the developers what they 
describe they need, and this can be Power Point presentations, documentations, UML 
diagrams or paper prototypes.  One informant describes that: “I usually try to have a 
discussion with the developers and ask them what they need to be able to do their job. 
If they need written requirements, I write it, if they need power point slides with de-
scriptions I do that”. Hence the communication as such is most important for extend-
ing the teams’ understanding and motivation for incorporating the user perspective. 
This way of working also describes that when describing and presenting the users’ 
needs in Scrum, the thoroughness of the information is not as important as providing 
artefacts to foster communication. When choosing the activities the informants do not 
talk about which activity would give them the best understanding, or the most correct 
representation of the user perspective. Instead communication is the core value that 
informs their choice. The informants also describe that paper prototypes are used in 
communication with users, and they are chosen as they are quick and easy. Often the 
feedback given is short and not documented.  

One emerging activity with the purpose of including the user perspective in the 
Scrum projects is the use of user forums or blogs. One of the companies has a blog 
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where they present and discuss their product. This blog has attracted around 500 users 
of the system who discuss, complain and describe areas of improvement of the prod-
uct. The usability specialist working in the company describes these forums that 
emerge in connection to their blogs as a new usability activity that he has chosen to 
include in his projects as it is a quick and easy way to discuss with users and to under-
stand the users’ perspective.  

4.4 Organisational and Contextual Settings for the Usability Work 
When asked about the organisational and contextual setting for the usability work, 
and the foundations for the level of emphasis on the user perspective in their projects, 
we got interesting answers from our informants describing what is important to incor-
porate a usability perspective in the organisation. Some mention that the development 
company has to be interested in including the user perspective in the development 
work, other mention that the managers and the Product Owners’ view on the user 
perspective is crucial and some mention that both the development organisation and 
the client need to be interested in these aspects. These various views on what is im-
portant in the organisational and contextual setting are elaborated below.  

Some informants stress the importance of having a usability knowledgeable person 
in each team who can teach the other team members how to include the user perspec-
tive in the development work. One informant describes: “I think that by having me on 
the team everyone was constantly reminded of the need for things to be easier and 
usability. I think that’s one of the big advantages of working in a team. You educate 
the people you work with and you change their attitudes”. It is also a general pattern 
in the interviews that informants who work with usability as team members are more 
satisfied with their work situation. They have the possibility to affect the work in the 
teams, and the others often accept and appreciate their contribution. The informants 
who are outside the teams, in a specialist role focused on usability, are more dissatis-
fied. They are working as consultants for several teams, and they do often not have 
the status or power to make a true contribution in the development. One of the infor-
mants describes his situation: “I am like an add on”. It is noticeable that these infor-
mants do not have a formal role according to Scrum.  

Others explain that the managers in the development company affect the emphasis 
on the users perspective vastly, their background and education plays an important 
role for the focus on usability. One informant says: “There’s a huge focus on usability 
in the entire organization, thanks to things that have happened. One is that we 
changed our management to someone who’s not an economical person but someone 
who has an industrial designer background. He’s kind of changing the focus to take 
care of the brand and rather than looking at the economic figures each month they 
look at the long term prospects for the products that we create”. Another informant 
describes that the managers in the company emphasise the user perspective because 
they presume that they will earn money from it. He describes: “The company has 
noticed that it makes money. I think that’s the main force. When I started three years 
ago I tried to push for it as well. But they felt that it was a nice thing to have, but it 
wasn’t crucial for sales. They see it as, in our field it has been low prioritized and 
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they saw an opportunity there to enhance this focus. We can be market leading within 
our field. So I think they understand that they can make money of it”. Even though a 
few informants describe the management’s view of usability as important the majority 
of the informants did not mention the management when asked about the organisa-
tional and contextual setting of usability. This might be due to the fact that there had 
been a change in management in the organisations who mention this. It is interesting 
however that the informants who have a manager who is really interested in usability 
perceive that this strongly affects their work and the usability perspective in the or-
ganisation.  

Others describe that the Product Owner plays an important role when deciding how 
much the user perspective should be emphasised. Formally the Product Owner should 
be responsible for the contact with the customer, but the customer does not need to be 
the user. One informant describes the different stakeholders’ aspects by saying: “I 
think that it’s really important that the Product Owner has the usability perspective, 
because no one else at that kind of level has those glasses on. The sales director 
doesn’t, and not the marketing director and not the management either really. So the 
Product Owner is really concerned about the product and how that will be perceived 
by the customer and the Product Owner is the one that has the most interaction and 
contact with the team”. This informant describes that the communication between the 
management level and the team regarding usability is important, and that it is the 
responsibility of the Product Owner. It is however noticeable that this informant pre-
sumes that the CEO and the managers generally do not focus on usability, and there-
fore the Product Owner should have this focus. Another informant describes his ex-
perience of co-operating with a Product Owner that did not have a usability focus, and 
how this affects the usability work in a negative way. This informant describes the 
qualities of a good Product Owner focusing on usability like this: “I would prefer 
another Product Owner, who understands the organization, that understands the task, 
understands really what the users like and what they need. This person was very good 
at making decisions, but maybe not from the user’s point-of-view.” 

Some mentioned that both the client and the development team needed to be inter-
ested in the user perspective. In some cases the client has asked for courses to extend 
their knowledge about usability activities. One informant describes that the client 
probably learned about the importance of usability the hard way. This informant ex-
plains: “I was asked yesterday to have a lecture to the client on how we do work with 
usability, and how that can affect their role in ordering IT-systems on a regular basis, 
so they do have an interest in it and understanding for its importance, and I think 
they’ve learned this the hard way as many others have that they’ve ordered quite a 
few systems, and they’re not satisfied with it”. Another informant explains the impor-
tance of the co-operation between the client and the development team when keeping 
the user perspective in the development. He describes: “It’s probably because the 
clients have been interested in usability in combination with that we have been able to 
convince them that this is a good way of working. I guess it’s a combination of both. I 
mean obviously as a usability consultant you know how you think it should be done. 
Luckily we have been given quite a lot of freedom in how to do it.” This view of  
the user perspective as a part of both the client and the development organisation's  
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priorities is a central part of user centred design, and it is interesting to note that very 
few informants describe this idea in their interviews. It is also interesting to note that 
the informants with a long education in usability are the ones that mention this per-
spective in their interviews.  

5 Discussion 

In this section the different results are interpreted in order to understand the four areas 
of the article better.  

5.1 Responsibility for the User’s Perspective 
From our previous studies we have seen very different results on who actually shoul-
der the responsibility, and also different opinions on who should have the responsibil-
ity for usability [24]. This study indicates that responsibility for usability is a prob-
lematic area also in Scrum projects in practice. The concept of responsibility is not 
discussed or expressed in the actual projects. However, Scrum projects are probably 
not worse than other projects regarding the responsibility for usability. Scrum empha-
sizes productivity and speed in the development projects above other quality features 
of the system such as usability. Furthermore, there is often no formal role that is given 
the responsibility for usability in Scrum projects, and this may be a problem as it has a 
tendency to become “no one’s responsibility”. However, one may wonder to what 
extent formal usability responsibility really would affect people in their daily devel-
opment work and hence influence the quality of the final product.  

How can we influence people in Scrum projects to accept responsibility for usabil-
ity and to work with usability issues? Is it simply to express this need as an activity in 
the process and then allocate a certain resource to be in charge? Other researchers 
have answered ‘No’, since the problem then emerges that responsibility for usability 
is assigned to someone who does not have the proper knowledge to be able to do a 
good job [25]. We believe that people must have the right attitude towards usability, a 
motivation that they really would like to work with usability and an understanding of 
the role that the user perspective can play in the project if considered properly. Exten-
sive knowledge about, and experience of usability work is also crucial for the respon-
sibility, which is obvious from the study since the vast majority of those who have 
formal and thorough education believe that they are responsible for usability. People 
also need to have the skill to be able to shoulder the responsibility for usability, and to 
work with usability in complex settings. They need to be able to argue and to have the 
ability to persuade others that usability is important. Hence, we need to prepare them 
for this during their university education [26]. 

In this study some of the informants are prepared to shoulder the responsibility for 
usability, but in the end they are not given the space, mandate or resources to seri-
ously deliver a usable product. This often means that they also need to abandon the 
responsibility for the user perspective. When you have the mandate and resources to 
be in charge of usability the possibility to deliver this quality is much more evident 
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and subsequently the likelihood of delivering a successful project from a usability 
perspective is there. 

5.2 Emphasis on the User Perspective in Documentation 
The vast majority of respondents do not use precise or written descriptions of the user 
perspective in their projects. This is interesting since one way to look at maturity in 
the development process is to consider the teams’ use of quantitative goals of usabil-
ity [27]. These goals should then be used as a target for usability in all usability activi-
ties in development and measured continuously to check if these goals have been 
reached. However, from this study we can see that in the few cases where quantitative 
usability requirements or goals were used these were not measured in a quantitative 
way. The goals often got lost in the process, even if they were written at the start of 
the project. 

Scrum is often presented as a dynamic development process in literature [5; 28]. It 
focuses on oral communication and on collaboration and it does not stress the need 
for documentation of any kind [29]. Instead it promotes the delivery of functioning 
programs and program code. In this context it should be noted that addressing the user 
perspective according to the principles of user centred design and the ISO standard  
[30] generally means gathering extensive data and documenting your studies to sup-
port design decisions in the project. Hence, this fundamental idea of documenting 
user data to support design is conflicting with the general idea of Scrum, which might 
give an answer to why the written documentation is often lacking. Moreover, our 
study shows that the documented goals for usability in Scrum, are often very general, 
short and mostly based on an oral common understanding. This becomes problematic 
as it is generally hard to evaluate those goals, and moreover it is not the same person 
that establishes the usability goals and subsequently evaluates them.  

Another interesting finding is that the few organisations that write detailed usabil-
ity goals do not use those goals when evaluating the product that they deliver. Even 
though these goals are precise, measurable and a part of the requirements they are not 
a natural part of the evaluation phase. These detailed usability goals are sometimes 
used in the design process to inform design. The activity of writing the detailed goals 
is hence used to inform design, but not to form the evaluation. Evaluations in Scrum 
projects are made to get informal feedback, to gather the users’ opinion about the 
software, to find bugs and to check functionality [11].  Often the goal with the evalua-
tion and testing is to check if the user stories are sufficiently developed, and not to 
check if the usability goals have been fulfilled.  One of our informants expresses his 
view on usability goals by saying: “As soon as something qualitative is written in the 
usability requirements, they get lost”. So he thinks that the goals are forgotten, after 
they have been written, and not used while designing and evaluating the user stories.  

Another issue that affects the difficulty encountered when integrating usability in 
Scrum is the focus on things to be done, i.e. delivery of functionality, and an approach 
where the system to be built is documented in short descriptions, often in user stories. 
These small descriptions are not really well suited for usability work generally, as it is 
really difficult to describe general usability aspects of a system in such a way. It is 
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very difficult to describe when something is usable, and especially from the perspec-
tive of a small piece of functionality. Usability needs to be addressed on a higher level 
than possible due to the granularity of the user stories in Scrum, and it includes many 
aspects that are simply impossible to address when the system is presented as small 
pieces of a puzzle constituting the system to be built.  

5.3 The User’s Perspective through Activities with Users  
It is clear from the interviews that the values underpinning the choice of usability 
activities are speed and appropriateness for communication. Perhaps this focus on 
communication really affects the work with usability, and that talking about the sys-
tem, its users and different problems relating to the system is really one way to incor-
porate the user perspective that is not a formal activity. The focus on communication 
makes it easier to work with more fuzzy quality aspects that are not easily defined in 
documentation. Oral communication often gives a richer picture and supports the user 
perspective in that sense. Another aspect when choosing usability activities is that 
Scrum puts a lot of emphasis on producing new parts of the software through using 
user stories, and not on redesigning older ones. The value in Scrum seems to be a very 
action oriented culture with a focus on producing new functionality and not so much 
on evaluating existing software and redesigning to make the software more usable. 
Two of the informants describe that they have worked around this in Scrum through 
rewriting the usability problems into new user stories.   

Many researchers seem to envision mature system development projects with 
documentation regarding the user’s perspective, an explicit focus on usability, well 
defined roles and responsibility with a usability focus [31]. According to this way of 
thinking the system development projects with oral communication, none existing 
formal roles and a focus on functionality instead of usability are less mature. This 
would imply that Scrum would be a less mature process from a usability perspective 
than its predecessors. However, we would argue that the words mature or immature 
are quite inappropriate to use, as there is no one best way of organising work in soft-
ware development projects. Instead the activities need to be carefully chosen and ma-
naged given a specific context, as is described by for example Contingency theory 
and in the work by Morgan [32].  Researchers in organisational theory have discussed 
the appropriateness of organisational structures in a given context, and we concur 
with them that the choice of activities is dependent upon the internal and external 
situation.  

Workshops are very commonly used in the Scrum projects [13], and it is especially 
common in the pre-study phase or in the very beginning of the project. Mostly they 
are used in order to understand the context of use and to understand the users’ needs. 
However, the workshops are not explicitly connected to usability work in the projects, 
but are more seen as a way to “capture requirements”. This is interesting, as it is ob-
vious that these workshops are one way to incorporate the user perspective or users in 
Scrum. Hence the workshop as an activity can be seen as a Trojan horse hiding the 
usability activities in a more popular or attractive form, which could be one avenue 
forward to include the user perspective through activities with users.  
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5.4 Organisational and Contextual Settings for Usability Work 

This study indicates that experienced and knowledgeable IT professionals may be 
frustrated about the lack of usability considerations in the agile processes. These pro-
fessionals constantly strive to work with usability according to books and articles 
published in the subject [33], however they often feel that they fail miserably. The 
context of their project often makes it hard to successfully integrate the values and 
principles of user centred design, as discussed by for example [34]. Moreover, they 
often feel that the guidelines and methods presented by the research community are 
not supporting them in their work [35]. Hence, we need to reconsider how to present 
usability activities so that they are perceived as useful by practitioners.  

Experienced usability professionals in the study sometimes find ways around these 
problem and they dress activities that relate to the user perspective in different cloth-
ing. Subsequently usability activities enter the Scrum projects as ‘Trojan Horses’. In 
the interviews it is for example apparent that usability activities are integrated into the 
Scrum projects in the shape of workshops or informal feedback. This way of integrat-
ing usability is also described in other research, by for example [36]. 

In theory, Scrum contains possibilities for an enhanced user perspective through 
workshops, meetings with users and user stories. However, a clear usability perspec-
tive is needed from the project management as well as the organisational context for 
successful integration of the user perspective in Scrum.  

6 Conclusions 

To conclude, and as a take-away message, we would like to present a few recommen-
dations for working with user-centred design in Scrum based projects. These are 
based on the results of our interviews, and also in relation to our previous studies, in 
line with the discussion above.  
1. There is no clear picture of the responsibility for usability – Clearly the em-

phasis on the user perspective should be strengthened if the responsibility for 
working with usability is clarified and communicated explicitly. This includes 
both the aspect of who will work with usability, and who is responsible for the 
quality of the final product. The question is how it could be done in the context of 
Scrum, where there are no formal responsibilities for any quality aspects, such as 
security, privacy and performance. Stating that the responsibility for usability 
should be shouldered by the entire team does not clearly enough distinguish how 
the user perspective should be integrated to promote good usability. Perhaps this 
responsibility could be made more explicit using ideas from for example the con-
cept “privacy by design” where it is still a shared responsibility but more explic-
itly addressed [38]. Moreover, usability specialists shouldering the responsibility 
for usability needs contextual and organisational support to be able to make a dif-
ference regarding usability. Some examples of organisational support needed  
are: sufficient mandate, support from management, organisational competence,  
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self-esteem and experience as well as a good position in the team to be able to 
contribute to better usability.  

2. Usability goals are unclear – The question is to what extent clear, measurable 
quantitative goals are needed to focus development efforts and to drive the devel-
opment of the product quality. Here we believe that more investigations are 
needed to find examples where high quality products have been delivered without 
explicit targets being set. Overall quality goals often serve the purpose better than 
usability goals, as they help deliver the overall design direction. 

3. The ad hoc nature of user involvement and design feedback – Agile processes 
do maybe not support, but also not prevent user involvement. Rather the processes 
involve users informally. Often this is done by gathering feedback on design in an 
informal way. Most often this is made in an ad hoc manner and based on the team 
members’ own initiative and knowledge about the user perspective rather than be-
ing systematically planned in the Scrum process. We believe that it would be 
beneficial if the process could be systematised, showing user involvement and de-
sign feedback as general activities in the development process.  

4. New methods arise – The agile requirements on speed and efficiency, focusing 
on deliverables over extensive documentation and the existing criticism based on 
lack of user involvement gives incentives to develop new usability methods. The 
development of user forums to discuss and provide immediate feedback to the de-
veloping organization happens because of the goal of agile methods of delivering 
functioning code as fast as possible. Perhaps incorporating the user perspective 
more deliberately in the sprint review meetings could be one way, or a new activ-
ity checking how the users would use the software in reality, a sort of a “reality 
check” could be another option.  

The user perspective may be considered in Scrum projects, if the team wishes, but there 
is no explicit support or demands for this in the process, unless the project owner or the 
development manager has a special interest in usability. Since there is no explicit sup-
port for the user perspective in the process itself, much of these aspects often exist 
through informal communication. A user-centred Scrum project needs to find ways of 
working with the user perspective within the overall agile nature of the project. Activi-
ties addressing the user perspective need to be efficient, with a low degree of overhead 
and formatively contributing to the product towards the final delivery. To sum up: There 
are changes that should be made in Scrum projects to better integrate the user perspec-
tive, since the user perspective in Scrum is existing but not explicit. 
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Abstract. In this paper, we explain best practices of bringing together diverse 
teams from business, technology and user experience in a large-scale software 
development setup and coaching them to use design thinking as a methodology 
to product definition and innovation, in less than 5 weeks. This paper can serve 
as a primer for those who are new to design thinking and coaching. It contri-
butes to a better understanding of the importance of a coach in nurturing a  
design thinking mindset.  

Keywords: Design Thinking, Innovation, Human Centered Design, Coaching.  

1 Introduction 

Design Thinking as a human centered approach to innovation has gained immense 
popularity amongst multinational organizations1 in recent years. In our organization, 
we define Design Thinking as   
“an effective approach to developing the right products, with the right people, in the 

right environment”. 
Design Thinking (DT) is also increasingly used in software product development 
companies as a tool for innovation (examples: Nokia, SAP, General Electric). It fol-
lows a human centered triad approach to thinking giving equal importance to human 
needs, business requirements and technical feasibility [3].  

In the past, we used User Centered Design (UCD) methods in our software product 
development process that did not succeed due to three critical flaws 1) UCD was part 
of an assembly-line approach to software development. Business experts stood first in 
line and defined the solution. Designers visualized and passed the designs to technical 
teams to implement it 2) We could not mandate end user research due to stringent 
timelines for delivery 3) It was too late to change the product road map even if end 
user research was conducted and usability testing only fixed interaction-level issues of 
the developed product. Design Thinking could fix all these flaws because 1) It is a 

                                                           
1 Ideo popularized Design Thinking and has applied Design Thinking to a whole host of con-

sumer companies (P&G; Nike; ConAgra etc); apart from using it to redesign Services  
(hospital emergency rooms; restaurants; NGOs etc).  
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radical collaborative approach to software product definition where the business, 
technical and user experience experts together define the solution along with their 
customers 2) End user focus formed the core of human centered design 3) The 
process by itself is agile and therefore complements an agile development project. We 
practice design thinking in just 4-5 weeks (equivalent to 1 takt or sprint cycle in an 
agile development setup). 

We coach design-thinking projects in our organization and this paper is a culmina-
tion of our best practices, especially in a software development setup. The projects we 
coached focused on designing different parts of our business software for small, me-
dium and large enterprises. Our teams consisted of people with diverse backgrounds 
(business experts, technical architects, user researchers, interaction designers, devel-
opers and quality experts) and we typically run them for five weeks long. Here below 
we have summarized 1) overall best practices to coaching, 2) specific techniques and 
methods that can be used in each of the design thinking phases to nurture a design 
thinking mindset. The paper aims to provide a checklist to keep in mind for coaches 
and therefore does not go deep into project specific use cases and examples or com-
parisons empirical in nature. It serves as a “primer” to kick-start and successfully 
coach teams in a small-scale agile setup. 

2 Design Thinking Coaching 

Our role as coaches for design thinking in our organization was two-fold:  

1. To coach the team to use the methodology for re-defining their software within 5 
weeks, in a way that the design can be productized immediately. 

2. To nurture and develop a design thinking mindset within the organization. 
 

Our coaching practice began with a thorough understanding of how design thinking is 
taught in Stanford D-School [6] and by IDEO’s online initiative that brings all design 
thinking educators on the same platform [3]. We fine-tuned the process to fit our 
software development model, the essentials of which we share below. 

2.1 Challenges 

As design thinking was still nascent in our organization, we had several challenges of 
which the critical ones were: 

1. Stakeholder Buy-in and Mindset change: Our first hurdle was to convince 
management to experiment a collaborative definition process that is NOT dri-
ven only by solution experts. 

2. Employee participation: As the process demands 4 weeks of full-time com-
mitment, we had to plan several months in advance for participant availability. 

3. End User Reach: In a business setup, getting direct access to our end users 
posed several legal and organizational constraints. We had to plan for end user 
research several months ahead and even use our personal networks to tap users 



782 M. Hiremath and V. Sathiyam 

 

from a diverse set of background (potential customers, customer’s social net-
work, and next generation users). 

Overtime we learnt that the key to coaching and running a successful design-thinking 
project is to plan well ahead and to ensure we live by its truest spirit. There were 
five aspects we paid close attention, to make coaching effective. 

1. A good preparation and presentation: We introduced a scoping phase for team 
members to plan ahead, involve stakeholders in the process and get acclimatized 
to the design thinking mindset [6]. Similarly we wrapped up with a presentation 
phase to prepare and showcase the results of the design-thinking project. 

2. Design Thinking Space: We used a dedicated space for the duration of the 
project to ensure that an immersive environment can be created with sufficient 
wall space, air, water, sunlight, music, projectors, sketching and modeling tools. 

3. Teaming strategy: We split teams into two groups (4-6 participants each) to 
create a sense of competition, agility and bring in diverse perspectives. We also 
balanced the group based on gender, age, experience and expertise. Our ideal 
team setup had an interaction designer, user researcher, product owner, technical 
architect and a developer or a quality expert. We also analyzed individual perso-
nalities before forming the groups to ensure teams can self-regulate conflicts. 

4. Integrated coaching: We had two coaches full-time with the team for the 5 
weeks of the design-thinking project. Anything lesser (one coach, part-time 
coaching, consulting hourly) would be a compromise and would affect team’s 
agility and quality of deliverables. 

5. Obsessive Time boxing and Concrete Deliverables: Every phase began with a 
coach led practice session, followed by tightly time-boxed execution that  
concluded with concrete deliverables ready for the next phase. 

3 Best Practices: Design Thinking Process 

 

Fig. 1. Design Thinking process as followed in our organization 

In our practice, we adapted the 5-step approach to design thinking (DT) by adding 
a ‘scoping’ phase at the beginning and culminating in a ‘presentation’ phase. In this  
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section, we highlight the most important techniques and methods for each of these 
phases.  

3.1 Scoping  

A scoping phase is especially important in large-scale design thinking projects to a) 
plan customer and stakeholder interactions across the globe b) plan project member’s 
availability from different teams for 5 consecutive weeks c) plan the 5 week design 
thinking project efficiently. Our best practices for this phase are the following. 
  
a. Start early: Team members meet for 1-2 hours every day in the 1st week to get 

acclimatized into the mindset and the process. 
b. Co-define the problem space. The coach lead the teams to articulate the prob-

lem space and in putting down their hypothesis, assumptions and constraints. 
Though the problem space would be revisited during the synthesis phase after 
meeting users, we found that a free-flow dialogue with the team brings everyone 
on the same page and helps team put down “what is known” versus “what is  
unknown”.  

c. Share knowledge “stories”. Teams share their current understanding using sto-
ries. We avoid using any documents or presentations. 

d. Plan ahead for research. Teams identify end user profiles to reach out to them 
and arrange for all local or remote meetings, ahead of research. 

e. Game every meeting: Gaming brings agility and creativity and breaks any biases 
towards action. We even create games together that become an addiction [7]. 

f. Plan for trials for every phase. We quickly try out a technique without any bias 
towards action. In our practice, we have experimented by running a one-day 
crash-DT within the scoping phase of a longer DT of 5 weeks to get the team 
oriented to the spirit of the process.   

g. Kick-off as a team officially with stakeholders at the end of this phase when the 
team has a detailed plan of the weeks ahead and in particular demonstrates a col-
laborative mindset already. This boosts stakeholder and team confidence and en-
sure higher rate of success and buy-in from everyone. A project that starts with a 
grand kick-off early without a team or a concrete plan often dies after a few 
weeks. 

3.2 Research 

In the research phase, design thinkers learn first-hand about their problem space by 
observing and interviewing end users and finding their needs and motivations. As 
coaches, we found that learning to be empathetic cannot be taught in classroom only 
and devised measures to help teams practice it in the field with heightened awareness. 

 
1. Use an empathy stick as a self-regulatory mechanism to observe the basic rules: 

maintaining eye-contact, talking less, listening more, keeping questions open 



784 M. Hiremath and V. Sathiyam 

 

ended and deferring judgment. Our teams have innovated using hand signs, pic-
ture cards and gestures to warn their group members. 

2. Keep the roles clear and simple: Teams split themselves into groups of three 
with each one playing the role of a) initiator who watches what users say b) ob-
server who watches what users do c) facilitator who watched how user feels. 

3. Prepare to ask empathetic questions. We spent significant time framing the 
‘right’ questions to ask users along with the teams. 

4. Game all interactions with end users. Gaming keeps users engaged in an activi-
ty with ‘all’ his senses and elicits his ‘unsaid’ needs. As coaches we prescribed 
suitable games and also let our teams create new games. 

5. Take 30 minutes at end of day together as a team. Often preached, but never 
practiced, we use the time to share our learning and to plan our next day. 

6. Plan for adjacent and analogous user analysis. The ‘wild’ ideas during idea-
tion stemmed up from making a connection to insights from these alternate situa-
tions. (studying how ants collect food as a colony to understand ‘management’) 

7. Take extreme users seriously. We observed and interviewed users three levels 
down the value chain: our direct customers, our customer’s customers and cus-
tomers customer’s end users to develop a holistic understanding of the problem. 

3.3 Synthesis 

Synthesis is most grueling of all the phases, as the teams work towards seeing connec-
tions over hundreds of facts obtained from research and making intuitive leaps about 
their understanding of the problem. 

1. Make one participant the persona or a user to steer the discussion from the 
user’s point of view and to make quick decisions where conflicts arise. 

2. Target minimum 3 conceptual models. We have used several frameworks to 
analyze research data such as customer journey maps, semantic and temporal 
zoom and conceptual mind maps [5]. 

3. Visualize and headline insightful moments before they die. We kept a space on 
the design wall to record insights visually along with a user statement or story. 

4. Moderate to think as a group. To think as a group requires one to listen to 
one’s own thoughts and to listen to others, build on each other, and articulate it 
appropriately. We regulated the individual thinking time and the group sharing 
time until the team was able to group-think on its own. 

5. Check the team mood periodically.  We used two techniques – a fish bowl after 
every phase and the ‘I like, I wish’ 2at the end of every day 

                                                           
2 A fishbowl is a form of dialog that can be used in large participatory setup of more than 10 

members with the coach moderating the conversation.  
The 'I like I wish' is a method adapted from Stanford d-school’s method cards and used to 

get quick and frequent feedback from colleagues and end users. 
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3.4 Ideation  

Design thinkers use the ‘brainstorming’ technique popularized by Alex Faickney 
Osborn [10] for group ideation. The coaches play the role of a guide taking the partic-
ipants through the steps of ideating, sharing, voting, selecting and generating actiona-
ble ideas. The coach also moderates the sessions ensuring the fundamental brains-
torming rules [6] are not violated and in time keeping. 

1. Invite experts, customers and stakeholders to brainstorm. Stakeholders’ buy-
in to build or sell the product increases when they contribute to the creative 
process. We have run brainstorming sessions with 15 participants in one session. 

2. Brainstorm in rapid-fire rounds. We aim for 100+ ideas. Our brainstorming 
session has a 10-20-20-10 minute split with 10 minutes individual think time, 20 
minutes sharing and building on other’s ideas, 20 minute consolidating and 
agreeing on the most promising ideas, followed by a 10 minute break. 

3. Try a fantasy question as a teaser to push imagination and think out of the box. 
This could be a teaser exercise when the creative spirit is dropping. 

4. Use a gong to enforce rules. We hit the gong when a member does not follow 
any brainstorming rule. The gong has been more effective in regulating the group 
than a shout, whistle or any other prop. 

3.5 Prototyping 

In this phase, teams come together and use rudimentary materials and techniques to 
give their ideas a physical form and shape. The most commonly cited problem during 
this phase is when the team is building “one” prototype that is a mash of “all” ideas 
from the ideation phase. The primary aim of a coach would be to push the teams to 
deliver several different prototypes they can take to their customers to find out which 
one works best. A coach also can demonstrate methods of quick prototyping using 
paper, magnets and Lego blocks and ensure all members are creating parts of the pro-
totypes atleast. 

1. Plan ahead for validation: Planning for the validation phase brings better clarity 
on what to prototype. 

a. Decide the storyboards or user scenarios to prototype. 
b. Agree on the number of prototypes (alternatives, variations) to create. 
c. Fix the validation schedule with end users. 

2. Prototype alternatives and variations, and seek for end user feedback. We split 
teams into sub-groups of 2 and prototype different parts or variations of the pro-
totype to speed up the process. The aim is to create a bunch of prototypes. 

3. Time-box the phase so that teams don’t spend time re-thinking about the ideas, 
and build them rapidly. We split the phase into smaller sessions. 

4. Make experimental prototypes only. The prototypes should also reflect the 
nature of the thought process – experimental. We use paper, magnets and stickies. 
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3.6 Validate 

Validation is a second chance to meet the end users, but this time with physical proto-
types to trigger deeper discussions with the end user. The most common pitfall in this 
phase is when the group sells the idea to the users instead of receiving feedback and 
learning from them. To avoid this, the coach guides the team into every detail of the 
validation process including planning of activities with the end user, creating the vali-
dation scripts, identifying the prototypes to be tested and techniques of deriving quan-
titative and qualitative feedback from the validation sessions. Here below are some 
good practices for productive validation sessions with end users.  

1. Plan for an action packed validation. Our validation sessions are short and 
action-driven. Users interact with the prototype quickly and go by their intuition 
instead of spending time thinking and interpreting the prototypes.  The validation 
sessions are 30 minutes and are repeated successively with 8-10 users a day. 

2. Meet and refine end of day religiously adding, removing or modify prototypes 
based on user feedback. 

3. Use the empathy stick within the group using gestures, postcards and other self-
regulatory mechanisms to follow the rules of empathetic listening. 

4. Test with extreme users. We often fail to involve customer’s customer’s users 
in validation process due time constraints, though we might have met them dur-
ing the research phase. Never fall into the rushing-to-finish syndrome. 

3.7 Presentation 

We mark the closure of the project when we have a design blueprint well received by 
our stakeholders and ready for production. Coaching in the phase could include help-
ing the team define a communication strategy to their stakeholders, creating a busi-
ness case if needed and in creating a design proposal. 

Make a persuasive presentation. The teams showcase their work in the form of an 
interactive demonstration, role-play or as a narrative. They also make a video demon-
stration that can be distributed to other stakeholders in other geographical locations. 
Though teams choose their medium of communication, we coach them in persuasive 
communication techniques and help them build their presentation content [9]. 
Create a blueprint that combines the best of all the prototypes so that production 
team can use it directly. This is done in collaboration with the production teams and 
other stakeholders and the design thinking project comes to a closure [8]. 

4 Conclusion 

In the past we had experimented design coaching through other mechanisms such as 
consulting over a period of 3-6 months hourly or weekly and building a one-year 
classroom program. But with no real project or timelines, or dedicated coaching ef-
forts these attempts were worthless. In contrast, the integrated approach to coaching 
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with a five-week live project has just the right momentum, motivation and magic to 
create perfectly useful solutions and in the process creates passionate design thinkers.  
The best practices described in the paper helped achieve our goals as a coach, of:  

1. Agility: we create a design blue print within 5 weeks that is ready for production 
2. Skill building: our hands-on techniques help teams understand and cultivate a de-

sign thinking mindset within 5 weeks with heightened awareness and long-term  
retention.   

And once the first project became a success we saw the organization embracing the 
approach more willingly. We also witnessed our trained design thinkers spreading 
awareness and becoming junior design thinking coaches and advocates over time. 

4.1 Limitations 

Our practices reflect the human desirability perspective in depth, but not business 
viability or technical feasibility. In particular we had not invested in creating business 
cases and models, as business viability was assumed to be a given. We also did not 
focus on technical feasibility as our architects in the projects evaluated feasibility 
after the design-thinking phase. As a word of caution, this process is best applicable 
for a software product definition scenario and the same has not been tested for design-
ing customer or business services. It best fits a project setup that aims at creating a 
realistic design vision within a short time of 4-5 weeks without getting into the details 
of project and cost estimation, planning and delivery. It guarantees problem clarity, 
design roadmap, stakeholder and customer buy-in within a very short timeframe. 
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Alpu, Özlem IV-675

Alsheikh, Tamara IV-772

Amagula, Thomas I-323

Amid, David I-419

Anaby-Tavor, Ateret I-419

Anacleto, Junia II-356, IV-689

Anastassova, Margarita II-228

André, Elisabeth II-264, IV-697

Anquetil, Eric II-337

Arab, Farah IV-547

Aragon, Cecilia R. III-316

Arhippainen, Leena IV-737

Asakawa, Chieko I-587, III-590, IV-323
Athavankar, Uday II-497

Attarwala, Abbas II-19

Aufaure, Marie-Aude III-280

Avouris, Nikolaos I-445, II-530

Awori, Kagonya IV-778

Aylett, Ruth IV-697

Ayoade, Mobolaji IV-1

Baecker, Ronald M. II-19

Baeza-Yates, Ricardo IV-203, IV-229

Baguma, Rehema II-764

Baharin, Hanif IV-463

Baillie, Lynne IV-1

Bakker, Saskia IV-783

Bansal, Dipak I-728

Bara, Serena I-323

Baranauskas, Maria Cećılia I-605
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Foloppe, Déborah I-1
Fong, Matthew III-352
Foth, Marcus IV-109, IV-785
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