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ABSTRACT

This work investigates the practices and challenges of voice user in-
terface (VUI) designers. Existing VUI design guidelines recommend
that designers strive for natural human-agent conversation. How-
ever, the literature leaves a critical gap regarding how designers
pursue naturalness in VUIs and what their struggles are in doing so.
Bridging this gap is necessary for identifying designers’ needs and
supporting them. Our interviews with 20 VUI designers identified
12 ways that designers characterize and approach naturalness in
VUIs. We categorized these characteristics into three groupings
based on the types of conversational context that each character-
istic contributes to: Social, Transactional, and Core. Our results
contribute new findings on designers’ challenges, such as a design
dilemma in augmenting task-oriented VUIs with social conversa-
tions, difficulties in writing for spoken language, lack of proper
tool support for imbuing synthesized voice with expressivity, and
implications for developing design tools and guidelines.
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1 INTRODUCTION

With substantial industrial interest, conversational Voice User In-
terfaces (VUIs) ! are becoming integral to the plethora of digital
systems, from smartphones to smart homes, that feature voice
agents such as Siri, Alexa, and Google Assistant. VUI designers
are those who architect the conversational experience between
the user and VAs. Hence, understanding designers’ practices and
challenges is of fundamental importance in providing them with
useful design resources. In the VUI literature, however, designers
are underrepresented as subjects of studies; by contrast, there’s
no lack of an existing body of literature on users’ experiences
[22, 27, 63, 88]. Overlooking VUI designers’ perspectives is a signif-
icant impediment to providing comprehensive and practical VUI
design support to them: Despite attempts to establish guidelines
for VUIs [105, 112], previous studies have emphasized that existing
VUI design guidelines are still immature [69-71, 73] and HCI/UX
curricula are lacking detailed coverage for VUI design [72]. Our
study focuses on design practices and challenges of VUI designers
to inform the creation of better tools and guidelines to support
them.

If there is one common motif in existing, albeit immature and
fragmented, guidelines and standards for VUI design, it is that at
the heart of the desired properties of VUIs is naturalness. In the
field of VUI design, it has long been believed that the design of
human-agent conversation should be modeled after practices and
mechanics of naturally occurring human conversation, so the VUI
can incorporate the beneficial attributes of natural languages, such
as flexibility [69], intuitiveness [86], and accessibility [93]. Multiple
VUI design textbooks and guidelines recommend that designers
make VUIs that provide natural conversational experiences to the
users [6, 40, 70], sound more natural [5, 29], feature natural dia-
logues [10, 41, 54], or offer natural interactions [9, 53]. Particularly
in industry, there is a strong drive towards promoting naturalness
as the holy grail of VUIs. Google’s conversation design guidelines
recommend designers to “craft conversations that are natural and
intuitive for users.” [41] In Amazon’s “re:MARS”, the company’s

!Conversational VUI systems are one of the two general types of VUI systems [102]. In
a conversational VUI system, users perceive the voice agents as conversation partners
and accomplish their goals by having conversations with the agents [102]. While in a
command-based VUI system, which is the other general type of VUI system, users are
expected to learn and use the appropriate voice commands to accomplish their goals
[46]. Hereafter, we use the term VUL to refer to ‘conversational VUI’ and we use the
term ‘voice agent’ to refer to ‘conversational VUI agent’ [43].
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latest public-facing tech conference, “making conversation natural”
is presented as the mantra of VUI that their voice assistant products
aspire and strive for.

Despite the emphasis on the importance of naturalness, to our
knowledge, there has been no systematic study uncovering de-
signers’ current practices and challenges in creating natural VUIs.
There does exist a small number of articles and videos in the popular
press where designers report some of their difficulties in creating
natural VUIs [11, 65]. For example, David Attwater, with over 17
years of experience in VUI design, said “the current tools do not
come with any underlying knowledge of language, meaning, or inter-
relationships between words and concepts. Each app designer currently
has to develop their own complete dialog and meaning models” and
he said he expects “enhanced support for natural language” in near
future [65]. This suggests that better tool support is one area worth
investigation. We focus on naturalness as the central notion in
our investigation of VUI designers’ practices, and also probe on
challenges, including tool support.

We interviewed 20 VUI designers to answer questions on: (1)
how VUI designers approach naturalness in their design practices,
(2) how they align such practices to their varying design goals, and
(3) what challenges they face in striving to offer natural conversa-
tional experiences. The basic conceptual, and partly methodological,
premise in pursuing these inquiries is that the term naturalness
should be handled as a construct that is subject to different opinions
of individuals. In the literature of VUIs and conversational agents,
individual scholars assigned multifaceted and fragmented mean-
ings to the term, including the resemblance of linguistic features
to interpersonal speaking style [22], spontaneous and open-ended
nature of “naturally occurring conversation, as opposed to language
restricted to a fixed set of commands and phrases.” [68], and sound-
ing more natural [5, 29]. Within the broader discourse on Natural
User Interface (NUI) design, the preliminary conceptions of the
term have remained as an abstract and generic property that refers
to how the users “interact with and feel about a product” [114].

In this study, we interpreted the notion of naturalness in terms
of the specific design context as described by individual designers,
because the meaning of naturalness as a construct may vary ac-
cording to their design context. Especially, given that modern voice
assistants tend to be situated in complex and dynamic social set-
tings [88], it is possible that conversational characteristics of a
VUI considered natural in one setting are not perceived the same
in another setting (e.g. an extremely human-like voice agent can
be considered deceptively anthropomorphic and uncanny [60]).
The designers in our interview study often regarded naturalness
as VUI traits that make human-agent conversation natural. Using
their descriptions as the basis, we crystallized such traits into sets
of naturalness characteristics according to the types of human-VA
dialogues that each characteristic contributes to.

The result of our study revealed 12 ways designers character-
ize and approach naturalness in VUIs. These characteristics are
categorized depending on the conversational context: namely, So-
cial for providing social dialogues, Transactional for supporting
users’ tasks, and Core for both. Most characteristics mirror those
found in the human-to-human conversation literature, but some are
“beyond-human”, which reflect the machine-specific characteris-
tics that outperform people, such as superior memory capacity and
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processing power. Our VUI designers also described significant chal-
lenges in achieving natural interaction related to a design dilemma
in augmenting task-oriented VUIs with social conversations, dif-
ficulties for writing in spoken languages, and a lack of adequate
design tools and guidelines (e.g., the poor design of existing SSML
authoring interfaces).

Our work makes the following contributions:

(1) We characterize 12 ways in which designers pursue natural-
ness in their design practices and categorize them based on
three different types of conversational context.

(2) We identify 7 challenges that hinder designers from creating
natural VUIs.

(3) Our results generate implications for tools and design guide-
lines that support designers in creating natural VUIs.

2 RELATED WORK

Our research combines themes from VUI design, naturalness of in-
terfaces, human-likeness of embodied agents, and existing supports
for VUI design.

2.1 VUI Literature in HCI

Researchers have been investigating ways to support speech inter-
actions since the 50s. With rapid advancements in Natural Language
Understanding (NLU), VUI systems have transitioned from rudi-
mentary speech-recognition based systems such as Audrey [32]
and Harpy [62] in the 50s and 70s, to task-oriented systems like
SpeechActs [117] in the 90s, and sophisticated conversational agents
that are now pervasive.

More recently, several studies from the HCI community have
been investigating how voice assistants impact users [12, 27, 88, 89].
In these studies, various issues have been explored, including how
VUIs fit into everyday settings [88], how users perceive social and
functional roles in conversation [27], and the disparity between
high user expectations and low system capability [63].

A common theme with many of these studies is that they take
into account the perspective of the users. As Wigdor [114] put it,
naturalness is a powerful word because it elicits a range of ideas in
those who hear it—in this study, we take the path less trodden, and
see what designers think.

2.2 Discourses around Naturalness in HCI

There are several ways in which HCI research uses the term natu-
ralness.

As a descriptor for human-likeness: Naturalness is often seen as a
“mimicry of the real world” [114]. In the context of speech, humans
are the natural entity of concern, and hence, behavioral realism, i.e.
creating VUIs that behave and sound like real humans, has become
a focus. We can trace the attribution of anthropomorphic traits
onto computers in a seminal paper by Turing [107] on whether
machines can think. In that paper, he assumes the “best strategy”
to answer this question is to seek responses from machines that
would be “naturally given by man”. The pervasive influence of such
thought can be seen in existing definitions of naturalness in VUI
literature [22, 37, 76]— all treat naturalness in this light, as a pursuit
of human-likeness.
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As a distinguishing term between the novel and traditional modes
of input: The term is also used to contrast interfaces that leverage
newer input modalities such as speech and gestures, against more
classical modes on input, namely, graphical and command-line
interfaces [66]. In this definition, the term is in essence an umbrella
descriptor of countless systems involving multi-touch [61, 103],
hand-gestures [39, 58], speech [2, 15], and beyond [101, 120].

As interfaces that are unnoticeable to the user: Another usage
draws from Mark Weiser’s notion of transparency introduced in his
seminal article on ubiquitous computing [113]. In this formulation,
naturalness is a descriptor for technologies that “vanish into the
background” by leveraging natural human capabilities [50, 108].

As an external property: In this conception, the term does not
refer to the device itself, but rather the experience of using it, i.e.
the focus is on what users do and how they feel when using the
device [114]. The characteristics that we present in this paper can
also be viewed from such an angle, i.e. designers form and utilize
characteristics not because they make the VUI more natural, but
rather the experience of using it more natural.

The existing usage of the term has drawn heavy criticism from
some—Hansen and Dalsgaard [44] find the non-neutral nature of
the term to be problematic. In their view, the term has been mis-
used to conflate “novel and unfamiliar” products with “positive
associations”, akin to marketing propaganda.

Norman [81] contends the distinction between natural and non-
natural systems and notes that there is nothing inherently more
natural about newer modalities over traditional input methods.
With speech, for example, he notes that utterances still have to be
learned.

2.3 Characterizing Conversations

In the context of discourse analysis, human conversation can be
largely classified into two categories based on its purpose: trans-
actional conversations vs. social (interactional) conversation [23].
Transactional conversation is “message-oriented” and characterized
as its function for transmitting factual or propositional information
[64]. It is an interaction pursuing practical outcomes, for example,
“buying something in a shop and enrolling in a school” [82]. So-
cial (interactional) conversation is for “expressing social relations
and personal attitudes” [23]. Examples of social conversations are
“greetings, gossip, and social chat or small talk” [48]. The terminol-
ogy “interactional” conversation has been more widely accepted
than “social” conversation in linguistics. However, it was first in-
troduced as social conversation by Clark et al’s work [27] into our
HCI community and since “interaction” is also a heavily overloaded
terminology in our community, we use the term social conversation
to be consistent with Clark et al’s work.

Parallel to human spoken conversation having two classifica-
tions, conversational agent systems can also be classified into two
categories: task-oriented systems vs. chatbot systems [59, 116]. A
task-oriented system is "designed to assist users to achieve specific
goals (e.g., finding hotels, movies, or bus schedules)" [31, 118], and
its domain is focused on the predefined topics for achieving the
goals [104], while a chatbot system has an open domain for having
general conversations [67, 96]. Due to its goal-oriented nature, task-
oriented systems heavily incorporate transactional conversations.
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Under the constraint of Allen’s task-based dialogue hypothesis
[4], most conversational agent systems were designed with a task-
oriented slant for reasons of tractability [38]. However, cutting-edge
conversational agent systems such as Apple Siri and Amazon Alexa
combine both aspects of chat and task-based interaction [85, 90].

2.4 Difference Between Spoken Language and
Written Language

Previous studies from linguistics have identified the differences
between spoken and written languages [19, 92, 115]. Researchers
found that people use more complex words for writing compared to
when they are speaking [19, 34, 83, 115]. Bennett claims that passive
sentences are more frequently used in written texts [13]. Also, more
complex syntactic structures are used in written language than
spoken language [34]. In our study, we analyzed our interview data
based on these previous works to find specific aspects of spoken
dialogues that VUI designers deem challenging to mimic when they
are writing VUI dialogues.

2.5 Human-likeness in Embodied Agents

A rich body of studies explores issues around human-likeness in
embodied agents and the relationship between humans and these
agents. They investigate: a plethora of concerns such as ways to
transfer human qualities onto machines [24, 80] and ways to main-
tain trust between users and computers [16, 97, 110], modeling
human-computer relationships [1, 17], designing for different user
groups such as older adults [98, 109], children [30, 87], understand-
ing how users ‘view humanness in dialogue interaction’ [33], and
examining stereotypes in this domain [26, 78]. Naas et al.s “Similar-
ity attraction hypothesis” posits that people prefer interacting with
computers that exhibit a personality that is similar to their own
[77] (e.g., cheerful voice agents can be undesirable to sad users).

In our study, designers reflect on issues that echo the literature
by considering factors such as personality, trust, bias, and demo-
graphics in their VUI design practice.

2.6 Guidelines and Tools for VUI Design

Many large vendors of commercial voice assistants provide their
own separate guidelines for designers [7, 41, 52]. These guidelines
offer design advice tailored to developing applications for a specific
platform. With regards to platform-independent options, some pre-
liminary effort has been undertaken in the form of principles [95],
models [74] and design tools [56] for VUIs. More specifically, Ross
et al. provided a set of design principles for the VUI applications tak-
ing a role as a faithful servant [95], while Myers et al. analyzed and
modelled users’ behaviour patterns in interaction with unfamiliar
VUIs [74].

Researchers have built several tools in support of VUI design.
Klemmer et al’s SUEDE enabled Wizard-of-Oz style prototyping of
VUIs [56]. SPICE and SToNE are toolkits for helping researchers
or non-experts develop speech recognizers for VUI applications
[57, 100]. In order to help designers modify the synthesized voice in
more effective and efficient ways, tech giants such as Amazon and
IBM have developed their own high-level SSML (Speech Synthesis
Markup Language) tags that comprise the effects from multiple
primitive standard SSML tags (e.g., The “Good news” tag from IBM)
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[8, 51]. SSML, in general, is an XML-based markup language for
speech synthesis applications. Standard SSML enables primitive
prosody alteration such as changing volumes to be louder or modi-
fying pitches to be higher [91]. Apart from creating high-level SSML
tags, to our knowledge, there hasn’t been much support for helping
designers to effectively communicate the desired expressions to the
TTS engine. Yuan et al. showcased one of the few such supports in
their relatively recent poster [36]. They developed a system that
visualizes the vocal characteristics of synthesized voices and allows
direct modifications of the characteristics.

Our study offers new design guidelines and recommendations
for tool support.

3 METHOD

To understand how designers pursue and characterize naturalness
in VUIs, we interviewed designers with a variety of VUI design
experiences.

3.1 Participants

We recruited 20 VUI designers (7 women, 13 men) through flyers
and study invitation messages on social network services such as
Facebook and LinkedIn. Participants’ ages ranged from 17 to 73
(M = 34.3, Median = 30.5, SD = 14.7). Their nationalities were as
follows: 4 Americans, 1 Belgian, 1 Brazilian, 5 Canadians, 1 Dutch,
1 German, 5 Indians, 1 Italian, and 1 Mexican. Each participant
received CAD $15/hour as compensation.

The participant pool included designers with diverse occupations
and design experiences. 13 were professional VUI designers work-
ing full-time on VUI projects. Their job titles included: designer,
UX manager, and CEO. Participants’ length of professional VUI
design experience ranged from 9 months to 20 years (M = 4 years
and 2 months, Median = 2 years, SD = 6 years). Our participants
worked in companies that ranged considerably in size. Most of the
professional VUI designers we recruited (8 out of 13) were working
for relatively small companies (2-49 employees), while 2/13 were
working for medium-sized companies (50-999 employees) and the
rest 3/13 were working for corporations with over 5k employees.
The remaining 7 participants were amateur/hobbyist designers.

All of our participants had previously designed at least one con-
versational voice user interface. In total, we collected data about
designers’ practices in 38 different VUI projects. There were 27 Intel-
ligent Personal Assistant (IPA) systems for smart home speakers (23
Amazon Alexa, 4 Google Home), 8 Interactive Voice Response (IVR)
phone systems, 1 voice agent system for a smart air-conditioner,
1 voice agent system for a mobile application, and 1 voice agent
system for a humanoid robot. Most of them were primarily task-
oriented systems according to the definition provided by Yu et al. in
[119]. We also collected information about their SSML familiarity.
About half of the participants considered themselves to be familiar
with SSML, while the other half indicated unfamiliarity.

3.2 Semi-structured Interviews

For each participant, we conducted a single-session semi-structured
interview. Each interview lasted between 30 min to an hour. All
of the interviews were conducted by the lead investigator. We
arranged online interviews for 17 of them who could not visit
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the interview site. Before the interview, our designers answered
an online survey that collected demographic data, previous VUI
design experiences, and familiarity with VUI design tools such as
SSML.

The dialogues in our semi-structured interviews were anchored
to four seed questions, each of which was designed to capture the
designers’ perception of naturalness, specifically trying to get at
their practices and challenges in designing natural VUI dialogues:
(1) How do you define a natural VUI dialogue? (2) What is the ex-
pected value in creating a natural dialogue? (3) How do you create a
dialogue to be more natural? (4) Was there any challenge in creating
natural dialogues? If you have any, what was the challenge? The
interviewer maintained the focus on naturalness. When a partici-
pant seemed to deviate, the interviewer actively checked with the
participant by asking if their response is related to naturalness.

During the interview, we made an attempt to ask our designers
to define naturalness but observed that they tend to ground their
responses on their own design practices rather than on a general-
izable conceptual description. Hence, we probed further into the
design context, such as their design goals, strategies, and challenges,
in relation to their pursuit of naturalness in VUIs. To elicit thick
descriptions about their design practices, we asked them to ground
their response on the one or two most memorable VUI projects
that they reported in the pre-interview survey. For example, the
participants were first asked what particular design steps they took
to create more natural VUIs in one of their past VUI projects and
then asked about the most challenging aspects of carrying out those
steps.

3.3 Data Analysis

Audio recordings of all 20 interviews were fully transcribed be-
fore being analyzed. We used Braun and Clarke’s approach for
reflexive thematic analysis [20] for analyzing the interview data.
Their approach was particularly suited for our study because of its
theoretical flexibility and rigour. As advised in [21], we checked
during the analysis phase if our interview data from 20 participants
produced a compelling story answering our research questions.
Three members of the research team had one-hour weekly meet-
ings where we developed the themes over the course of several
months. As Clarke and Braun suggested in [21], we took "researcher
subjectivity as not just valid but a resource”, thus actively discussing
our own interpretations of the data during the meetings to form a
"coherent story about the coded data" [28]. We took both inductive
and deductive approaches for coding the data and developed a set of
coherent themes that form the basis of our findings. Our deductive
coding was derived from the previous works on “the classification
of human conversation” [23, 35, 99].

4 FINDINGS: HOW DESIGNERS PURSUE
NATURALNESS IN VUIS.

Our designers articulated their design practices, goals, and chal-
lenges when they strive to enhance naturalness in their VUIs. The
designers expressed their assumptions of what conversational char-
acteristics constitute naturalness in VUIs. In the analysis, we iden-
tified 12 different characteristics, each of which was associated to
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Social

1 | Express Sympathy
2 Be Interesting, Charming, and Lovable

3 Express Interest to Users

Transactional

Proactively Help Users
Be Capable of Handling a Wide Range of Topics in the Task Domain
Present a Task-appropriate Persona

Deliver Information With Machine-Like Speed and Accuracy™

[N B S

Maintain User Profiles to Deliver Personalized Services*

Core

9 | Use Spoken Language Rather Than Written Language
10 | Use Appropriate Prosody

11 | Understand Variations in Human Language

12 | Collaboratively Repair Conversation Breakdowns

Table 1: 12 characteristics of VUIs’ naturalness in different
conversational settings. Beyond-human characteristics are
denoted with an asterisk (*).

specific design goals in pursuit of naturalness and accompanied
practices.

It is worth noting that these characteristics are not monolithic.
A thematic analysis revealed three categories for classifying these
characteristics according to the varying conversational context
in which the VUI is supposed to operate: (1) ones that promote
desirable social dialogues, (2) those that help the user to accom-
plish their tasks, and (3) common traits which are generic to any
natural conversations. The first two categories largely resemble
classifications for human-to-human conversations in existing litera-
ture [23, 35, 99], labeled as “social conversation” and “transactional
conversation”. To be consistent with that literature, we adopted
those labels; we label the third type as “core conversation.” This
categorization is summarized in Table 1.

We emphasize that the three categories are types of conversations
in which the dialogue between a human and voice assistant (VA) is
situated but not necessarily types of VUI applications. For example,
there are needs for augmenting task-oriented VUI applications (e.g.,
IVR systems) with the traits beneficial for friendly and sympathetic
conversations (see Section 5.1.1 for details.) We construed such
cases as naturalness characteristics for social conversations. Our
study framed the characteristics of naturalness using these three
categories, which should not only help readers to conceptualize the
12 characteristics found in our study but can also serve as a lens
to understand why designers pursue a particular subset of these
characteristics for a VUI application and how these characteristics
can often conflict with each other. The following section provides
detailed descriptions of each characteristic.

4.1 Characteristics of Natural VUTIs in Social
Conversation

Our designers emphasized the importance of incorporating proper
social conversation as part of harmonious and positive human-
agent interactions. To increase user engagement on their services,
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they endeavor to provide the user with a realistic conversation
and a feeling of being heard, just like humans building a positive
relationship with one another by having social conversations [94].
Our designers especially highlighted the three conversational char-
acteristics as follows.

4.1.1 Express Sympathy. Ten participants mentioned the impor-
tance of providing sympathetic responses to users’ sentiments to
maintain harmonious interactions. Most of the designers’ elabora-
tions on this part were focused on showing sympathy when the
user experiences negative sentiments. They try to make the VAs
console the user when the user feels negative or upset: “If they re-
spond negatively, [then] Alexa responds, ‘Oh, I'm sorry to hear that.”
(P4) Beyond being sympathetic, our designers even actively try to
soothe the user’s feelings in situations when they feel heightened
emotions such as anger: “You have a calm reassuring voice when
they’re upset because there’s traffic.” (P9) One designer went further
and suggested that VAs show empathy. P2 indicated that once voice
tone technology becomes sufficiently advanced, he will want the
VA’s voice tone to adapt to empathize with users’ moods: ‘T would
change [the voice tone] if I know your favorite team won, I'd have a
happy voice. If I know your favorite team lost, I'd have a sad voice.”

To find out if the user feels negative, our designers use user
responses, their profile information (e.g., how well their favorite
sports teams perform), and the location of the conversations (e.g.,
hospital). Yet, several designers reported that incorporating senti-
ment analysis into the design process can require too much time
commitment: ‘T don’t have time to know the APIs that can do senti-
ment detection.” (P11) If there was no way to detect users’ real-time
sentiments, then our designers chose to use a “flat voice” (P3) to
prevent the happy voice of a VA from upsetting the user who is
currently feeling down, as suggested in [79]: “You have to control
the tone of voice, because you can’t sound very enthusiastic, things
like that, because you never know the situation of the person on the
other side.” (P3)

4.1.2  Be Interesting, Charming, and Lovable. Social conversations
include humour and gossip which fulfill hedonic values [14, 84]
that transactional conversations do not contain. In order to bring
more user engagement for task-oriented applications, 4 partici-
pants reported trying to write more intriguing dialogues to create
a charming persona: “[Being] interactive means using some good
words. Something which sounds interesting to the user.” (P17)

Depending on the VUI application contexts, using gentle and
kind language may not be the best way to portray the VA as a
charming persona. P7, who created an Alexa application for resolv-
ing the conflicts between children, mentioned that a charming VA
can embody a charismatic persona by being sarcastic and funny,
rather than being loving and nice: “She’s not loving and caring, but
she’s maybe a little sarcastic. She makes fun of what they say, and I
would say she’s lovable, not loving.” (P7) The importance of being
entertaining was emphasized, especially when the target users are
children: “So, when it’s a kid’s application, you respond back in a
very funny way. You use, terms like ‘Okie Dokie’” (P13)

4.1.3 Express Interest to Users. Four participants said that they
incorporated greetings, compliments, and welcoming words that
express interest to the user. These words make the conversations
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appear ‘real-ish” (P11), and make the user feel their request is
acknowledged: ‘T think the benefit of providing this type of response,
instead of just blank ones, is that it actually helps the person feel like
their responses actually got heard.” (P4) P11 and P6 mentioned that
VUIs can even make users feel as if they have personal connections
to the applications by providing daily greetings or feedback on the
user’s actions: “We could just say the recipe steps and all of that, and
not have to ask questions like, How’s the spice?’ and all of that, but
if we do, then there’s some kind of personal connection.” (P6)

4.2 Characteristics of Natural VUIs in
Transactional Conversation

For transactional conversations, our designers considered that the
user experience will be the most natural when VUIs best accommo-
date the users’ need for getting things done. It is worth noting that
some of the conversation characteristics in this category were differ-
ent from the qualities of conversation people normally expect from
human-to-human conversations, as the designers had to prioritize
task performance over conversational realism. To specify, it can
be desirable for a VUI to exhibit machine-like speed and memory
that extend beyond what human agents can offer. We label such
characteristics as “Beyond-human characteristic”.

4.2.1  Proactively Help Users. Eleven participants mentioned that a
natural VUI should be efficient, and proactively “detect or even ask
for the things that [the user] needs.” (P12) In other words, a natural
VUI should understand the meaning behind the statement and
take action proactively to help users. P18’s example is particularly
illustrative of this point: “From a linguistic perspective, ‘Could you
help me with my software?’ is a yes-no question. ‘I have a problem
with my software.” is not even a question yet. So for T have a problem’,
bots need to be more proactive and ask a question, ‘Could I help you
with the software?”” (P18)

VAs can proactively lead the conversation with the user to min-
imize the number of conversation turns, which helps reduce the
user’s overhead in responding to the series of queries. “You should
not overload the user with a lot of information. You should try to cut
down as many decisions for the user as possible.” (P13) To do this, VA
should be “asking them [users] less and less and assuming more...”
(P13) To ask fewer questions, a natural VUI should make decisions
based on contextual information: “If the user tells me the zip code
correctly, I don’t ask him for city and state, I use some libraries to find
the name of the city and state...We need to have a record of the entire
conversation from top to bottom.” (P13)

Even though minimizing the number of questions is important,
if the consequence of failing the task is considerable, a natural
VUI should ask the user to confirm: “..so if [VA] says things like
‘You wanted your checking account. Is that correct?’ and I say ‘No, I
want my savings account’ then that to me, that confirm-and-correct
[strategy] is a very important part in making it more conversational.”
(P10)

4.2.2 Be Capable of Handling a Wide Range of Topics in the Task
Domain. Nine participants mentioned that a natural VUI should
not only be able to respond to the questions directly related to its
task, but also be able to handle a wide range of topics within the
domain of its task: “T would think it [a natural VUI] would need to
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handle anything that is specific to that institution, right? If I call Bank
of America and ask about my Bank of America go-card, you know
you need to understand me.” (P10)

When a user brings a topic that is beyond the task domain han-
dled by the voice agent, a natural VUI should still continue the
conversation and remind the user about the task domain in which
it can help with: “..if a person says Twant to order a pizza’, and your
skill? has no idea what that is...Give them a helpful prompt saying
‘This is the senior housing voice assistant. I can help you with finding
when the next bus is, or finding when the next garbage day is, or this
or this.” (P2)

To help users be aware of the boundaries of the serviceable
topic domain, the designers recommended preemptively providing
context to users to help them understand what they can do with the
application: “A lot of people make a mistake in the design by saying
‘Welcome to Toyota. How can I help you?” And it’s like you’re going to
fail right there because that’s so open-ended. No one will have an idea
of what they can or can’t say. They will probably fail. So you have to
be really clear...like “‘Welcome to Toyota’s repair center! Would you
like to schedule an appointment?’” (P9)

4.2.3 Present a Task-appropriate Persona. Four participants said
that a natural VUI application should present an appropriate per-
sona for its target task. The tone of voice should match the ap-
plication’s purpose to increase user trust and elicit proper user
responses. For example, P4 mentioned that the VA in financial ap-
plications should sound serious so as to portray a reliable persona:
“If you're talking about your wealth management, you don’t want to
have a fun guy. It has to be serious.” (P5) As another example, P4
designed an application for collecting elders’ health status. He tried
to make the VA sound like a real doctor to ensure that users take
the conversation seriously and report their status correctly. “..as if
someone was visiting their doctor and asking the questions...it was
better than making it seem like you were having a conversation with
a friend, because it was kind of a serious topic dealing with...people
would take it more seriously if they felt that it was a natural doctor,
something like that.” (P4)

4.24 Beyond-human characteristic #1: Deliver Information With
Machine-Like Speed and Accuracy. Our designers mentioned that, to
accomplish its transactional tasks in an efficient manner, a natural
VUI should incorporate machine-specific attributes such as high
processing powers, and only selectively mimic certain parts of
human conversation instead of pursuing every aspect of a natural
human conversation. Specifically, P12 suggested that a natural VUI
should attain the human-level ability to maintain conversational
context while being able to deliver accurate information in a blazing
fast manner: “So it’s just super-fast processing times, being able to
deliver information while maintaining conversational context.” (P12)

This is where the designers’ conceptions of naturalness in VUIs
depart from what it means to be natural in human-to-human con-
versations. Our designers described natural human speech as often
being indirect and inefficient, so these aspects of human conversa-
tion should be left out when designing for a natural VUIL: “Oh, no
less conversational, because you don’t want...something that you’re
using every day. You don’t want to have that be chatty and friendly

28kill refers to a voice application that runs on Amazon’s smart speakers.
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right? You want to get your work done. So you know concentrating on
being efficient and giving them the information and exactly the way
that they want it.” (P10)

4.2.5 Beyond-human characteristic #2: Remember User Profiles to
Deliver Personalized Services. Human memories are volatile in con-
trast to machine memories. Designers mentioned that a natural VUI
offering a transactional service should store a vast amount of infor-
mation specific to the user, such as personal profiles or preferences
to “customize all the knowledge of the user” (P8) and “personalize
things and make things fit each user” (P6): “Suppose you have an
allergy or specific dietary requirements, then we could filter out all
of those recipes and only suggest you the recipes that fit your needs.”
(P6) Designers are aware that storing personal information comes
with concerns about privacy. They highlighted the importance of
“be[ing] transparent to the user about the collected and stored data.”
(P8)

4.3 Core Characteristics

Among the conversation characteristics mentioned by our design-
ers, there was a set of basic elements that a natural VUI should have,
regardless of whether the aim is to support social conversations or
transactional conversations. We also noticed that most of these core
characteristics echo suggestions in existing VUI design guidelines.
We list these core characteristics briefly below for completeness,
citing the relevant prior works.

4.3.1 Use Spoken Language Rather Than Written Language. Six
participants mentioned that utterances of a natural VUI should
have characteristics of spoken language as opposed to written text.
For example, people tend to use more abstract words and complex
sentence structures when writing [3, 106].

4.3.2  Use Appropriate Prosody. Eleven participants were aware
that a natural VUI should convey non-verbal meaning with the ap-
propriate prosody, including intonations, pauses, and stress. Their
elaboration of design practices largely echoed the guidelines sug-
gested by Cohen et al. [29] and Pearl [86].

4.3.3  Understand Variations in Human Language. Human language
is immensely flexible, and we can express the same request in
countless ways. Thirteen participants mentioned that a natural
VUI should understand various synonymous expressions spoken by
users. Harris’s VUI design textbook [45] suggests that “judiciously
maxing synonyms and metonyms in the vocabulary” allows more
flexibility to the user.

4.3.4 Collaboratively Repair Conversation Breakdowns. During ver-
bal communication, we often encounter small conversation break-
downs when people do not respond in a timely way or do not
understand what each other said. Four participants mentioned that
a natural VUI should solve these kinds of conversation breakdowns
in a similar way to how humans collaboratively solve them by ask-
ing each other. It seems that the strategies of our designers largely
echo conversation repair and error recovery strategies suggested
by the existing VUI design textbooks [29, 70].
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Challenges Specific to Designing for Social Conversations

1 Augmenting Task-Oriented VUIs with Social Conversations is Dif-
ficult to Balance

2 Synthesized Voice Lacks Expressivity

3 SSML is Time-Consuming to Use While Not Producing the Desired
Results

4 | Difficult to Capture the Users’ Emotions

Common Challenges

5 Existing VUI Guidelines Lack Concrete and Useful Recommenda-
tions on How to Design for Naturalness

6 Writing for Spoken Language Is Difficult

7 Handling Various User Inputs and Conversational Context is Diffi-
cult

Table 2: 7 Primary Challenges in Designing Natural VUIs

5 DESIGNERS EXPERIENCE CHALLENGES

We asked our designers what was most challenging about designing
for a natural VUL In response, they described their challenges in
the context of design practices for attaining the specific naturalness
characteristics presented in Section 4. This enabled us to map their
challenges to the categories of naturalness characteristics (see Table
2). In the end, there are challenges that are common to designing any
type of conversation and ones that relate more specifically to social
conversations. We note that challenges unique to transactional
conversations were not prevalent.

5.1 Challenges Specific to Designing VUIs for
Social Conversations

Our designers reported frequent struggles with imbuing VUIs with
sympathetic and humane dialogues. These challenges pertained to
design practices for enhancing VUI's naturalness characteristics in
social conversations (Section 4.1). We illustrate the four prevailing
challenges as follows.

5.1.1 Augmenting Task-Oriented VUIs with Social Conversations is
Difficult to Balance. Five designers wanted to add characteristics of
social conversations, such as expressing sympathy and maintain-
ing an intriguing persona, to their task-oriented VUI applications.
However, in an attempt to do so, they found that the dialogue
gets longer and it conflicts with the overarching goal of the task-
oriented applications to complete the tasks efficiently: “So obviously
I wanted to write the dialogues that felt [like a] human [and] didn’t
feel robotic, but I soon realized that things are more complicated. The
more you want to add personality to things, then the longer becomes
your dialogue.” (P20)

Sets of desired characteristics between task-oriented applications
and social conversations tend to conflict: efficiency and simplicity
for getting things done vs. friendly personality, interactivity, and
familiarity for a human-like presence: “..efficient, but it has to come
up as like friendly [and] conversational” (P5) “Challenges are keeping
it simple, yet interactive. It should sound familiar. It should sound
friendly. It should not go out of the voice, so like that.” (P17)

This dilemma put our designers in a quandary and often made
them give up incorporating social characteristics to their VUIs:
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“But again we’re still thinking ‘Should we actually put in those little
sentences [for having social interactions] or not?’” (P6) ‘T would
prefer, right now, to focus more on helping people achieve their goals
and move on with their lives more than a kind of having these artificial
entities talking to me in slang.” (P20)

5.1.2  Synthesized Voice Lacks Expressivity. To make a VUI sound
natural in a social conversation, the designers wanted to have con-
trol over the way the speech synthesizer would narrate their dia-
logues to the user. However, 9 participants reported that current
speech synthesis technology lacks the expressivity to interpret the
intended meaning of the dialogue text and convey it to the user
via rich paralanguage. They felt that even the best speech synthe-
sizer still sounds like “just a robo-voice” (P4) or like ‘just putting the
sounds together” (P18) rather than “really meaning it [the script]”
(P18) They think that the voice synthesis technology has a large
gap to bridge, saying “there’s a long way to go for it to become very
expressive.” (P7)

They reported two specific cases where limited expressivity of
the synthesized voices demotes naturalness of social dialogues.
(1) Conveying emotion: Our designers found that the currently
available synthesized voices were not good enough to express nu-
anced emotions that they desired to express for his storytelling
application: “..there are some subtleties that I couldn’t get Alexa to
feel nostalgic about, you know, there is no command like nostalgia
about the house party that you first met this guy that you are still
in love with at, you know?” (P1) (2) Injecting non-lexical words: P8
reported that synthesized voices do not produce proper tones for
non-lexical words (i.e., words do not have a defined meaning) such
as laughter. Her design intention was to make her robot laugh with
a happy tone, but it had a sarcastic tone instead: “The robot can
not laugh, because if the robot laughs, and it just says, ‘Ha-ha-ha’,
it sounds sarcastic.” (P8) The other cases of mispronunciation in-
clude putting proper breaks in long sentences and pronouncing
contractions, proper nouns (e.g., names of products and people),
and interrogative sentences ending with a question mark.

Hiring voice actors who can narrate the script in a natural tone
and flow of a “real voice” was reported by many participants as a
common solution to make a VUI sound natural. However, recorded
audio is considered to be significantly limited in flexibility when
there is a need to change the narration and in scalability when
handling a wide variety of data and conversation context: “..if we
discover during research there are more words, then we have to hire
that actor again to speak those words again. So it was not practical at
all” (P8)

5.1.3 SSML is Time-Consuming to Use While Not Producing the
Desired Results. While SSML is intended to address the expressivity
challenge (see Section 5.1.2), it is largely failing to do so. Nine of
our designers pointed out that writing and editing SSML tags is
“time digging” (P13) and that using SSML frequently fails to yield
the desired result as it sounds “still too mechanical” (P5) and “it

[SSML] doesn’t come close to what it would be if you use a voice actor.”

(P7) Due to these limits of the current SSML, most participants had
abandoned using SSML except for making simple changes such as
slowing the speeds, inserting breaks, and correcting mispronuncia-
tions.
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At the heart of SSML’s problem is its reductionist approach
where it only offers control of each prosodic element at a time
separately while it is the holistic experience of a sentence-level flow
that modifies the meaning of the sentence and conveys nuanced
emotion. Our designers found it difficult to make the whole sentence
flow naturally, even after fine-tuning speech timings and prosody
features by meticulously editing SSML tags: ‘T think it’s not very
natural, like another 0.5-second break here, another somewhat slower
here, all those things.” (P15) Designing for rich and expressive non-
verbal prosody requires holistic control of all prosody features at
the same time.

Most of our designers were using a simple text editor or generic
XML mark-up tools for writing SSML tags. The lack of a quick and
lightweight validation feature in these tools was another source
of frustration. They had to (re)write and (re)listen to the whole
sentence or paragraph even when only making a small change
to their dialogues: “Let’s say you listen to a prompt, you decided
that you wanted to change one thing by using SSML. You change
that thing. You listen to it again. [...] right there you just spent |[...]
a couple minutes maybe, and if you have a hundred prompts to do,
it’s just not worth it for the small benefit you'll get.” (P9) Also, it was
hard to evaluate when the SSML tag reached the optimal level of
expressiveness. Our designers often spent a lot of time iteratively
modifying SSML tags without knowing when to stop: “Hard to stop,
like, I'm not satisfied with what I got there, so I just keep on changing
something here and there.” (P15)

The designers reported that different VUI platforms (e.g., Google
Home and Amazon Alexa) can interpret the same SSML tags differ-
ently, hence the resulted voices may sound different. This requires
designers to test their SSML tags for each platform, which takes a
lot of time: “Different speech synthesizers are going to have different
packages, so I want to be able to play with the SSML before I decide
on how this is going to work.” (P10)

5.1.4  Difficult to Capture the Users’ Emotions. Our designers found
it challenging to write VUI dialogues that are sympathetic to VUI
users’ emotions due to the lack of a way to capture emotions of
VUI users and incorporate the detected emotions into their VUI
dialogue designs. Our participants wished for a VUI design tool
where they can write VUI conversation flows depending on the
detected emotions of the user: ‘T think it would be good to identify
emotions... More useful [thing] would be to detect emotional content
on an utterance [from the user] to give you the context.” (P2)

As a stopgap solution, our designers embraced the emotion-
agnostic strategy that avoids making their VAs sound too excited or
happy in case the user is experiencing negative feelings: “You have
to control the tone of voice because you can’t sound very enthusiastic,
things like that... because you never know the situation of the person
on the other side. You don’t know if the person is really emotionally
ill or something more serious is happening at the time that the person
is calling and interacting with the system.” (P3)

5.2 Common Challenges in Designing Natural
VUIs
We identified three major sources of designers’ struggles that can

be commonly applied when designing for naturalness in both social
and transactional conversations.
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5.2.1 Existing VUI Guidelines Lack Concrete and Useful Recommen-
dations on How to Design for Naturalness. Six designers mentioned
three types of problems in applying the existing VUI guidelines to
their design process.

First, our designers found that the existing design guidelines do
not apply to certain VUIs depending on the context of the project:
“At the same time, I think every company will have its own set of
these [design guidelines] ...I mean, some apps are made to comfort
people and make them feel less alone, and those [generic] guidelines
are completely irrelevant, so it does depend on the context.” (P5)

Second, they found some existing VUI guidelines easy to dismiss
as cliche and easy to let go: “somewhat common sense in terms of
avoiding using technical language, try making it casual and simple.
[...] I feel like it’s kind of obvious and you know that when you’re
creating something like a voice skill [application for Amazon Alexa]...
I probably read [the design guideline] once, and I just left it.” (P6)

Third, some guidelines were useful, but validating the design
with respect to them was effortful: “So for example, I need to work
on confirmations. Let me go to refresh my memory on how to do
confirmation style... I don’t have to like constantly go back to them
[the design guidelines], but I certainly do go back in and look [at
them]” (P9)

5.2.2  Writing for Spoken Language Is Difficult. Existing guidelines
recommend that designers write VUI dialogues in spoken form
rather than written form [10, 29, 41]. However, for our designers,
writing scripts for spoken language was a non-trivial challenge.
Our designers reported that they write dialogues by typing on the
keyboard instead of speaking them first, and it is often hard to detect
unnaturalness of the dialogues just by reading: “A lot of times, the
conversation sounds good on paper, but you really have to just say
it.” (P12) P18 offered an illustrative example; even though several
guidelines ask designers to avoid putting too much information in
one line [42], they often make the mistake as it seems fine when
they just read the script.

When conversing with others, people subconsciously use the
features of spoken language, such as filler words, colloquial words,
and personal pronouns [19, 42, 92, 115]. Our designers mentioned
that the unnaturalness of written scripts is hard to detect due to its
subconscious nature, and many designers often treat this problem as
something insignificant and hence do not put the effort in enhancing
it: “people [VUI designers] feel like because they can talk, because
they speak English, so they can write one of these interfaces.” (P10)

5.2.3 Handling Varied User Inputs and Conversational Context is
Difficult. Four of our designers acknowledged that VUIs afford
user inputs with considerable flexibility. However, conversation
breakdowns from unexpected inputs can jeopardize the naturalness
of dialogue. Hence, the designers reported that it is difficult to expect
and prepare for all possible conversational scenarios that can occur
during user interaction (e.g., “[Users] say something completely
different from what I expected.” (P2) Part of this problem stemmed
from limitations of the current natural language understanding
(NLU) engine in comprehending every possible expression in our
language.

Our designers reported using two strategies to prevent conversa-
tional breakdowns from unexpected inputs. First, they often collect
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synonymous expressions through fieldwork with potential end-
users and train the NLU engine, but they usually found that the
collected data do not cover all possible inputs. (P9) Second, they
narrow down a set of available conversation pathways in advance
by making the VA guide the user to talk about matters in the service
domain only: “We can’t handle all those things. So you really need to
know how to guide the conversation to get the person to know what
they can say, and help them say it in a way that your technology can
actually handle.” (P9) The range of spoken inputs can still be diffi-
cult to predict for certain user groups. P8, P13, and P16 mentioned
that designing for children is particularly challenging due to the
wide range of possible inputs they can generate: “People can say
anything. Children can say more than anything... they don 't follow
instructions, usually. So they can go randomly into anything.” (P16)

6 DISCUSSION

We reflect on our findings and their implications for understanding
the meaning of naturalness in human-agent interactions, incor-
porating factors of the conversational context in the VUI design
process, and developing better tools and guidelines in pursuit of
naturalness in VUIs.

6.1 Naturalness is context dependent

The context-dependent characteristics of naturalness hinge pri-
marily on the role that a VUI is expected to play. For the present,
we discovered two primary roles, transactional and social, as the
prevalent types that designers identified. However, given the per-
vasiveness of computing to people’s everyday lives [18] and the
near-ubiquity of VUI-enabled devices, it’s entirely possible that
the role of VUIs will be extended and diversified beyond these two
types. For instance, a VUI in an interactive learning system can
serve the role of an instructor [55], and not that of a task-oriented
assistant nor a social companion. Designers will need to adjust their
conception of naturalness in VUI to the new roles appropriately.

We categorized the characteristics of naturalness according to
the role of VUIs, drawing heavily on Clark et al’s categories of
conversation types [27]. Another researcher may take a different
but complementary approach by leveraging dimensions other than
the role of VUISs, such as labeling each found characteristic with
different qualities of natural VUI experiences, such as anthropo-
morphism, transparency, efficiency, pleasantness, etc.

Our study reveals that naturalness characteristics may not trans-
fer across the different roles a VUI plays. For instance, answering a
question with high accuracy and speed may not be conducive to the
naturalness of a social conversation, but may be highly desirable
and feel natural in a transactional one. As such, designers should
not blindly follow core naturalness characteristics; they need to
start with the role of the conversation and selectively incorporate
related characteristics, and sometimes even demote a certain natu-
ralness characteristic when it mismatches the target context.

The target user demographic is another factor to consider when
designing for naturalness. For example, children tend to anthro-
pomorphize VUIs [75] and the designers in our study expect their
VUIs to offer children an entertaining experience. They focused on
tailoring designs to the specific needs of the user. This aligns with
Wigdor et al’s conception of naturalness [114] that whether an
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interaction is natural or not is contingent on the user’s subjective
experience.

6.2 There are inherent tradeoffs in designing
for naturalness in transactional vs. social
agents

We found that there are characteristics that are challenging to pur-
sue together. Most of the designers in our study were experienced
primarily in designing for task-oriented VUIs. When they try to
enrich dialogues of those systems with social courtesy, such as
sympathetic responses or small chit-chat, they face difficulty in
finding an appropriate tradeoff between designing for an effective
assistant vs. an affable companion; P20 adds that “the more you want
to add personality to things, the longer become your dialogue”. This
challenge uncovers a significant design dilemma facing designers.
Fundamentally, such agents offer a transactional service that is
structured in a social format only at the surface level [88]. However,
they still have to reconcile the dual role of helpful assistant and
pleasant social interlocutor.

6.3 Naturalness goes beyond behavioral
realism

When asked what is natural in VUIs, designers tend to think of
naturalness as a quality of the system that can provide a positive ex-
perience in the given application context. This concept differs from
the existing notion of naturalness that equates it to behavioural
realism (being like a human). Our results provide a conceptual
departure from the notion of naturalness as an imitation of the
qualities in human-to-human interactions. In their seminal work
on mediated communication [49], Hollan and Stornetta claim that
interactive media technologies should be designed to go “beyond be-
ing there”, such that new tools offer uniquely beneficial interaction
that humans in the flesh cannot offer, rather than simply mimicking
face-to-face reality. Given that we found ‘beyond-human’ charac-
teristics within transactional types, it is intriguing to contemplate
what machine-specific characteristics might enhance natural social
encounters. There might, for example, be aspects of non-human
agents that are beneficial for offering consolation and emotional
support.

6.4 Implications for VUI design tools

Our findings indicate that designers seeking naturalness want to
control VUI characteristics in ways that are not typically accessible
to a ‘mere’ user of the platforms (e.g., acquiring more sophisticated
voice control than SSML allows). Hence, to promote naturalness,
the platform providers must either: (1) develop and distribute de-
sign tools that help designers create natural VUIs or (2) give the
designers direct access to control over VUI behaviours on their
platforms. Delving into the designers’ practices for naturalness in
the design process revealed two significant critical gaps in the way
existing VUI related technologies facilitate their jobs. In this section,
we propose design implications for the platform providers to help
them fill these gaps.

6.4.1 Towards More Natural Sounding Narration. Although fine-
tuning the way VUIs sound was given great importance in providing
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natural user experience with VUIs, the VUI scene is lacking in de-
sign tools for producing narrations that sound rich and nuanced.
Our designers regard SSML and voice talents to be the only possible
two approaches available to them, but the pros and cons of the two
were complementary: working with voice talents gives designers a
great deal of control over para-language (i.e. non-lexical attributes
of speech, such as intonation, timing, etc.), but hiring them is ex-
pensive and recorded audio clips are not flexible nor scalable. SSML
lacks sufficient control, as detailed in Section 5.1.3. VUI designers
need a solution that is both scalable and allows a great degree of
control.

There is a lot to learn from the way VUI designers guide voice tal-
ents to narrate a given script in intended prosody and timing. Their
directions are primarily demonstration-based, such as ghost narra-
tion. Hence, a demonstration-based prosody editing, leveraging our
own voices [111], is a promising approach worth investigating. Also,
our participants mentioned that they often use multi-modal cues,
such as hand gestures, to convey and highlight intended changes
to the voice talents. Similarly, graphical or direct manipulation
of intonation and timing can enable faster and easier creation of
natural-sounding narration.

6.4.2  Writing for More Natural Spoken Dialogues. One of the pri-
mary challenges for VUI designers is to write dialogues with spoken
language characteristics, such as frequent use of filler words and
fewer big words. In the field, there exist several dialogue design
tools that offer many beneficial features like dialogue mapping and
instant speech-based testing, but they do not recommend or validate
linguistic properties for a dialogue script. Given that designers tend
to dismiss this kind of naturalness characteristic easily, a proper
scripting interface should warn the user, similarly to proof-reading
tools, when the dialogue has too many traits of written language or
should suggest alternative phrasing in spoken language. Also, such
tools can offer editing suggestions that are tailored to the target
users or the purpose of the application as the required naturalness
varies by such design contexts.

Implementing such tools will require linguistic modelling of
spoken vs. written language, computational prediction for evaluat-
ing the given script, and alternative searching for recommending
different expressions. Natural language processing techniques are
becoming increasingly sophisticated. For example, F-Score [47] is a
linguistic measure of how formal a given text is and ConvoKit [25]
can identify linguistic markers that are indicative of politeness.

7 CONCLUSION

To inform those who create tools and guidelines to support the VUI
design process, we conducted 20 interviews with VUI designers
with the key focus on how they strive to attain naturalness in their
VUIs, how they integrate such goals into their design practice, and
the challenges they face in doing so. Through a reflexive thematic
analysis, we uncovered 12 characteristics of natural VUIs and intro-
duced 3 categories for these characteristics: ‘Social’, “Transactional,
and ‘Core’. While many of the traits we found are human-like in
essence, some designers mentioned that they saw naturalness in
VUIs as a quality that is beyond-human—in their conception, such
as exhibiting machine-like speed, accuracy, and memory. We also
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uncovered 7 challenges that designers face in incorporating natu-
ralness characteristics in VUIs. Most importantly, there is a design
dilemma of attaining social characteristics in task-oriented applica-
tions, which our designers expect will become more acute as the
role of modern VUIs expands. SSML, specifically designed to sup-
port the creation of expressive prosody, fails to do so. In addition,
incorporating spoken language features into written VUI scripts is
difficult. We end by providing implications for future tool support
for VUI design.

8 LIMITATIONS & FUTURE WORK

As we didn’t observe designers in their workplace, future studies
should conduct direct observation or contextual inquiry of design-
ers, which may bring a deeper understanding of richer context
and social dynamics in creating natural VUIs. Also, our 12 char-
acteristics show how designers perceive naturalness, but some of
these may not be aligned with how end-users perceive naturalness.
Therefore, future studies should investigate potential mismatches.
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