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ABSTRACT 
Listening to text using read-aloud applications is a popular 
way for people to consume content when their visual atten-
tion is situationally impaired (e.g., commuting, walking, tired 
eyes). However, due to the linear nature of audio, such apps do 
not support skimming—a non-linear, rapid form of reading— 
essential for quickly grasping the gist and organization of 
difficult texts, like academic or professional documents. To 
support auditory skimming for situational impairments, we (1) 
identified the user needs and challenges in auditory skimming 
through a formative study (N=20), (2) derived the concept 
of “eyes-reduced” skimming that blends auditory and visual 
modes of reading, inspired by how our participants mixed 
visual and non-visual interactions, (3) generated a set of de-
sign guidelines for eyes-reduced skimming, and (4) designed 
and evaluated a novel audio skimming app that embodies the 
guidelines. Our in-situ preliminary observation study (N=6) 
suggested that participants were positive about our design and 
were able to auditorily skim documents. We discuss design 
implications for eyes-reduced reading, read-aloud apps, and 
text-to-speech engines. 
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INTRODUCTION 
The consumption of audio media is growing as digital stream-
ing services and mobile devices become pervasive. This trend 
started with the popularity of audio content produced and cu-
rated specifically for listening (e.g., podcasts, audiobooks). 
Over the past several decades, text-to-speech (TTS) technol-
ogy has improved dramatically. TTS-based read-aloud apps 
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represent a new trend in auditory media consumption. Such 
apps can narrate news articles, e-books, and webpages for 
users to listen to in situations where visual reading is chal-
lenging or impossible (e.g., on-the-go, tired eyes). However, 
listening to audio content is typically a linear and slow experi-
ence [42, 50]. To date, such apps lack support for a dynamic 
and rapid style of reading called skimming. Our work strives 
to explore, design for, and support auditory skimming for 
situational impairments. 

Skimming is a rapid, selective, and non-sequential form of 
reading [19, 53]. People skim a document when they want 
to quickly get the gist of it, look for specific information in 
it, and learn its structural organisation. Quickly skimming 
over a document is a time-efficient way to assess whether 
the given content warrants the effort of a full read [1]. In 
today’s media landscape where the amount of online content 
increases rapidly each year [39], skimming has become the 
new norm [62]. To keep up with even a fraction of what’s 
available, people are using skim-reading more than ever before. 
Academics, just as one example class of reader, have noted the 
challenge of keeping up with the literature, given the explosion 
of publications [32]. 

Skim-reading, despite its importance, is limited in terms of 
how, when, and where it can be done. More specifically, there 
is no straightforward way for users to skim when they are 
situationally impaired, unable to look at the screen. Skimming 
depends heavily on a reader’s visual interactions with texts: 
rapid eye movement wandering over the text [9], glancing 
to spot keywords, selectively reading sentences relevant to 
the goal, and jumping around the text until the information 
need is met. A prime example is that it is not possible to 
skim read in “on-the-go” situations using existing read-aloud 
apps, in the way that one can linearly listen to podcasts or even 
audiobooks. There is an open design problem of translating the 
visual interactions in skim-reading into a mode of interactions 
that depend less on visual attention. 

We address this research problem by selectively combining 
auditory and visual reading modes. We call this approach 
eyes-reduced design to juxtapose it with eyes-free [63]. Eyes-
reduced skimming enables a given document to be skimmable 
primarily auditorily and eyes-free but with the option to be 
glanced down at, to see visual content, such as embedded 
images, on an as-needed basis. Skimming auditorily should 
help individuals who are situationally impaired, using their 
visual attention for other tasks, such as walking, or avoiding 
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Figure 1. Skimmer interfaces; (a) Tapping on each of three gesture regions triggers speech rate control (top), sentence navigation (middle), and jumping 
between discourse markers respectively (bottom); (b) When encountering a number, Skimmer narrates it in an easy-to-understand rounded format (see 
the section on the Design of Skimmer for details) and prompts the enlarged numeric text on the screen; (c) The Overview page outlines the structural 
organization; (d) When a Figure/Table is referred to in the text, Skimmer gently nudges the user with haptic feedback and gives them an opt-in option 
to jump to the referent (left). Upon opt-in, Skimmer shows the Figure/Table and narrates the caption (right). 

motion sickness from reading in a moving vehicle, such as a 
bus or train. The commuting context is particularly motivating, 
as the increasing commute time is a global phenomenon [27]. 

To address our research problem, we: (1) conducted a user 
study (N=20) in a simulated on-the-go context to understand 
the challenges and design considerations for auditory skim-
ming, (2) developed a set of design guidelines for eyes-reduced 
skimming, (3) designed and implemented Skimmer, a read-
aloud app for eyes-reduced skimming (Figure 1), and (4) con-
ducted a preliminary evaluation (N = 6) of Skimmer. 

Our work contributes: (1) the concept of eyes-reduced skim-
ming for situational impairments, (2) the design guidelines 
for eyes-reduced skimming, and (3) the design of Skimmer, a 
system that implements those guidelines. 

RELATED WORK 
This work is informed by previous studies on situational im-
pairment, eyes-free and non-visual interaction systems, human 
listening capabilities, audio interfaces, and empirical works 
on skimming behaviors. 

Situational Impairment and Eyes-free Interaction 
Situational Impairment (SI) is the temporary deterioration of 
human abilities caused by situational factors [47]. A com-
mon example of SI is the challenge people face when using a 
mobile device on the go (e.g., walking or driving) [60]. Well-
documented situational factors that can induce SI include the 
encumbrance of carrying an object, cold temperature, ambient 
noise, being mobile, mood and stress level [41, 45]. People 
often choose to use their mobile device eyes-free, without 

lowering their head to the screen, due to varying environ-
mental, social, device specific, and personal factors (e.g., ex-
treme lighting conditions, being in a meeting, tiny screen, self-
enthusiasm). To address these challenges, researchers have 
proposed several approaches, such as improving touch accu-
racy by generating user-specific touch models [40], enlarging 
targets [28], CrashAlert [25] for eyes-busy mobile interac-
tion while walking, and eyes-free unimanual bezel-initiated 
gestures [10]. 

A different line of research has sought to identify and address 
problems of reading in SI. Empirical studies have shown that 
reading in SI can result in lower comprehension and higher 
cognitive load [46, 55]. Vadas et al. suggested synthesized 
speech of texts as a viable solution that can yield a reading per-
formance comparable to that of head-down visual reading [55]. 
SeeReader [14] extended this approach by supporting region-
based (figures, tables, and paragraphs) navigation, reading 
aloud summary of regions, and notifying presence of images. 
Read4Me [64] is a prototype browser that leverages smart-
phone sensors to detect context switches. It automatically 
onboards the user to a hands-free mode when the user starts 
moving. Our work extends beyond existing studies of reading 
on the go to enable skim-reading, a type of reading that has 
been unsupported for SI. 

Researchers have explored the potential of using audio and 
haptics in eyes-free interfaces. Vazquez-Alvarez and Brewster 
[56] explored eyes-free mobile multi-tasking, showing the ef-
fectiveness of spatial audio in divided- and selective-attention 
tasks. Other researchers designed audio-based eyes-free menu-
selection interfaces [34, 66] or sonical enhancement of the 
existing menu interfaces such as radial menu or hand ges-

CHI 2020 Paper  CHI 2020, April 25–30, 2020, Honolulu, HI, USA

Paper 512 Page 2



ture [12]. Other studies have leveraged haptic feedback for 
eyes-free mobile device interaction and menu selection [7, 
43]. PocketMenu [44] is a non-visual interaction technique 
with touchscreen menu items for on-the-go contexts, combin-
ing both audio (speech) and haptic feedback. In our work, 
we leverage both earcons and haptic feedback as multimodal 
navigation cues in an eyes-reduced skimming context. 

Human Listening and Audio Interfaces 
Researchers have explored the effects of TTS on both sighted 
and visually impaired (VI) populations. Bragg et al. [11] 
performed a study on the intelligibility of TTS with varying 
speech rates by sighted and VI participants. The study con-
firmed that VI people can understand synthetic speech at a 
higher rate than sighted people, and that sighted people can 
understand speech at a rate higher (297 Words Per Minute 
(WPM)) than normal speaking rates (120 - 180 WPM). Cohen 
et al. [17] recommended guidelines for Voice User Interface 
(VUI) design based on the nuance of human listening per-
ceptions (e.g., breaking down a long list of items into groups 
of 3 or 4). Some of these guidelines may be transferable to 
document skimming in a SI scenario. We extend these works 
by putting forward novel findings from our empirical study 
(e.g., pausing narration when the user is navigating.) 

In order to understand state-of-the-art read-aloud apps, we 
informally surveyed 13 off-the-shelf applications designed for 
both VI and sighted users. Examples include iBooks (based 
on Apple VoiceOver), TalkBack, NaturalReader, VoiceDream-
Reader, and @Voice Aloud Reader. Applications differ by 
types of navigation (spatial, semantic, temporal) and, within 
those types, granularity (page, chapter, sentence, 10 seconds, 
30 seconds, and so on). Applications also differ in user inter-
face designs—basic control support and spatial organization 
of menus and sub-menus. We used our survey to understand 
the feature sets of the existing read-aloud apps, to examine 
how well eyes-reduced skimming would be supported by each 
app, and to determine which app to use as the reference system 
in our Needs-Finding Study and Preliminary Evaluation. 

Studies on Skimming 
In other bodies of related work, researchers have explored 
skimming for two broad categories of materials: document 
and audio. 

Document skimming 
Masson [38] defined skimming as a “technique that is com-
monly associated with reading goals that involve the compre-
hension of only a subset of a story’s content”. The reader 
focuses on the information relevant to the goal of skimming. 
According to Adler and Van Doren [1], the main aim of skim-
ming is to discover whether the material “requires a more 
careful reading.” Studies such as [18, 19] found that skim-
reading happens in patches, and a paragraph is the most plau-
sible patch. When skimming, the reader first sticks to reading 
a paragraph but quickly moves to another paragraph when 
the rate of information gain from the current paragraph drops 
below a threshold. According to Marshall and Bly [9], skim-
ming, scanning, and glancing are common reading strategies 
among people reading longer documents; they often embody 

lightweight navigation patterns such as looking ahead, looking 
back to re-read for context, and narrowing or broadening focus 
to an area. Ever since the widespread adoption of mobile de-
vices and tablets, researchers have explored reading behaviors 
in digital environments, and found evidence of skimming as a 
popular strategy in digital reading [20, 24, 37, 53]. Our study 
benefits from the empirical understanding of skimming from 
the aforementioned studies, confirms their findings through 
empirical findings of our own, and contributes to further under-
standing of people’s skimming strategies when experiencing 
SIs. 

Researchers have proposed novel interfaces to aid document 
skimming. Structure-Aware Touch-Based Scrolling (SATS) 
[29] assists the reader to perform non-linear navigation. In 
SATS, the tablet screen is verically divided into four parts, 
each corresponding to a different navigational unit, such as 
chapter, section, sub-section, and page. Spotlight [33] is an 
attention-optimised skim-reading tool that selects salient ob-
jects (e.g., title, headings, a figure) and displays them as a 
transparent overlay on the screen as the user scrolls. In our 
work, we take advantage of gesture-based navigation to sup-
port eyes-reduced skimming. In addition to Spotlight’s find-
ings, we found that discourse markers are also salient objects, 
as detailed in our Needs-Finding Study. 

Audio skimming 
SpeechSkimmer [6] supports auditory skimming of recorded 
speech by condensing pauses and structuring audio based on 
pause duration and non-speech sounds. Transcripts can be 
used as proxy to audio content for visual skimming and help 
spotting keywords by highlighting words with high confidence 
scores from speech recognizer output [57, 59]. Recent stud-
ies have focused on non-visual skimming for screen reader 
users. A series of studies by Ahmed et al. [2, 3] supported 
skimming of online content by automatically summarizing 
texts at multiple levels of abstraction. The authors extended 
their study to touch screen devices [4], and designed a set of 
novel gestures on top of VoiceOver’s default gestures, such as 
pinch-in and out to control the level of summary. Machulla 
et al. proposed design implications for non-visual document 
skimming for VI individuals [35]. They proposed supporting 
navigation between macro-structures of the text (e.g., section 
title, paragraph, figure), changing pitch or adding auditory 
stimuli to emphasize micro-structures (e.g., highlighted text, 
bold or italicized words), and supporting dynamic speech rates. 
In our work, we show that some of these design ideas for the 
VI context are transferable to the SI context. 

A NEEDS-FINDING STUDY FOR AUDITORY SKIMMING 
We conducted a formative study to understand the needs of 
auditory skimming in a situationally impaired context. In 
particular, we sought to understand how might people skim 
auditorily, what are the challenges, what is working and not 
working, given the state-of-the-art read-aloud applications. 

Method 
We conducted the study in a controlled lab setting chosen to 
simulate a SI. We used a representative read-aloud app as a 
probe. Our study used a 2 (document formats) × 2 (article 
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types) within-subjects design. In total, participants completed 
the task 4 times. The order of the conditions was fully coun-
terbalanced. 

Participants 
We recruited 20 university graduate students (10 M/F) through 
convenience sampling. Participants had various backgrounds 
(e.g., Computer Science, Kinesiology, Occupational Therapy, 
Business). We recruited only those who reported familiarity 
with reading research articles, as a disparity between partici-
pants’ familiarity with the reading tasks could introduce bias. 

Task 
We asked the participants to imagine that they are enrolled 
in a graduate level course and have a reading assignment 
for a class later that day in which they have to participate 
in a peer discussion session. In order to contribute to the 
discussion, they should skim the given reading materials under 
a time constraint while riding a bus to school. To reinforce 
the simulated SI, we asked participants to minimize visual 
attention to the screen, pretending that otherwise they might 
get nauseated. Looking at the screen was permitted to issue a 
command but they were instructed to look away when listening 
as best possible. 

We asked participants to align their task objectives to the goal 
of skim-reading known from the literature: understanding the 
gist, topic/problem statements, key takeaways, and structural 
organisation of the article. Right after they finished the read-
ing, we asked them four short comprehension questions about 
the above-mentioned objectives. Our intention of asking these 
questions was to put them in the shoes of a skim-reader situa-
tionally impaired rather than to get the correct answers to the 
questions. 

Conditions 
Document formats: Based on our survey on the existing read-
aloud applications, we found that most applications support 
either one or both of the following layouts: (1) plain text 
layout that displays only text and discards any formatting, and 
(2) original layout that displays visual elements in the original 
arrangements of the PDFs. We studied both to understand if 
one is more favorable to skim-reading on the go. 

Article types: We selected published articles of two types, 
academic papers and professional reports, as experimental 
materials for this study. We made sure that the chosen articles 
were isomorphic in terms of their topics, structures, and diffi-
culty levels [30]. For research papers, we selected two from 
the Information, Communication & Society journal: A1 [13] 
and A2 [52] (# words: 8202 and 7260, respectively; difficulty 
level for both: college graduate). For professional reports, 
we selected two survey articles published by Pew Research 
Center: A3 [5] and A4 [51] (# words: 4664 and 4559, respec-
tively; difficulty level for both: college). Overall, we followed 
rationales for selecting reading materials suggested in [18]. 

We imported PDF files of the articles into the reading app. 
All articles were formatted in the single column typeset to 
maintain consistency. Before that, we fixed the reading order 
of document elements using Adobe Acrobat’s accessibility 
tool. 

Figure 2. The experimental setup of our Needs-Finding Study. Partic-
ipants were asked to stand in front of a screen playing ambient videos 
that simulate what commuters would see in a moving bus. 

Apparatus 
We used the VoiceDreamReader (VDR) app running on an 
iPhone 5S. We chose VDR as the representative technical 
probe based on a survey of 13 read-aloud and screen-reader 
applications regarding how well they support features for au-
ditory skimming (e.g., navigation, speech rate). We provide 
the full comparison table, in which VDR stands out, as supple-
mentary material. 

The participants were allowed to use the temporal navigation 
features of VDR including play/pause, scrolling, jump forward 
or backward by 15 seconds, double tapping to start reading 
from a place, and page jumps. VDR also supports semantic 
navigation that takes sentence, paragraph, and section bound-
aries as delimiters but we did not incorporate them in our study 
as they did not work reliably for different PDFs that did not 
delimit texts homogeneously. 

Procedure 
Participants first answered demographic questions (age, gen-
der, discipline). Then we demonstrated how to use the features 
of VDR and asked them to try them out. To simulate the 
commuting context, we projected a big screen in front of the 
participant and played a video from the perspective of a pas-
senger (in Figure 2). To simulate ambient noise we kept the 
audio volume of the video high. Time allocations for each 
reading task were determined by the results from pilot tests. 
We gave participants 8.5 minutes for A1, 8 minutes for A2, 
and 4.5 minutes for each of A3 and A4. After each reading, 
they answered the questions on their perceived level of com-
prehension. Participants performed tasks in either original 
layout or plain text layout first. After finishing two tasks in 
each layout condition, they answered a NASA-TLX survey 
for the tasks in the condition. 

Data collection and data analysis 
We quantitatively measured: (1) NASA-TLX six scale 
weighted measurement for workload, and (2) perceived level 
of comprehension—a 5-point Likert scale measuring how well 
they feel about their performance for each skimming objective. 
For analysis, we conducted a paired t-test to analyze the work-
load data. We used Aligned Rank Transform [61] and then 
ANOVA to analyze their perceived level of comprehension. 

We also collected qualitative data such as observation notes, 
video recording of the tasks, and audio recording of the post-
task interviews. The semi-structured post-task interview was 
composed of: (1) factual questions asking for the gist and 
structural organization of the task material, (2) conventional 
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UI/UX questions pertaining to what worked well and what 
didn’t, and (3) questions aiming to deepen our understanding 
of what we observed. For analysing the qualitative data, we 
conducted an in-vivo coding [15] followed by memoing and 
later more abstract coding. Codes and memos were shared 
within the research team, and refined through joint discussions. 

Findings 
The central theme of the qualitative results, which stood out 
more strongly than any other result in our study, is that the 
pull to look at the device is very strong. Participants almost 
seemed compelled at times to look down when skimming. 
Analysis of the video footage shows that participants were 
visually “scanning”, which they confirmed in the post-task 
interview. They indicated that they were visually foraging 
parts of text where they believed the gist of the paper’s content 
might be (e.g., end of Introduction, and places marked by 
phrases such as "In this paper" or "Our contributions are"). 

This tendency to look at the document was so strong that four 
participants would not follow the study protocol that requested 
them to minimize their visual attention to the screen. They 
read along most of the time, meaning that they visually read 
the text while just following the auditory narration as a sec-
ondary information channel. Individual preferences seemed 
to play into such behavior as some expressed themselves as a 
“visual person” and explained that “[listening to] audio is not 
learning.” (P10) We discarded their quantitative data to keep 
homogeneity in our analysis (below) but kept their qualitative 
data, as their responses add accounts for why the pull to look 
is so strong. 

Overall, the participants struggled considerably between using 
two different modes of reading: eyes-free vs. visual reading, 
which we had not anticipated. Skimming, as a particular type 
of reading behavior, requires frequent non-linear navigation 
and occasional glancing over to visual content, such as fig-
ure. However, the traditional read-aloud apps are primarily 
designed with the assumption of a linear consumption of audio. 
The extent of participants’ difficulties with eyes-free motivates 
a strong need for a new auditory skimming app that supports 
a new mode of text consumption: eyes-reduced reading that 
flexibly blends auditory and visual modes of reading. We 
structure our remaining findings as concrete user needs and 
challenges for supporting skim-reading in an eyes-reduced 
way. 

Non-linear navigation is hard. Participants were in need of 
non-linear navigation features that leverage the semantic struc-
ture of a document (e.g., sentences, paragraphs) so they won’t 
feel lost right after jump, which is a frequent navigational 
pattern in skim-reading. They did not find temporal jumps (by 
10s, 15s, and so on) useful, because “It wasn’t clear where 15 
seconds leap would take me to. Move by sentences is more 
meaningful.” (P8) In general, participants reported being fa-
miliar with the structure of research papers and what to expect 
from them. “I wanted to navigate. I wanted to see the results, 
see the summary, [go] to the suggestions. But it was not easy 
to navigate to them. You have to scroll and find.” (P4) Par-
ticipants wanted to listen to the first one or two sentences of 
a paragraph and skip to next paragraph. However, they often 

did not skip because “double tapping the next paragraph was 
not working always.” (P8) In addition, it required visual input 
from them to make a selection. Navigation was difficult with 
plain text layout because “there was no structure and every-
thing looked similar” (P16) and participants had to “scroll 
and scroll until at some point I became frustrated.” (P9) 

Listening and navigating at the same time is difficult. The 
traditional app keeps narrating the text even after the user 
starts the navigational interaction (e.g., scroll to find where 
to jump into). Participants found this simultaneous stimulus 
cognitively taxing. It is known that listening and short-term 
memory is competing for the shared cognitive resources [49]. 
Their work-around was to pause the audio before navigating, 
although cumbersome. 

Some types of content are difficult to understand by listening. 
Some participants preferred looking down at a figure or a table 
referenced in the text, because they were visual by nature: 

“It’s useless to say Figure 2 when you can’t actually see Figure 
2.” (P7) Some of the textual content was also difficult to 
understand, even when the narration is reading it verbatim. 
Such items include complex numbers, and acronyms: “[It 
was] difficult to understand when the voice is telling p value is 
0.3.” (P7) “[It was] wordy, the stat reports are about numbers, 
and hearing the voice reading the numbers was not useful.” 
(P13) 

Original layout better supports structural understanding. Par-
ticipants rated that they understood the structure of the article 
better with the original layout (M = 3.81, SD = 0.44) than the 
plain text layout (M = 2.38,SD = 0.35); F(1,15) = 28.31, 
p < .001. They reported that “plain text makes it difficult 
to see the actual structure of the article, ... for skimming, 
original layout was much better.” (P17) While doing the 
task, workload was significantly higher in plain text lay-
out (M = 76.67,SD = 11.87) than in original layout (M = 
63.97,SD = 15.22); t(15) = −4.42, p < .001. 

Dynamic speech rate control is needed but inaccessible. Partic-
ipants reported that they preferred slow narration for important 
content and faster narration for trivial content. Such a selec-
tive reading preference is similar to what is reported in the 
literature on visual skim-reading behaviors [19]. However, 
participants often could not increase or decrease the speech 
rate, even when they wanted to, because the rate control was 
buried deep in the menu, not accessible in an eyes-free man-
ner. “But since every time I have to touch it and decrease 
and increase the word speed, this deviated me from what I 
was hearing. That’s why I skipped increasing the speed later.” 
(P12) Moreover, setting the base-rate that suits individual pref-
erence was another barrier, because the unit of speech rate 
“words per minute” was not intuitive for them to estimate how 
fast (or slow) it would be and they had to listen to the audio to 
figure out which speed to set. 

There are individual differences in preferred reading order. We 
found varying reading orders for research papers. This order 
seemed predetermined by a person, something they learned 
and refined over their experience of reading articles of a sim-
ilar genre. For example, the order of Abstract-Introduction-
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Conclusion was very popular. Some would go to Discussion 
when time permits. Only P16 and P19 said they would be 
interested to see the figures first. For Pew reports, which were 
relatively new to many, they either: (1) listened chronologi-
cally, (2) visually read section, sub-section titles, and listened 
to one or two paragraphs, or (3) listened to the first paragraph 
and last paragraph of each section. 

Document formatting and article type impact comprehen-
sion. When it comes to understanding the topic, the par-
ticipants perceived to have better understanding: (1) while 
using original layout (M = 4.16,SD = 0.13) than plain text 
layout (M = 3.53, SD = 0.31); F(1,15) = 7.147, p < .05, and 
(2) when reading research papers (M = 4,SD = 0.35) than 
Pew reports (M = 3.69,SD = 0.53); F(1,15) = 5.43, p < .05. 
As for the key takeaway, likewise, they perceived to have 
better understanding (1) while using original layout (M = 
3.31,SD = 0.80) than plain text layout (M = 2.63,SD = 0.53); 
F(1,15) = 11.84, p < .05, and (2) when reading research pa-
pers (M = 3.44,SD = 0.62) than Pew reports (M = 2.5,SD = 
0.35); F(1,15) = 14.27, p < .05. 

People desire to create annotations for later consumption. 
Part of the motivation for skimming is to decide whether the 
document needs detailed reading later. To this point, our 
participants mentioned their interest to create annotations such 
as, highlighting, putting stars, and bookmarking. Another 
motivation is to mark which content is important and go back 
to it sometime later. 

To summarize our findings from this study, auditory skimming 
required ‘eyes-reduced’ reading rather than entirely eyes-free. 
Participants blended visual (for content that is predominantly 
visual, such as images) and non-visual modes of reading in 
order to skim using audio. Specifically, non-linear navigation 
was key to successful skimming, but it is not well supported. 

DESIGN GUIDELINES FOR EYES-REDUCED SKIMMING 
We triangulated implications from multiple data sources to 
develop a set of robust and comprehensive design guidelines. 
The data sources include: (1) the results of our Needs-Finding 
Study, (2) existing theoretical and empirical studies of skim-
reading and eyes-free interactions, and (3) existing guidelines 
for creating voice narrations and designing VUI. 

DG-1. Provide ways to navigate the structure of the article 
in a non-linear fashion and to localize the current position. 
Non-linear and structural navigation features should be readily 
available to the user on demand, similar to using a Table of 
Contents. The primary support required here is the ability 
to jump to sections and to learn the current position in the 
document which is also supported by the findings in [9, 35]. 

DG-2. Provide semantic and spatial navigation instead of 
temporal navigation. As suggested by the findings in [4, 19, 
35], supporting semantic navigation enables users to lever-
age meaningful words and structural markers (e.g., chapters, 
paragraphs) as navigational cues. Moreover, informed by our 
Needs-Finding Study and Hyland and Tse’s discourse anal-
ysis on academic articles [26], we recommend supporting 
discourse marker jumps to facilitate skimming since they also 
act as important cues when skimming visually. Hyland and 

Tse illustrated two major types of discourse markers: interac-
tive and interactional. Interactive markers are those that the 
writer uses to manage information flow as a guide to the reader, 
such as ‘finally’, ‘to conclude’, ‘in this paper’, and ‘see Figure 
1’. Interactional markers are those that convey the author’s per-
spective towards the propositional information. For example, 
‘it is clear that’, ‘note that’, and ‘our contributions’. In addition, 
supporting spatial navigation (e.g., vertical scroll) helps the 
user to leverage visual markers in documents as navigational 
cues at times when the user momentarily glances at the screen. 
On the other hand, we found that temporal navigation is not 
desirable; our participants were unsure where the jump would 
take them to. 

DG-3. Pause narration when the user is navigating. Narration 
should be paused when the user is navigating, such as scrolling 
or dragging. Our Needs-Finding Study showed that users find 
it difficult to follow the narration while thinking about where 
to go next at the same time. 

DG-4. Provide ways to adjust speech rate dynamically. The 
user should be able to adjust the speech rate dynamically [6, 
35]. Further, our Needs-Finding Study suggested that the user 
should be able to control the speech rate without stopping the 
narration currently underway or having to go to sub-menu 
level hierarchy. Moreover, the speech rate should be presented 
in a relative scale (e.g., 1.0 for normal speed, 2.0 for 2× the 
normal speed) instead of WPM which is not intuitive. 

DG-5. Provide ways to refer back to text content from the 
narration and vice versa. Showing a visual indicator of a 
spatial point of reference (i.e., the text that the app is currently 
narrating) can help the user to refer back to the text content 
from the narration. There are two ways to achieve this. First, 
the indicator remains static on the screen, and the content 
‘flows’ from behind. The user should be able to decide which 
text to narrate by directly manipulating the flow of content. 
Second, the indicator can be moved across to the content. The 
user should be able to move the indicator and start narration 
from anywhere in the document. Existing apps provide mixed 
support for the two mechanisms; e.g., while VoiceOver only 
supports the latter, VDR users can toggle between the two. 

DG-6. Diverge from verbatim narration for specific types of 
text to enhance listening comprehension. For a better listening 
experience and comprehension, the speech synthesizer may 
narrate texts in a non-verbatim fashion. For example, break 
a long list down to groups of 3 or 4 items, narrate statistical 
values following verbal reporting conventions, expand abbre-
viations (‘e.g.’, ‘i.e.’), insert breaks in long sentences to help 
the user absorb information, and avoid narrating footnotes and 
citations in the text [17, 21]. Moreover, the system should add 
context to help the user to focus. For example, announcing 
which section is going to be narrated next. 

DG-7. Provide auditory or haptic feedback as non-visual nav-
igation cues. Provide auditory or haptic feedback to guide 
non-visual navigation [14, 35]. For example, auditory feed-
back can be given between the end of a paragraph and the 
beginning of a new paragraph, to nudge the user to pay atten-
tion to structural boundaries in the content. 
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DG-8. Support opt-in visual engagement. Findings from our 
Needs-Finding Study indicate that there should be support for 
opt-in processes when switching context from the main text to 
figure/table captions. Additionally, when the system narrates 
a complex number that is difficult to understand by listening, 
the system should provide enlarged numeric text on the screen 
for easy visual access. 

DG-9. Support unimanual interactions. Unimanual support 
is required in other situational impairment contexts, such as 
encumbrance [45]. Menus and buttons should be reachable 
with the hand holding the device, assuming that the user will 
be primarily interacting with one hand. 

DG-10. Support individual differences in skimming strategies. 
The user should be allowed to pre-set a custom reading order 
in which the app will visit document elements automatically. 
This can happen when the reader is familiar with the genre of 
the document. We call this passive skimming. Furthermore, 
there should be support for choosing which part to listen to on 
the fly. This can happen when the user is not familiar with the 
document. We call this active skimming. 

DG-11. Support annotation creation and consumption. The 
user should be able to create within-text telegraphic annotation 
[36] such as highlights, bookmarks, and stars. The user should 
be able to navigate between annotations. An advanced level 
of support would be to create speech annotations which are 
known to be useful in an eyes-free context [31]. At the same 
time, there should be support to consume these annotations 
effectively [22]. 

DESIGN OF SKIMMER 
We embodied a subset of the guidelines for designing eyes-
reduced skimming (DG-1 to 9 and partially DG-10) into a 
novel read-aloud mobile app. Skimmer features navigational 
support for auditory and visual modes of reading, non-linear 
navigation, and auditory and haptic cues. DG-11 was not 
considered in our design because the annotation tasks are 
only relevant to skimming when the user intends to revisit the 
document for a full read later on, and hence, is beyond the 
scope of the current stage of our work. 

We designed and developed Skimmer through an iterative 
design process. Our first step was to create a conceptual design 
of a basic spatial layout and gesture interactions. In terms of 
layout, both the original layout and the plain text layout had 
different merits in skimming. Thus, as an optimal solution, we 
built Skimmer to support HTML-based e-publication format 
as a source document type (e.g., an HTML version of a paper 
in the latest CHI Proceedings), which marries the merits of 
both layouts. As the e-pub scene is moving from PDFs to 
such flexible document types for enhancing accessibility and 
device-compatibility, we consider using the HTML version 
of a document to be a future-facing decision. Note that an 
HTML-based document can be browsed in a single page by 
scrolling, rather than paginated. 

The touch gesture vocabulary in Skimmer was fine-tuned 
through rounds of iterative design to support optimal uniman-
ual interactions (DG-9). To get the right design [54] the lead 
author iterated through 3 versions of the gesture sets, tested 

with a total of 8 pilot users during in-depth brainstorming and 
design-review sessions over 3 months. 

Here, we elaborate how Skimmer supports eyes-reduced skim-
ming for SIs and our rationale behind its design. 

Basic navigation for eyes-reduced skimming 
Skimmer predominantly supports eyes-free skimming. The 
user can skip sentences or re-listen to a missed passage with a 
lightweight, eyes-free tap gesture on the right or left side of 
the screen respectively (Figure 1(a)). Paragraph navigation is 
done by up or down vertical flicking gestures. This is because 
scrolling is so innate in people and HTML-based documents 
flow vertically, so Skimmer aims to promote positive transfer 
from visual scrolling to eyes-free gestural interactions. When 
the spatial point of reference progresses to the next sentence 
or jumps to a remote one, the content automatically scrolls 
vertically so that the reference position is always located right 
at the middle of the screen. This makes localization (DG-
5) as easy as glancing at the screen to check which text the 
indicator is pointing at (the red arrow in Figure 1). Abiding 
by the notion of eyes-reduced, Skimmer also supports visual 
navigation by traditional vertical scrolling (DG-2). Skimmer 
pauses the audio as soon as the user puts their touch on the 
screen for navigational action (DG-3). 

Easy-to-understand audio narration 
We designed Skimmer’s audio narration in a way that helps 
listeners better understand complex and difficult texts (DG-
6). First, written text and structural information are narrated 
in two different voices to help distinguish meta-information 
from verbatim content. This is done by using a low-pitch 
voice for narrating written text and a higher-pitch voice for 
narrating meta-information. The meta-information is for pro-
viding context to the reader, such as “Section 1. Introduction”, 
where “Section” is the meta-information. Second, Skimmer 
breaks down long lists of items or bullets in groups of 3 or 4 
items at a time, to help memory retention. Finally, Skimmer 
reads numbers in a rounded format (such as p < 2.2 × 10−16 

narrated as p < .001) because complex numbers are hard to 
understand just by listening. Additionally, Skimmer provides 
an enlarged text overlay of the number (Figure 1(b)). Another 
example is the emphasis on discourse markers, calling the 
user’s attention to important information: when the original 
text is (“In this paper, we study Snapchat ...”), it is rephrased 
to “<emphasis level=“strong”>In this paper,</emphasis> we 
study Snapchat ...”. 

Discourse marker navigation 
To help the user find and navigate to important nuggets of in-
formation, Skimmer supports selective jumps between various 
discourse markers (DG-2). When the user taps the discourse 
marker navigation button on the bottom right (or left, see 
Figure 1(a)), Skimmer first moves the play-head to the next 
(or previous) adjacent discourse marker, reads the discourse 
marker (e.g., “In this paper”), and then narrates the full sen-
tence from the beginning of the sentence that contains the 
discourse marker. Both discourse markers and full sentences 
are narrated by the same low-pitch voice. As feedback to help 
the user disambiguate discourse marker narrations from the 
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normal narration, Skimmer plays a subtle ambient earcon (e.g., 
cricket sound) as background audio. 

Overview to support understanding document structure 
To support structural glancing and navigation over high-level 
structure of the document (DG-1), Skimmer features a table-
of-content style Overview page apart from the main document 
view (Figure 1(c)). All content in the Overview is accessible 
eyes-free, as the allowed gestures between the main document 
view and the Overview are consistent. This also supports indi-
vidual differences in skimming strategies, in part, by providing 
opportunities to seamlessly choose which part of the document 
to listen to (DG-10). 

Haptic cues to support visual opt-in 
Skimmer’s design for eyes-reduced reading nudges the user 
when the spatial point of reference encounters visual content. 
When narrated content includes a figure or table referred to 
in the text, Skimmer gently informs the user with haptic feed-
back so that they can look at the visual content (DG-7, DG-8). 
Skimmer facilitates navigating back and forth between the 
main text and the visual content on-demand; note that we de-
signed the transition for visual peeking to be opt-in to allow 
the user to choose to continue to listen to the text or to jump 
to looking at the visual content (see Figure 1(d)). The haptic 
pattern was carefully chosen; from Seifi et al.’s [48] library 
of vibration patterns, we tested “attention-catching” and “get 
ready” to explore vibration patterns. From among five vibra-
tion patterns, we selected the one that was found to be the 
most pleasant by our pilot participants. 

Auditory cues to signify critical skimming moments 
Inspired by SeeReader [14], Skimmer leverages a limited 
set of distinctive earcons to provide subtle auditory feedback 
(DG-7). We consciously limited the number of total distinc-
tive earcons to be under 6, as we found that incorporating a 
number of earcons can cause overlap of aural characteristics 
between them, which in turn confuses the user. Hence, we used 
earcons, a scarce design resource due to the limited number 
that can be effectively leveraged, to signify the status changes 
at critical moments of skimming, such as switching between 
sentences, paragraphs, and discourse markers, and navigating 
to the Overview page—thus giving the user clear feedback 
that Skimmer has processed their navigational gestures. 

Accommodating individual differences in listening rates 
Skimmer accommodates individual differences by enabling 
the user to dynamically adjust the speech rate through an eyes-
free tap gesture (DG-4). Skimmer provides two buttons at the 
top, similar to the discourse marker buttons in style and size 
(Figure 1(a)). Although the top of the screen is often hard to 
reach, we made a design trade-off by prioritizing discourse 
marker navigation, an oft-used navigational feature, over the 
speech rate changes. 

In summary, our iterative design process yielded a novel inter-
face that embodies the eyes-reduced skimming guidelines into 
a medium-fidelity prototype system. 

Implementation 
Skimmer was implemented as a Javascript-based webapp run-
ning on a 6.4-inch mobile phone (Samsung A50). We gen-
erated audio narrations using a Google Wavenet-based TTS 
engine, which was evaluated by our pilots to be easier to 
understand than other options (e.g, Amazon Polly and IBM 
Bluemix) with respect to the metrics proposed in [58]. 

PRELIMINARY EVALUATION OF SKIMMER 
We conducted a preliminary evaluation of Skimmer. It was 
a structured observation on a public bus where participants 
experienced both Skimmer and VDR (also used in our Needs-
Finding Study). We used VDR as a reference point to ground 
participants’ audio skimming experience, not with an expec-
tation for it to be evaluated “head to head” (as VDR was not 
designed for auditory skimming). Our primary evaluation goal 
was to assess qualitatively how the participants experienced 
the unique features of Skimmer in a realistic SI setting. With 
this decision, we traded-off against running a controlled com-
parative study, which would have required a lab study that 
doesn’t offer the same ecological insights. 

Method 
Six graduate students (3F/3M) from various disciplines took 
part (none from our Needs-Finding Study). For the task, we 
asked participants to skim two documents in an “eyes-reduced” 
manner, one document with each application. The motivation, 
context, and protocol were similar to Needs-Finding Study. 
As reading materials, we chose two articles from the CHI 
2019 Proceedings, both related to online sharing and social 
media (hereafter referred to as A1 [23] and A2 [8]). The arti-
cles are isomorphic in style, structure, and difficulty (on the 
Flesch-Kinkaid Reading Ease scale [30]). Each participant 
experienced both articles; orders of both articles and apps 
was counterbalanced. Times allotted for skimming A1 and 
A2 was 9 and 8 minutes respectively, due to differences in 
length (10,275 vs. 7,745 words). The procedure also echoed 
that of Needs-Finding Study, except that this study was con-
ducted on the bus. For each app, we first demonstrated it to the 
participant and let them play with it to become comfortable 
using its features. The lead investigator accompanied each 
participant on the bus, observed them completing their tasks, 
and took notes. We used a two-way audio splitter so that both 
the participant and the investigator could listen to the audio 
output from the app individually. After each app-article condi-
tion, the participant got off the bus, answered a questionnaire 
on their article comprehension, and then sat for an interview 
(audio-recorded). 

Findings 
All 6 participants completed the task two times, i.e., they 
skim-read the two articles, one with each app. Quantitatively, 
they performed comparably on the reading comprehension 
questionnaires for both apps (data is given in the supplemental 
material). We focus on the qualitative comparison here. We 
note that, in the interview, three participants reported, without 
prompting, that they typically experience motion sickness in a 
moving bus. 
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Skimmer can be used eyes-reduced, whereas VDR requires 
near constant visual attention. It was very clear in our ob-
servation that participants were able to largely not look at 
the screen using Skimmer. There were intermittent instances 
where participants glanced at the screen (1) in the Overview 
page to jump between sections, (2) in the Article page to peek 
at intriguing keywords, to react to (unexpected) earcons (e.g., 
appearance of a new section after the next paragraph gesture), 
and to respond to a haptic nudge when a figure or table was 
referred in the text. P2, P4, and P5 looked at the screen in 
the Results section, skipping by paragraphs, often stopping 
for a brief moment “to find interesting results quickly”. The 
comparison to VDR was black and white: participants spent 
the majority of their time visually scrolling “all the way down 
to find Conclusion. I don’t have any other way of doing that 
other than looking at the screen. But it was really easy with 
this application (Skimmer).” (P2) 

Users appreciate Overview the most. The Overview was called 
out as the most useful feature in Skimmer: “key difference 
between the two apps.” With Skimmer, participants frequently 
opened the Overview page, scrolled through the list of sections 
and sub-sections, glanced over the screen intermittently to find 
a section, and then jumped to that section largely eyes-free. At 
one moment, P3 and P4 were tapping instead of swiping to the 
left because they “forgot how to go back [to the Article/text]”, 
which also prompted them to look at the screen. In contrast, 
section-level jumps in VDR prompted heavy visual attention 
and frequent visual scrolling. 

Auditory feedback and haptic feedback help to re-focus. While 
the intended purpose of the auditory and haptic cues was to 
subtly signal an interaction (e.g., jump to next sentence) or 
signal an affordance (e.g., a figure that can be seen), they 
also helped participants “to situate themselves and come back” 
when they lost focus. However, some participants found it 
difficult to notice some of the subtle earcons. 

Individual differences in navigation preferences are supported. 
P2 jumped from the Conclusion to the last sentence of the 
Abstract by using a combination of section, paragraph, and 
sentence jumps as “shortcuts”. P1, P3, and P6 used sentence 
jumps frequently because “it was faster”, while P4 and P5 
frequently used dragging for sentence jumps and occasionally 
flicked for paragraph jumps because “scrolling felt natural”. 

Skimming a complex number remains challenging for those 
who tried it. With the exception of P5 and P6, other partici-
pants did not consider numbers important while skimming. P5 
looked down upon numbers in the Results section and visually 
read with both VDR and Skimmer because “it was difficult 
to follow numbers, and defeated the purpose of audio skim-
ming.” Both P2 and P5 resonated that “numbers should come 
with context, for example, 1500 participants” instead of just 
“1500”. 

Users appreciate the quality of narration and multiple voices. 
Participants were impressed by the quality of narration in 
Skimmer, mentioning that it was “soft and comfortable to 
listen to, unlike the stiff voice in the other (VDR)”. In contrast, 
P5 mentioned that she liked VDR’s narration because it was 

“natural, research papers are dry, you don’t need emotion here, 
a robotic voice is also okay.” Skimmer’s use of multiple voices 
was "unique" but little noticed. 

Discourse markers are useful, but users need more exposure 
to the feature. P3 and P5 used the discourse marker jump and 
described it as a “great tool” that is “helpful” to find impor-
tant information. The others didn’t use the feature despite all 
of them experiencing it during training. The non-users com-
mented that they “needed more trust.” P1 said, “I may need to 
experience it just by myself alone before I know what really is 
in there”. In contrast, with VDR, participants “zoom-in, [and] 
spot discourse markers” which is an interaction pattern similar 
to what we observed from our Needs-Finding Study. 

Figures/Tables are mostly ignored, but participants appreci-
ated the idea of a haptic nudge. P1 and P3 used the haptic 
nudge feature and described it as “a great way of reminding 
me that something is happening here.” (P3) P3 added that “I 
don’t do audio reading because I am not good at keeping at-
tention. But such vibrations are really useful.” The rest of the 
participants ignored the opt-in feature, citing “figures/tables 
[are] not important in skimming”. By contrast, while using 
VDR, P1 and P3 momentarily stopped at a figure/table while 
scrolling visually, zoomed-in and out, and then moved on. 

Participants appreciated Skimmer’s design concept. The par-
ticipants made many encouraging comments about Skimmer’s 
eyes-reduced design approach for addressing the challenge of 
on-the-go skimming. P5 said that “[there is] lots of reading for 
a PhD student, not a terrible idea to get gist for some [...] super 
helpful in skimming qualitative papers.” P2 suggested that 
it could be used for visual and auditory readings in parallel: 
“read-along for listening and following words”. P6’s comment 
highlights the key research motivation of this study; when 
using VDR, she felt nauseated and had to stop momentarily. 
By contrast, she did not report feeling nauseated when using 
Skimmer and was able to complete the task eyes-reduced. 

DISCUSSION 
We reflect on our findings and their implications for design. 

We have made concrete progress towards eyes-reduced skim-
ming. Our goal for this research was to design an interface 
that would allow people to skim documents in an eyes-reduced 
way. Given the complexity of skimming as a form of reading 
[18, 19] that frequently mixes non-linear reading and glanc-
ing, supporting it via the audio channel is a non-trivial design 
objective. Especially for an on-the-go setting, where factors 
of distraction and motion sickness are prevalent, it poses more 
challenges. In our Preliminary Evaluation on the bus, we could 
only ask participants to try not to use their eyes, but we could 
not force them to not look. We were pleasantly surprised at the 
extent to which participants did in fact not use their eyes while 
using Skimmer, which was not possible with the traditional 
read-aloud application. Further, our participants were positive 
about the overall design concept of Skimmer, with 5 out of 6 
of them indicating that they would continue using the app for 
skimming documents. This suggests that we have indeed made 
positive progress towards our design goal, that the Skimmer 
design is on the right track. 
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Skimmer is a design snapshot of an artefact in its evolution. 
Even though our Preliminary Evaluation was promising, there 
are opportunities to revise the design guidelines, improve 
usability, and address the gaps in our design for supporting 
eyes-reduced interaction. For example, we can revise DG-8 to 
recommend inclusion of context rather than highlighting only 
the number. We only explored some design dimensions in our 
work, such as numbers and lists. Further, new elements such 
as a means to navigate to and from metadata (headers, footers, 
and references) will need to be integrated such that they do 
not make the interaction overly complex. 

Eyes-reduced is a new concept that bridges full-visual and 
eyes-free interaction. Our work has introduced the concept of 
eyes-reduced design—it is intended to capture designs that can 
be used primarily eyes-free but, importantly, do not preclude 
the user from using their eyes, when they want. This can be 
differentiated from design that is created with the intention of 
being used with one’s eyes but also happens to support some 
degree of eyes-free interaction. For example, a person using 
a mobile YouTube app can select a video while looking and 
then, to some extent, look away while walking, toggling the 
pause/play to listen to the video. This is challenging because 
the pause/play tap region is small, specified by a visual icon. 
Thus, while it can be used eyes-free for some interactions, it 
was not seemingly designed with that intention. 

Our eyes-reduced design for skimming can serve as an inter-
mediary between designs for full-visual skimming and those 
for eyes-free skimming by visually impaired (VI) people. We 
believe that our study is an important step towards pushing for 
eyes-free by means of eyes-reduced. In general, designing for 
people with disabilities is known to also benefit those experi-
encing situational impairment (SI) [60]. In that sense, some of 
our design guidelines were informed by guidelines established 
for VI, as outlined in our Guidelines section. Determining 
which guidelines from the VI context are transferable to SI is 
a non-trivial contribution of our work. 

Fully eyes-free skimming is the next main target of our re-
search. Our goal from the outset of this research was that 
Skimmer support both the needs of people experiencing SI 
as well as those who have visual impairments. We made the 
choice to start our design process by targeting SI, as we reck-
oned it may be the more difficult design problem—people in 
SI still have an option to use their eyes (hence eyes-reduced) 
when they deem it necessary. This goes back to the point 
made above on how can we realize eyes-free design by way 
of eyes-reduced. Some design insights that take us closer to 
eyes-free design are: text narration needs to go beyond sim-
ply narrating the given text with verbatim speech. There is 
room for improvement not only in what is said (i.e., content) 
but also how it is said (e.g., paralingual cues, including voice 
modulation, varying pitch, tone, and varying speech rate) for 
better comprehension. 

Some other extensions to support fully eyes-free are immedi-
ately obvious, such as reading out figure descriptions (i.e., alt 
text). After incorporating those, our work will then continue 
with systematically analyzing needs of VI individuals and de-
sign for them. Evaluation will undoubtedly reveal that some 

of Skimmer’s design elements need adjustment to support that 
population. Upon iterating on the design, we will loop back to 
evaluating with people experiencing SIs so as to ensure that 
our design is maximally supporting both eyes-reduced and 
eyes-free. 

Different contexts pose different forms of SIs necessitating 
varying types of support. We only explored a context where 
people could not fully use their visual attention because 
of potential motion sickness. However, different environ-
ments/contexts result in SIs that vary in degree. For example, 
one riding a commuting bus can occasionally glance at their 
mobile, but it will be nearly impossible for one driving a 
vehicle to use their eyes, even momentarily. 

Also, a specific impairment context may pose challenges in 
using interaction modalities other than vision. Zeleznik et al., 
documented the ‘sandwich’ problem when a user is holding 
an object in one hand, which impairs one’s manual interac-
tion capability [65]. We wonder about other types of SIs that 
variably affect different modalities. For example, what about 
when people can see, but cannot touch the device (e.g., brows-
ing recipes when your hands are oily or wet)? Interfaces that 
address specific kinds of SI is a promising direction. 

LIMITATIONS 
There are limitations to our work. We focused on structured, 
academic/professional documents. It remains to be seen how 
well Skimmer will work with documents that have a lot of 
visual content or ones with many links that require cross-
document navigation, thus beyond non-linear. Further, our 
evaluation of Skimmer only involved 6 graduate students, with 
a single exposure. A larger sample from a more varied popu-
lation, together with a longer exposure time to Skimmer, will 
be needed to more deeply assess the long-term, ecological 
efficacy of the design elements. 

CONCLUSION 
In this work we tackled the design challenge of supporting 
skimming of structured documents on the go. Based on our 
Needs-Finding Study, we conceptualized eyes-reduced design 
as a viable solution approach to the problem, generated design 
guidelines for eyes-reduced skimming, iterated extensively 
on the design based on the guidelines, and then implemented 
Skimmer, a proof-of-concept prototype. Through a prelimi-
nary evaluation, we learned that people could use Skimmer 
eyes-reduced while riding the bus, only looking down at the 
app infrequently, as they navigated a document largely eyes-
free, listening to the content. 

We are conducting our work within the framework of inclusive 
design [16], with planned next steps to involve visually im-
paired people so that we can push more strongly on eyes-free 
interaction. This will lead us one step closer to achieving a 
system that people who are experiencing impairments (either 
situationally or more permanently) can use to skim documents. 
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