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Preface

As the variety and complexity of interactive systems increase, understanding
how a system can dynamically capture relevant user needs and traits, and au-
tomatically adapting its interaction to this information, has become critical for
devising effective advanced services and interfaces. The International User Mod-
eling Conference represents the central forum for presenting the advances in
the research and development of personalized, user-adaptive systems. Bi-annual
scientific meetings of the user modeling community started in 1986 as a small
invitational workshop held in Maria Laach, Germany, with 24 participants. The
workshops continued with an open format, and grew into an international con-
ference with 74 submissions in 1994. While maintaining its feel as a highly en-
gaged and intimate community, the conference has continued to grow, reaching
the record number of 169 submissions (153 full papers and 16 posters) in this
current edition, held in Corfu, Greece.

With an acceptance rate of 19.6% for long papers and 38% for posters, se-
lected by a team of reviewers who proved to be exceptionally thorough and
thoughtful in their reviewers, this year’s program followed the high standards
set by the previous editions, and presented an exciting range of interdisciplinary
work covering topics such as cognitive modeling, modeling of user affect and
meta-cognition, empirical evaluations of novel techniques, user modeling for mo-
bile computing and recommender systems, user adaptivity and usability. In addi-
tion to 30 long paper presentations and 32 posters, this year’s program featured
3 invited lectures, a doctoral consortium session with 5 student presentations, a
demo program with 5 demos, 4 tutorials and 8 workshops. We continued the UM
tradition of being a truly international event by having the first invited speaker
from Asia (Yasuyoki Sumi from Japan), along with an invited speaker from
North America (Martha Pollack from the USA) and one from Europe (Norbert
Streitz from Germany). The international diversity was also reflected in the con-
ference papers and posters with the geographical distribution of papers (posters)
as follows: Europe 15 (14), Asia 3 (2), North America 10 (10), Australia/New
Zealand 1 (3), Middle East 1 (2), South America 0 (1).

This volume includes the abstracts of the invited lectures and the texts of the
papers, posters and doctoral consortium submissions presented at the conference.
Separate notes and proceedings were generated for the four tutorials and eight
workshops associated with the main program:

– Affective Natural Language Generation, by Fiorella de Rosis and Chris
Mellish

– Modeling, Discovering and Using User Communities, by Myra Spiliopoulou,
Dimitrios Pierrakos and Tanja Falkowski

– Evaluation 1: Fundamental Empirical Techniques and Caveats, by David
Chin



VI Preface

– Evaluation 2: Formative Evaluation Methods for Adaptive Systems by
Stephan Weibelzahl, Alexandros Paramythis, Judith Masthoff

W1: A3H: Fifth International Workshop on Authoring of Adaptive and Adapt-
able Hypermedia, by Alexandra Cristea and Rosa M. Carro

W2: Personalization in E-Learning Environments at Individual and Group Level,
by Peter Brusilovsky, Maria Grigoriadou and Kyparisia Papanikolaou

W3: Personalization-Enhanced Access to Cultural Heritage, by Lora M. Aroyo,
Tsvi Kuflik, Oliviero Stock and Massimo Zancanaro

W4: Data Mining for User Modeling, by Ryan S.J.D. Baker, Joseph E. Beck,
Bettina Berendt, Alexander Kroener, Ernestina Menasalvas and Stephan
Weibelzahl

W5: Towards User Modeling and Adaptive Systems for All, by Martyn Cooper,
Carlos Velasco, Jesus G. Boticario and Olga Santos

W6: SociUM: Adaptation and Personalization in Social Systems: Groups, Teams,
Communities, by Julita Vassileva, Manolis Tzagarakis and Vania Dimitrova

W7: 2nd Workshop on Personalization for E-Health, by Floriana Grasso, Alison
Cawsey, Cecile Paris, Silvana Quaglini and Ross Wilkinson

W8: UbiDeUM: Ubiquitous and Decentralized User Modeling, by Shlomo
Berkovsky, Keith Cheverst, Peter Dolog, Dominik Heckmann, Tsvi Kuflik,
Phivos Mylonas, Jerome Picault, Julita Vassileva

UM 2007 was co-organized by the National Center for Scientific Research
“Demokritos” and the Ionian University, under the auspices of User Modeling,
Inc. Many people worked hard to make this event a success, and they deserve our
most heartfelt acknowledgments. The UM 2007 Program Committee members
gave invaluable contributions at several stages of the conference organization,
including the selection of the invited speakers and of additional reviewers, and
the nomination of the best papers. But most importantly, together with the
additional reviewers they did an outstanding job at providing careful and in-
sightful reviews on all submissions. Susan Bull and Antonio Krüger were the
minds behind our excellent tutorial and workshop programs, while Kurt Van-
Lehn and George Magoulas organized the Doctoral Consortium. We would also
like to thank Christos Papatheodorou (Organizing Chair), Constantine D. Spy-
ropoulos and Tasos Anastasakos (Sponsorship Co-chairs), Yannis Ioannidis and
Alexandros Paramythis (Demos Co-chairs), Nikolaos Avouris and Michalis Vazir-
giannis (Publicity Co-chairs). Last but not least, we would like to thank Giannis
Tsakonas and Dimitris Gavrilis for the design of our publicity material and
the maintenance of the Web site, as well as Spyros Veronikis, Dimitris Pier-
rakos, Hara Zarvala and Pantelis Lilis for helping with the organization of the
conference.

June 2007 Cristina Conati
Kathleen F. McCoy
Georgios Paliouras
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Daniel Kudenko
Vitaveska Lanfranchi
Heather Maclaren
Rob McArthur

Nikolaos Nanas
Pantelis Nasikas
Hien Nguyen
Elena Not
Michael O’Mahony
Fabio Pianesi
Dimitrios Pierrakos
Symeon Retalis
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The increasing trend of embedding computation in everyday objects creating smart 
artefacts (Streitz et al., 2005 b) and the associated concept of the disappearing 
computer (Streitz, 2001, Streitz et al, 2007) raises new challenges for designing 
interactive systems. The unobtrusive character of this development is illustrated in 
this statement by Streitz and Nixon (2005): “It seems like a paradox but it will soon 
become reality: The rate at which computers disappear will be matched by the rate at 
which information technology will increasingly permeate our environment and our 
lives”. 

Computers used to be primary artefacts, now they become “secondary” artefacts 
moving in the background in several ways. We distinguish here between “physical” 
and “mental” disappearance (Streitz, 2001). Human-Computer Interaction is being 
transformed to Human-Artefact and Human-Environment Interaction (Streitz et al, 
2001). While “disappearance” is a major aspect, smart artefacts are also characterized 
by sensors collecting data about the environment, the devices and humans in this 
context. User models, profiles, and preferences will be more and more based on 
sensor data obtained by observing and analysing users’ behavior in the real world. 
They are also the starting point for discussing issues as privacy due to comprehensive 
activity monitoring and recording of personal data. This creates a new set of 
challenges for designing the interaction of humans with computers embedded in 
everyday objects resulting in smart artefacts. Smart environments are becoming a 
major application area for the deployment of adaptive and personalized systems in 
"real-world" applications when integrating mobile, ubiquitous and context-aware 
computing. This keynote will present examples from different applications domains 
based on a discussion of ubiquitous computing and ambient intelligence. 

The integration of information, communication and sensing technology into 
everyday objects results in augmenting the standard functionality of artefacts thus 
enabling a new quality of interaction and “behavior” (of artefacts). Without entering 
into the philosophical discussion of when you might call an artefact “smart”, the 
following distinction seems useful (Streitz et al., 2005b). 

 
System-Oriented, Importunate Smartness 
An environment is called “smart” if it enables certain self-directed (re)actions of 
individual artefacts (or by the environment as a whole) based on previously and 
continuously collected information. In this version of ‘smartness’, the environment 
would be active (in many cases even proactive) and in control of the situation by 
making decisions on what to do next, and actually take action and execute them 
automatically (without a human in the loop). 
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People-Oriented, Empowering Smartness 
The above view can be contrasted by another perspective where the empowering 
function is in the foreground and which can be summarized as “smart spaces make 
people smarter”. This is achieved by keeping “the human in the loop”, thus 
empowering people to be in control, making informed decisions and taking actions. In 
this case, the environment also collects data about what is going on and aggregates the 
data, but provides and communicates the resulting information for guidance and 
subsequent actions determined by the people. 

Another important aspect of our work is to go beyond traditional support for 
productivity-oriented tasks, e.g., in the office, and focus on designing “experiences” 
with the help of smart or augmented spaces (Streitz et al. 2005a). The goal is to 
design smart artefacts that enable us to interact with them and the overall environment 
in a simple and intuitive way or just being exposed to it perceiving indicators in the 
environment that indicate events and changes. This includes extending the awareness 
about our physical and social environment by providing observation data and 
parameters that – in many cases – are “invisible” to our human senses and therefore 
enable new experiences. Examples are taken from our Ambient Agoras project 
(Streitz et al, 2007). When using smart artefacts for designing experiences, one has to 
reflect also on the role of “affordances” that are associated with “traditional” real-
world objects and how the mental model and associated metaphors (Streitz, 1988) of 
its previous use are being extended by making it smart. The affordances of a well 
established object can help to focus on interacting with the hidden affordances of the 
digital application. Examples are being reported in the keynote presentation. 
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In this talk, I will propose a notion of ”experience medium” in which we can
exchange our experiences in museum touring, daily meetings, collaborative work,
etc. The experience medium is a medium for capturing, interpreting, and creating
our experiences, i.e., not only verbalized representations of our experiences but
also their contextual information (awareness, common sense, atmosphere). I will
show our previous and ongoing projects as follows:

– Building a context-aware mobile assistant for guiding museum visitors and
facilitating communications among the users by casual chats between the
users’ guide characters and comic-like diaries based on their visiting records;

– Collaborative capturing and interpretation of experiences like conversations,
staying together, and gazing something by ubiquitous and wearable sensors;
and

– Supporting systems of casual communications by facilitating to share photos
and comments among community members.

Personalized demosPersonalized demos
AgentSalonAgentSalon

PalmGuidePalmGuide andand

Information kioskInformation kiosk

OffOff--site servicessite services
Internet

Other events, museum, Other events, museum, 

town informationtown information
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C. Conati, K. McCoy, and G. Paliouras (Eds.): UM 2007, LNAI 4511, pp. 3–4, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



4 Y. Sumi

Sharing photos 
and memos via 
wireless 
connection

USB camera for taking photos

Writing memos 
and annotations 
with pen interface

Thumbnails of photos

Written memos

Another user

Another user



C. Conati, K. McCoy, and G. Paliouras (Eds.): UM 2007, LNAI 4511, pp. 5–6, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Intelligent Assistive Technology:  
The Present and the Future  

Martha E. Pollack 

Computer Science and Engineering, University of Michigan, Ann Arbor, MI 48109 USA  
pollackm@eecs.umich.edu 

Abstract. Recent advances in two areas of computer science—wireless sensor 
networks and AI inference strategies—have made it possible to envision a wide 
range of technologies that can improve the lives of people with physical, 
cognitive, and/or psycho-social impairments. To be effective, these systems 
must perform extensive user modeling in order to adapt to the changing needs 
and capabilities of their users. This invited talk provides a survey of current 
projects aimed at the development of intelligent assistive technology and 
describes further design challenges and opportunities.   

Keywords: Assistive technology. 

1   Intelligent Assistive Technology 

The world’s population is rapidly aging: by 2050, the percentage of people worldwide 
over the age of 60 is expected to double (to 21.4%), and the percentage of those over 
the age of 85 will quadruple (to 4.2%) [1]. While many adults will remain healthy and 
active for their whole lives, older adults have higher rates of disabilities—physical, 
cognitive, and/or psycho-social—than do younger people. There has thus been 
growing interest in developing assistive technology that can help older adults and 
others with impairments to remain more autonomous for longer periods of time.  
Recent advances in two areas of computer science—wireless sensor networks and AI 
inference strategies—have been particularly important in the development of such 
technology. This talk surveys intelligent assistive technology, focusing on technology 
targeted to people with cognitive impairment. Such systems must perform extensive 
user modeling to adapt to their users’ changing needs and abilities, and the hope is 
that UM researchers will be interested in contributing to their design. 

In general, current assistive technology for cognition (ATC) has three main goals:  
providing assurance to a user and her caregiver of her safety and well-being; helping 
a user compensate for her impairment; and/or providing continual assessment of a 
user’s level of functioning. To achieve these goals, most ATC systems use sensors to 
monitor a user and obtain information about her location, level of activity, 
performance of daily activities, etc. Because the information provided by such sensors 
is noisy, methods of reasoning under uncertainty, such as Hidden Markov Models or 
Dynamic Bayes Nets are employed to interpret the sensor data.  Examples of this 
work include [2,3,4].      
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Sensed information can be used in assurance systems, to provide alerts when 
deviations from normal patterns of activity are detected (e.g., [5]),  or it can be subject 
to further analysis and inference within compensation or assessment systems. The 
former assist people in navigating, managing a daily schedule, completing multi-step 
tasks, locating objects, and so on.  Examples include Autominder [6], which uses AI 
planning technology to track the activities that a user is expected to perform, and then 
uses machine learning to induce strategies for interacting with a user when the 
expected activities have not been performed on time, and Coach [7], which models 
plan-tracking and reminding as a Markov Decision Process. Less work has been done 
to date on assessment systems, but an interesting example uses variations in walking 
speed as an early indicator of potential cognitive decline [8]. 

Obviously, this is just an extremely brief introduction, highlighting a handful of 
systems as illustration of ATC.  More complete surveys can be found in [9,10]. 
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Abstract. Information graphics, such as bar charts and line graphs,
that appear in popular media generally have a message that they are
intended to convey. We have developed a novel plan inference system
that uses evidence in the form of communicative signals from the graphic
to recognize the graphic designer’s intended message. We contend that
plan inference research would benefit from examining how each of its
evidence sources impacts the system’s success. This paper presents such
an evidence analysis for the communicative signals that are captured in
our plan inference system, and the paper shows how the results of this
evidence analysis are informing our research on plan recognition and
application systems.

1 Introduction

Plan recognition systems develop a model of an agent’s plans and goals by an-
alyzing the agent’s actions. We contend that plan recognition research and its
applications would be strengthened by focusing not only on the success of the
overall system but also on the impact of the different evidence sources on the
system’s ability to form a correct hypothesis. This paper describes a novel use of
plan recognition — namely, to hypothesize the intended message of an informa-
tion graphic. The paper presents an analysis of the impact of different commu-
nicative signals on the system’s success, and it discusses how our research has
benefited from this evidence analysis.

Section 2 introduces plan recognition from information graphics. Section 3
presents our Bayesian model of plan recognition, with emphasis on the cues
available to a graphic designer. Section 4 presents an analysis of the various types
of cues on the system’s recognition of a graphic’s message; Section 5 discusses
the impact of this evidence analysis on our work and argues that other plan
recognition research would benefit from evaluating the contributions of their
various evidence sources.

� This material is based upon work supported by the National Science Foundation
under Grant No. IIS-0534948.
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Fig. 1. Two Graphics from Business Week

2 Plan Inference and Information Graphics

Our research is concerned with information graphics (non-pictorial graphs such
as bar charts and line graphs). Most information graphics that appear in popular
media such as magazines, newspapers, and formal reports, have a message that
they are intended to convey. Consider for example the information graphics
displayed in Figure 1. The intended message of the left graphic is ostensibly
that CBS ranks fourth in terms of the average price of Ad compared with NBC,
ABC, FOX, and WB, and the intended message of the right graphic is ostensibly
that consumer revolving credit grew in Jan ’99 in contrast with the previously
decreasing trend from July ’97 to July ’98.

We have developed a novel application of plan inference techniques to in-
formation graphics. In the context of our work, the designer of the graphic is
treated as the user whose plan is being modeled, and plan inference hypothe-
sizes this plan that the graphic designer intends for the viewer of the graphic
to infer in recognizing the intended message of the graphic. This correlates with
plan inference in language understanding, where the speaker intends for the lis-
tener to infer the speaker’s plan and thereby recognize the intended meaning
of the speaker’s utterance. And as with language understanding, identifying the
intended message of an information graphic will enable our system to exhibit
behavior appropriate to the recognized message.

3 Bayesian Plan Recognition from Information Graphics

We have designed a Bayesian system for inferring the plan that the graphic
designer intends for the viewer to pursue in recognizing the graphic’s message
which is captured by the plan’s top-level communicative goal. Although we be-
lieve that our methodology is extendible to other kinds of information graphics,
our implemented system currently handles only simple bar charts such as the
ones shown in Figure 1. Input to our plan inference system is an xml represen-
tation of a graphic, produced by a computer vision module[1] that specifies the
graph’s axes, the individual bars (including their heights, labels, color, etc.), and
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Fig. 2. A Sample Operator and its Associated Piece of Network Structure

the graph’s caption. The plan inference system outputs a logical representation
of the intended message of the graphic which is then realized in English.

3.1 Constructing the Network

The top level of our Bayesian network captures the twelve categories of commu-
nicative goals (or categories of messages) that we identified for simple bar charts,
such as getting the rank of an entity, comparing two entities, contrasting a point
with a trend, etc. As with previous plan recognition work[2], we use operators to
decompose high-level goals into a set of subgoals; since we are working with in-
formation graphics, subgoals eventually decompose into perceptual or cognitive
tasks[3], where a perceptual task is one that can be performed by viewing the
graphic (such as determining which of two bars is taller in a bar chart) and a
cognitive task is one that requires a mental computation (such as interpolating
between two values). The operators determine the structure of the Bayesian net-
work, in that the subgoals in an operator become children of their goal node in
the Bayesian network. Figure 2 displays a plan operator for getting the rank of a
bar given its label and the piece of network structure derived from it. However,
memory limitations restrict the size of the network. Our solution is to start
with only the ten easiest perceptual tasks as identified by our effort estimation
rules[4] (limited to one instantiation per task type) and with perceptual tasks
whose parameters are salient entities (such as a bar that is colored differently
from other bars, as in Figure 1). The network is then built by both 1) chain-
ing backwards from these primitive perceptual tasks to higher-level goals, and
2) chaining forwards from each newly entered node to primitive tasks.

3.2 Evidence Nodes

Bayesian networks need evidence for guiding the construction of a hypothesis.
We have identified eight kinds of communicative signals that can appear in
information graphics: effort, highlighting, annotation, most-recent-date, salient-
height, noun-matching-bar-label, verb, and adjective.

The AutoBrief project was concerned with generating information graphics[3].
We have adopted their hypothesis that the graphic designer constructs a graphic
that makes intended tasks as easy as possible. Thus the relative difficulty of
different perceptual tasks serves as a communicative signal about which tasks the
viewer was intended to perform in deciphering the graphic’s intended message.
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For example, identifying the taller of two bars in a bar chart will be much
easier if the bars are adjacent and significantly different in height than if they
are widely separated and only slightly different in height. We constructed a
set of effort estimation rules for estimating the effort involved in performing
different perceptual tasks on simple bar charts. These rules have been validated
by eyetracking experiments and are presented in [4].

Coloring one bar differently from other bars in the bar chart, or annotating
it with a special mark, draws attention to the bar and provides highlighting or
annotation evidence. The presence of a bar associated most closely (via its label)
with the date of the publication is used as most-recent-date evidence, since we
hypothesize that it is mutually believed that the viewer will notice events that
are current. A bar that is significantly taller than other bars “stands out” in
the graphic, and provides salient-height evidence. The presence of a noun in the
caption that matches the label of a bar in the graphic is a communicative signal
that the referenced entity is important to the graphic designer’s message.

Nodes capturing these six types of evidence are attached to each primitive
perceptual task in the network, since effort evidence captures the difficulty of a
perceptual task and the other five kinds of evidence capture the presence/absence
of some feature of a bar serving as a parameter of the perceptual task.

The presence of certain verbs (such as lag or rise) and adjectives (such as
more or largest) in the caption can signal the category of the intended message,
such as conveying the rank of an entity or conveying a rising trend. (Adjectives
derived from verbs, such as rising, are treated as verbs.) We use a part-of-speech
tagger and a stemmer to identify the presence of one of our identified verb or
adjective classes in the caption; nodes capturing this evidence are attached to the
top-level node in the network since they suggest a general category of message.

3.3 Implementation

The conditional probability tables in our Bayesian network are obtained from
our corpus of 110 bar charts. To facilitate leave-one-out cross validation of re-
sults (and also re-training under different sets of evidence, as discussed in the
next section), we automated the construction of a spreadsheet containing the
information needed from each graphic to compute the necessary probabilities.
System performance was measured using leave-one-out cross validation. The sys-
tem’s hypothesis for a graphic was viewed as correct if it matched the intended
message assigned to the graphic by the human annotators and the probability
that the system assigned to the hypothesis exceeded 50%. Overall success was
computed as the average success over the 110 graphics in the corpus.

4 Analyzing How Evidence Impacts Plan Recognition

Research in many areas, including dialogue act tagging[6], emotion recognition
[7], and question answering[8], have analyzed their knowledge sources to iden-
tify to what extent each affects the system’s hypothesis. In many cases, this
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has consisted of examining the features in the resulting decision tree or com-
paring performance results of decision trees constructed from different sets of
features; in the work on question answering by Moldovan et. al., the system is
prevented from accessing various resources such as WordNet, and system perfor-
mance is compared to a baseline system with all resources accessible. However,
in the domain of plan recognition, evaluation has focused on the overall suc-
cess of the system and has given little attention to how much each evidence
source contributes to recognizing the user’s plans and goals. We contend that an
analysis of the impact of the various sources of evidence can inform subsequent
research directed at improving the system and can be used in the development
of applications utilizing plan inference. This section provides an analysis of the
contribution of each of our evidence sources to recognizing the intended mes-
sage of an information graphic, and Section 5 discusses how this analysis has
impacted our subsequent research.

We wanted to evaluate how each kind of evidence impacted system perfor-
mance by 1) examining system performance with only one kind of evidence, and
2) examining the degradation in system performance when a particular kind of
evidence is disabled. It is important to note that disabling an evidence source
means that we effectively remove this kind of evidence node from the network by
eliminating its ability to contribute to the network probabilities. This is different
from recording that the particular cue, such as highlighting, is absent, since the
absence, as well as the presence, of a cue is evidence.

To provide baselines for our experiments, we ran the system first without any
evidence sources enabled and then with all eight evidence sources enabled. Even
without any evidence sources, the system still has certain basic information,
such as the ten easiest perceptual tasks (limited to one instantiation per task
type) from which the Bayesian net is constructed and whether the independent
axis is ordinal (such as consecutive dates, age groups, etc.). The system without
any evidence sources enabled had a success rate of only 6% at identifying the
intended message of a bar chart, while the system with all evidence sources
enabled had a success rate of 79%.

We then ran eight experiments in which only one kind of evidence (such as the
presence/absence of highlighting in a graphic) was enabled, and compared the
improvement in performance with the baseline system with no evidence sources
enabled. Similarly, we ran eight experiments in which one kind of evidence was
disabled, and analyzed the degradation in performance (if any) that resulted
from omission of this evidence source. We used a one-tailed McNemar test for
the significance of changes in related samples[9,5]. McNemar is a non-parametric
test that is appropriate when the samples are related. For our experiments, the
samples are related since one sample is obtained from a baseline system and
the other sample is obtained after some perturbation of the system (by adding
or removing an evidence source). The results of these experiments are shown
in Tables 1 and 2. In Table 1, the hypothesis H1 is that adding the particular
evidence source produces better performance than the system with no evidence;
in Table 2, H1 is that removing an evidence source results in worse performance.
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Table 1. Improvement in Performance with Addition of Evidence Source

Baseline: System Without Any Evidence 6% success rate

SUCCESS McNEMAR p
TYPE OF EVIDENCE ADDED RATE STATISTIC VALUE
Only effort evidence 57% 52.155 .0001

Only current-date evidence 49% 45.021 .0001

Only annotation evidence 35% 29.032 .0001

Only verb evidence 24% 17.053 .0001

Only highlighting evidence 21% 14.063 .0001

Only evidence about salient-height 19% 12.071 .0005

Only evidence about noun-matching-bar-label 18% 9.600 .001

Adjective 14% 6.125 .01

The rightmost column of each table gives the p value — that is, the significance
level at which the null hypothesis is rejected and H1 is accepted.

Table 1 shows that addition of every evidence source produces improved per-
formance that is statistically significant at the .01 level or better. The three
evidence sources producing the largest improvement in performance were effort,
current-date, and annotation. On the other hand, Table 2 shows that noun-
matching-bar-label, effort, and current-date are the only evidence sources whose
removal caused degradation in performance that was statistically significant at
the .01 level or better.1 Moreover, the degradation in performance was much less
than the contribution of each of these evidence sources when they are the only
source used. Thus it is clear that the evidence sources compensate for one an-
other: when one source of evidence is disabled, cues from other sources generally
provide evidence that still enables recognition of the intended message.

We will discuss the effort and noun-matching-bar-label evidence sources since
their removal has the greatest impact on system performance. Effort both has
the greatest impact on system performance when it is the only source of evidence
and results in major degradation in performance when it is removed. Although
we did not expect this, in retrospect it is not surprising since effort evidence
reflects how the organization of data in the graphic facilitates different perceptual
tasks; thus it affects the message of every graphic whereas other signals, such as
highlighting, only occur in some graphs. However, effort by itself is insufficient for
recognizing some kinds of messages, such as that a graph is conveying the rank
of a particular bar. (The rules for estimating effort do not take salience into
account; thus a bar being highlighted does not affect the effort computation,
but the highlighting is captured by the highlighting evidence node.) We also find
that, when effort is the only evidence source, the average probability attached
to the correct hypotheses is 70% whereas the average probability assigned to
hypotheses about these same graphs with all evidence is 98%. Thus we conclude
that although effort has a strong impact on system performance, not only is it

1 Note that disabling the adjective evidence source improved performance, although
this change was not statistically significant.



Exploiting Evidence Analysis in Plan Recognition 13

Table 2. Degradation in Performance with Omission of Evidence Source

Baseline: System With All Evidence 79% success rate

SUCCESS McNEMAR p
TYPE OF EVIDENCE OMITTED RATE STATISTIC VALUE
Noun-matching-bar-label evidence 70% 8.100 .005

Effort evidence 71% 5.818 .01

Current-date evidence 72% 6.1252 .01

Highlighting evidence 74% 3.125 .05

Salient-height evidence 74% 3.125 .05

Annotation evidence 75% 2.250 ∗
Verb evidence 78% 0.500 ∗
Adjective evidence 81% 0.500 ∗

* Not statistically significant

insufficient by itself for recognizing certain categories of intention but it results
in less confidence assigned to the correct hypotheses that it does produce.

Noun-matching-bar-label is another evidence source whose omission results
in large degradation in system performance. We examined the graphs whose
captions contained a noun matching a bar label and whose intended message
was correctly identified using all evidence. Without noun-matching-bar-label ev-
idence, the system failed to identify the correct message when there was no
other evidence that made the bar salient, such as highlighting of the bar or the
bar being significantly taller than other bars. However, in ten graphs, such addi-
tional evidence enabled the system to recognize the intended message even when
noun-matching bar-label evidence was disabled. Thus we see that the absence of
noun-matching-bar-label evidence degrades system performance, but this degra-
dation is sometimes alleviated by the presence of other compensating evidence.

5 Lessons Learned

We contend that research on plan recognition and its use in adaptive systems
would benefit from examining the impact of the individual evidence sources on
the system’s performance. In this section, we support this contention by showing
how our evidence analysis has informed our research.

5.1 Applications of Plan Recognition from Information Graphics

We are applying plan inference from information graphics to several projects.
In the area of digital libraries, the graphic’s intended message will be used as
the basis for the graphic’s summarization, indexing, and retrieval; furthermore,
2 The McNemar statistic is based on 1) the number correct by System-1 and wrong by

System-2, and 2) the number wrong by System-1 and correct by System-2. Thus al-
though a greater difference in success rates usually correlates with greater statistical
significance, this is not always the case.
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the graphic’s summary will be integrated into an overall summary of the mul-
timodal document. In the area of assistive technology, we have built a system,
SIGHT, that infers the graphic’s intended message and conveys it via speech
to individuals with sight-impairments. A third project is a graph design assis-
tant that will compare the message inferred for a graphic with the designer’s
intentions and help the designer improve the graphic so that it better conveys
his desired message. And lastly, we are investigating a system for tutoring in-
dividuals with disabilities in the analysis, understanding, and construction of
information graphics.

5.2 Implications of Evidence Analysis for Plan Recognition

Recognizing a graphic’s intended message is an integral part of each of our
projects; consequently, improving our system’s success at plan recognition and
extending our methodology to more complex graphics, such as grouped bar
charts, is important. Effort evidence requires the construction of effort estimation
rules and their validation via eyetracking experiments with human subjects; thus
it requires substantial research, particularly in the case of grouped bar charts
since there is little prior work by cognitive psychologists to draw on. Contrary to
our expectations prior to our evidence analysis, effort evidence has the strongest
overall impact on system performance, (in terms of its contribution when it is
the only evidence source and the degradation in system performance when ef-
fort evidence is disabled). Thus our evidence analysis has caused us to give high
priority to devising very good effort estimates for complex graphics.

Disabling noun-matching-bar-label evidence also had a major impact on sys-
tem performance. This suggested that we examine our graphics to determine
whether any similar forms of evidence were overlooked in our implementation.
We found that mutual beliefs by the graphic designer and the intended viewer
about implicitly salient entities seems to play a role in the intended message of a
graphic. These implicitly salient entities are a function of the intended audience
of a publication. For example, Canadian Business is directed toward Canadi-
ans. Thus, implicitly salient entities are those associated with Canada, such as
Canada, Toronto, any Canadian company, etc. We hypothesize that if only one
bar in a bar chart is labelled with an implicitly salient entity, this salience is sim-
ilar to mentioning the bar’s label in the caption. This conjecture is supported by
an analysis of the accompanying articles of such graphics, where it is clear from
the article that the graphic designer intended that the implicitly salient entity
play a major role in the graphic’s message. Thus we are adding such implicitly
salient entities as a new evidence source.

We expected verb evidence to be a major factor in system success, and had
begun to study WordNet similarity metrics that might improve system perfor-
mance by identifying when new verbs in captions were related to our identified
verb classes. However, our evidence analysis (particularly Table 2) suggests that
additional verb evidence will not have much of an impact on system performance.
Upon reviewing our graphics, we found that there is too much contradictory evi-
dence provided by verbs; for example, the caption on a recent graphic conveying
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a rising trend in revenue from water parks was entitled Slip Slidin’ Away — the
verb slide would be most associated with falling trends and thus hamper recog-
nition of the graphic’s intended message. Thus our evidence analysis has led us
to conclude that additional work on verb evidence would not be a productive
use of research resources.

Our evidence analysis also motivated an addition to our system’s message
categories. When we gave our system a new bar chart containing a large number
of bars and with the bar for Canada highlighted, it failed to infer that the graph
was conveying the rank of Canada. Since our evidence analysis indicated that
effort evidence has the strongest impact on system performance, we looked at
the effort estimates for the perceptual tasks involved in the plan for the Get-rank
message, and we found that identifying the exact rank (14th) of Canada required
considerable effort given the large number of bars. Upon further reflection and
discussion with viewers of the graphic, we realized that the graphic was not
conveying the exact rank of Canada, but rather its relative rank (low, middle,
high); estimating relative rank is a much easier perceptual task than computing
exact rank. Thus we are adding Get-relative-rank as a new message category.

5.3 Exploiting Evidence Analysis in Applications

In addition to influencing plan inference research, evidence analysis can guide
application projects by suggesting which sources of evidence will be most useful.
Our graph design assistant will use the results of the evidence analysis to sug-
gest ways in which a graphic might be improved so that it better conveys the
designer’s intended message. Evidence that has the strongest impact on plan
inference, both overall (such as effort evidence) and with respect to the spe-
cific desired message category, will be considered first in deciding how the graph
might be improved.

Our graph retrieval system for digital libraries will respond to requests for
a particular kind of graphic. If the library does not contain a graphic whose
intended message matches the request, we anticipate using the relative contri-
bution of the different evidence sources to rank other graphics from which the
desired information can be inferred. For example, suppose that the system is
unable to satisfy a request for a graphic whose intended message is the rank
of the CBS network in terms of revenue, but the system does have two alter-
native graphs from which the desired information could be inferred: 1) a graph
conveying the rank of the NBC network (with the bar for NBC highlighted and
the bar for CBS not distinguished in any way), and 2) a graph with the bars
for network revenue ordered alphabetically by network rather than ordered by
bar height. Since highlighting a bar has less impact on plan inference than does
perceptual effort, the first alternative would be ranked higher than the second.
Furthermore, the ranking of the different evidence sources will be used to explain
why this graphic was selected.

Our SIGHT system provides blind individuals with access to information
graphics by conveying the graphic’s intended message via speech. The system
should be able to justify its inferred message upon request, rather than forcing a
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blind individual to accept without question what the system has produced. The
results of our evidence analysis will affect which evidence sources are considered
first in constructing the justification. And lastly, our system for tutoring indi-
viduals with learning disabilities will use the results of our evidence analysis to
order the kinds of evidence that students are taught to consider in inferring the
graphic’s message and for teaching students to construct graphs that effectively
convey their desired message.

6 Conclusion

This paper presented our implemented system for extending plan recognition
techniques to inferring the intended message of one kind of information graphic,
simple bar charts. Prior work on plan recognition has focused on the success of
the overall system, without considering the impact of different evidence sources.
We have analyzed the individual evidence sources in our system, both in terms
of their contribution to system performance when they are the only enabled
evidence source and in terms of degradation in system performance when they
are disabled. We contend that the results of such evidence analysis should be
taken into account in further research, and we have shown the impact that our
evidence analysis has had (and is having) on our plan inference in the domain
of information graphics and on our application projects.
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Abstract. There has been increasing interest in using games for education, but 
little investigation of how to model student learning within games [cf. 6]. We 
investigate how existing techniques for modeling the acquisition of fluent skill 
can be adapted to the context of an educational action game, Zombie Division. 
We discuss why this adaptation is necessarily different for educational action 
games than for other types of games, such as turn-based games. We 
demonstrate that gain in accuracy over time is straightforward to model using 
exponential learning curves, but that models of gain in speed over time must 
also take gameplay learning into account. 

1   Introduction  

Over the last decades, a number of very effective techniques have been developed for 
modeling student learning within interactive learning environments. Bayesian 
Knowledge-Tracing [3] and Bayes Nets [6] have proven to be very effective at 
modeling student knowledge at a specific point in time. Another technique, empirical 
learning curves [cf. 1,5] have proven successful for assessing students’ gains in both 
accuracy and speed over time, as they use a learning environment.  

These techniques have been generally very successful at modeling knowledge and 
learning within the environments where they have been used, and have contributed to 
making these environments more educationally effective. However, there are many 
types of environments where these techniques are underused – in particular 
educational games [6]. Almost since the advent of the personal computer, educational 
games have been an important part of many students’ educational experiences. It has 
been hypothesized by many researchers that games have the potential to make 
education more fun, and to improve student learning by improving student 
engagement [cf. 7]. Yet the development of educational games has generally not 
benefited from the analytical tools that have been used to study and improve the 
educational effectiveness of other types of learning environments, such as intelligent 
tutoring systems [cf. 1,2,3,5]. 

One important and popular type of educational game is the educational action 
game. Educational action games incorporate educational material into fast-paced 
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game environments where the student must respond quickly to continual challenges. 
Unlike many other forms of interactive learning environments, and turn-based 
educational games (studied in [6]), educational action games offer little time for 
reflection, at least during main gameplay.  Because educational action games do not 
offer time for reflection, it has been suggested that they are more appropriate for 
building skill fluency (i.e. speed and accuracy at exercising a skill) than for the 
acquisition of new and complex concepts [cf. 9].  

In intelligent tutoring systems, empirical learning curves have been found to be an 
appropriate method for assessing gain in speed and accuracy [cf. 1,2,5]. Two 
challenges will need to be surmounted, however, in order to use exponential learning 
curves for fluency assessment in educational action games. 

The first challenge is that the relationship between performance and knowledge is 
more complex in games than tutors. Unlike tutors, educational games generally do not 
attempt to explicitly make student thinking visible and communicate domain goal 
structure [cf. 1], design goals which result in environments where it is comparatively 
easy to assess student knowledge. However, Manske and Conati [6] have successfully 
developed Bayes Nets which can make appropriate assessments of knowledge in turn-
based educational games. In this paper, we will discuss what additional challenges to 
assessing knowledge are present within educational action games. 

A second challenge, particularly important within educational action games, is that 
some portion of students’ gain in speed is likely due to learning how to play the game, 
rather than domain learning. In this paper, we will investigate how gameplay learning 
affects our ability to assess the development of fluent skill. 

Within this paper, we will investigate how these challenges can be addressed, so 
that student fluency gain can be accurately modeled within an educational action 
game, Zombie Division.  

1.1   Zombie Division 

Zombie Division, shown in Figure 1, is an educational game designed to help 
elementary school students learn about division [cf. 4].  Zombie Division is at its core 
a third-person action game, though it also has adventure-game elements.  

Within Zombie Division, the player is a hero from Ancient Greece, who must 
defeat skeletal enemies in hand-to-hand combat in order to progress. Each skeleton 
has a number on its chest. The player has a set of weapons, each of which corresponds 
to a divisor number. Each weapon is linked to a key on the keyboard – the 2 weapon 
is used by pressing the “F2” key, the 3 weapon is used by pressing the “F3” key, and 
so on. If the player attacks (attempts to divide) a skeleton by a number which divides 
that skeleton’s number (i.e. skeleton modulus weapon = 0), the skeleton dies.  If the 
player attacks (attempts to divide) a skeleton using a number which is not a divisor of 
the skeleton’s number, the skeleton counter-attacks, causing the player to lose health.  

As the player proceeds from level to level of the game, his or her weapons (set of 
potential divisors) change, requiring the player to use different divisors to divide the 
same skeleton at different times (for example, needing to use 2 or 4 on different levels 
to divide a 32 skeleton). Some skeletons are not divisible by any of the student’s 
weapons and must be avoided. The mathematical skills involved in Zombie Division 
(and which a student will hopefully know more about after playing Zombie Division) 
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are, therefore, being able to determine whether a number is divisible by 2 (e.g. even), 
3, or 5, and being able to determine whether a number is divisible by 4, 6, 8, or 10 
when small divisors are not available. 

Beyond the mathematical features of the gameplay, there are also aspects to the 
game which are included purely to support enjoyable and challenging gameplay: 
some skeletons move from place to place, other skeletons hold special keys that 
enable the student to move on to new game regions, some skeletons pursue the 
student, and some skeletons (increasingly on higher levels) attack spontaneously if the 
player delays. Hence, Zombie Division is designed for the joint purposes of teaching 
mathematics and providing the student with a fun experience. 

Later in the paper, we will also discuss data from an alternate (“extrinsic”) version 
of Zombie Division. In the “intrinsic” version discussed above, the mathematical 
content of Zombie Division is integrated into the gameplay. The “extrinsic” version, 
has the same mathematical content and the same gameplay, but these two components 
of the student’s experience are separated. Mathematical problems are given at the 
completion of each game level, and the student plays a game which is identical to the 
intrinsic version of the game described above, but where the mathematical content has 
been removed. The same keys on the keyboard are used to kill skeletons, but no 
divisors are associated with those keys. Instead of having numbers on their chests, the 
skeletons have pictures of the weapons that can kill them. The student encounters 
exactly the same skeletons at the same times and locations in each version of Zombie 
Division; the only difference is the conceptual meaning of the key the student must 
press to kill each skeleton. 

In this paper, we will focus predominantly on studying learning and gameplay in 
the intrinsic condition of Zombie Division, where these two components are mixed 
(as in most educational action games) – however, we will in some cases consider 
evidence from the extrinsic condition in order to better understand the pattern of 
student performance in the intrinsic condition. 

 

Fig. 1. Zombie Division (intrinsic version) 
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The data we will discuss is drawn from four classes in a large primary school in a 
low-income area on the outskirts of a medium-size city in northern England. The 
school has an average number of students with special educational needs, but with 
significantly below-average scores on national assessments. 17 students used the 
intrinsic condition of Zombie Division; 18 students used the extrinsic condition of 
Zombie Division – two additional students were removed from each condition for 
missing the post-test. Each student used Zombie Division for 135 total minutes of 
class-time, across 6 class days spread across 4 weeks. Log files were used to distill 
measures of students’ learning and performance as they used Zombie Division.  

2   Accuracy-Based Models of Student Learning Within Zombie 
Division 

In this section, we will study how to adapt empirical learning curves [cf. 1,2,5] to the 
context of Zombie Division in order to study students’ gain in accuracy over time.  

2.1   Mapping Game Actions to Evidence on Learning 

In order to plot learning curves, we need to map the student actions and their 
consequences within Zombie Division to a conceptual framework which allows us to 
define opportunities to practice a mathematical skill and whether a student has 
correctly demonstrated the skill or not. Such a conceptual framework has been created 
for intelligent tutoring systems [1] and, more recently, for turn-based educational 
games [6]. 

One challenge that does not occur in intelligent tutoring systems and is 
substantially less common in turn-based educational games is that not all “errors” 
from the perspective of the game give evidence about the student’s mathematical 
skill. For example, if a student walks into a skeleton and does not attack, the skeleton 
attacks the student and the student loses health; though this is an error in gameplay 
(and results in negative consequences within the game), it gives little evidence on the 
student’s mathematical knowledge.  

However, many events within the game do give information on the student’s 
mathematical knowledge. Attacking a skeleton and killing it (for example, using the 
“2” weapon to divide a “26” skeleton), is evidence that the student knows how to 
determine whether a number is divisible by 2. Correspondingly, unsuccessfully 
attacking a specific skeleton (for example, trying to use the “2” weapon to divide a 
“15” skeleton), is evidence that the student does not know how to determine whether 
a number is divisible by 2. In addition, avoiding certain actions may also give 
information about the student’s knowledge. If a student flees from a skeleton (defined 
as leaving the room the skeleton is in) which he/she could not have killed (the student 
has “2”, “3”, and “5” weapons but the skeleton is “49”), there is evidence that the 
student knows how to determine if a number is divisible by 2,3, and 5; if a student 
flees from a skeleton which he/she could have killed, on the other hand (the student 
has a “2” weapon and flees from a “16” skeleton), there is evidence that the student 
does not know how to determine if a number is divisible by 2.  
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In the analyses that follow, we consider any given skeleton as a single opportunity 
for a student to demonstrate a skill [cf. 3]: multiple attempts to kill a skeleton with 
different weapons may indicate process of elimination rather than mathematical 
knowledge.  

2.2   Details of Analysis  

In the analyses that will follow, we focus on four mathematical skills: the student’s 
ability to determine if a number is divisible by 2, 3, 4, and 5. 2, 3, and 5 are all prime 
numbers, introduced as weapons/divisors early in the game, and are thus reasonably 
straightforward to analyze. 10 is also introduced as a weapon/divisor early in the 
game, but 10 is co-present with 2 or 5 in all early opportunities to use 10. This creates 
considerable risk of bias: with both 2 and 10 available, a student having difficulty 
deciding if an even number was divisible by 10 can automatically revert to using 2 – 
hence, a number of situations where the student did not know how to divide by 10 
could be missed during analysis. 4, on the other hand, is introduced as a 
weapon/divisor later in the game, when 2 has been removed as a weapon/divisor. 
Hence, students’ ability to determining if a number is divisible by 4 is not occluded 
by the presence of 2. 6, 8, and 9 also occur in the game as divisors, but only on later 
levels and thus with insufficient frequency to analyze. 

Since time was controlled in this study, some students are able to complete more of 
Zombie Division than others. Hence, some students will encounter more skeletons 
than others. Since students who get further in Zombie Division and encounter more 
skeletons are likely to be better at mathematics, it would introduce bias to use all data 
from all student actions in our analyses. Hence, we set a cut-off, and do not analyze 
opportunities to practice a mathematical skill which were reached by less than half of 
the students (in practice, this gives us from 50 actions per student for the divisible-by-
2 skill, to 19 actions per student for the divisible-by-4 skill).  

2.3   Results 

Graphs showing students’ accuracy over time at using some of the mathematical skills 
needed to play Zombie Division are shown in Figure 2. Each of these graphs shows 
the average performance at each opportunity to practice each skill, with the best-
fitting exponential curve overlaid on each graph. An exponential learning curve will 
fit the data if students have a fairly high error rate at the beginning, improve fairly 
rapidly, and show slowing improvement over time. 

The skill of determining whether a number is divisible by 2, shown in the top-left 
graph of Figure 2, appears to fit this pattern very well. The best-fitting exponential 
function to this data achieves a very healthy r2 of 0.52. The skill of determining 
whether a number is divisible by 5, shown in the top-right graph of Figure 2, also 
appears to fit this pattern very well. The best-fitting exponential function to this data 
achieves a respectable r2 of 0.32. The skill of determining whether a number is 
divisible by 4, shown in the bottom-right graph of Figure 2, also appears to fit this 
pattern, though the best-fitting exponential function to this data achieves a relatively 
low r2 of 0.09. At first glance, it appears that the leap in difficulty at the seventh 
opportunity to divide by 4 may indicate that two different skills are being combined 
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together. However, many skeletons can be killed by multiple weapons and students 
often encounter skeletons in different orders, so it is not immediately possible to 
interpret a spike in difficulty as a second skill being encountered, unlike in learning 
curve analyses of intelligent tutors [cf. 1]. In fact, that point represents 12 different 
skeletons encountered by 19 students, with no two errors made on the same skeleton.  

The skill of determining whether a number is divisible by 3, shown in the bottom-
left graph of Figure 2, does not appear to fit an exponential curve. The best-fitting 
exponential function to this data achieves an r2 under 0.01, and even points in the 
wrong direction, going very slightly up over time. This suggests that students are 
having more difficulty determining if a number is divisible by 3 than if a number is 
divisible by 2,4, and 5 – interestingly, division by 3 had not yet been discussed in 
class before the students used Zombie Division, whereas the other divisors had been. 
This serves as a valuable reminder that fluency-building learning environments will 
probably be most effective if used after appropriate conceptual instruction.  
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Fig. 2. Students’ change in percent correct over time, for specific mathematical skills 

3   Time-Based Learning Models of Student Learning Within 
Zombie Division 

In this section, we investigate whether students learn to use mathematical skills with 
greater speed during the time they use Zombie Division, again using empirical 
learning curves. Empirical learning curves have been used successfully to model gain 
in speed in intelligent tutoring systems [cf. 1,5]. However, the relationship between 
speed and learning is different in educational action games than in intelligent tutors. 
Intelligent tutors generally involve interface actions which are common to most 
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computer applications (such as clicking on a blank and typing a number, or pointing 
and clicking). It is reasonable to assume that most students will have experience 
applying these basic interface skills; and therefore most of the speed gains a student 
has while using an intelligent tutor should involve the relevant domain skills, not 
gains in speed in interacting with the user interface. 

By contrast, an educational action game like Zombie Division involves several 
novel interface skills which must be learned, such as how to move the correct distance 
away from a skeleton, and how to use each divisor. While many students will have 
had considerable prior gaming experience, Zombie Division’s gameplay will be 
subtly different from games students have played in the past (for example: how much 
movement is obtained by pressing a movement key, and which keys correspond to 
different divisors). Therefore, some of each student’s speed gains while using Zombie 
Division may be attributable to learning gameplay skills instead of domain skills.  

In this section, we will first present an analysis which ignores interface and 
gameplay learning. We will then explicitly account for interface and gameplay 
learning, and show how accounting for gameplay learning affects the results. 

3.1   Details of Analysis 

In the analyses which follow, we will consider only a subset of actions within Zombie 
Division. Specifically, we will analyze the time a student takes to attack a skeleton 
with an appropriate weapon, on their first attempt to respond to that skeleton. We 
eliminate errors (attacking with the wrong number) from consideration, since these 
actions will not be representative of the student’s gain in efficiency at using correct 
knowledge over time. We also eliminate second and subsequent attempts to respond 
to a skeleton, since they are likely to involve error-correction instead of simply 
exercising a known skill. Finally, we eliminate fleeing actions from consideration, 
since the amount of time required to flee may be governed primarily by the size of the 
room and presence of other skeletons in the room. 

In addition, as in the previous section, we do not analyze opportunities to practice a 
mathematical skill which were reached by less than half of the students. For brevity, 
we will focus on the skill of determining whether a number is divisible by 2; however, 
the pattern we will show in this section is the same pattern as is found when the skills 
of dividing by 4 and 5 are analyzed.  

3.2   Results  

A graph showing students’ accuracy over time at determining whether a number is 
divisible by 2 is shown on the left of Figure 3. This graph shows the average time 
taken at each opportunity to practice each skill, with the best-fitting exponential curve 
overlaid. An exponential learning curve will fit the data if students work fairly slowly 
at the beginning, improve fairly rapidly, and show slowing improvement over time. 

The skill of determining whether a number is divisible by 2, shown in the left 
graph of Figure 3, appears to fit this pattern very well. The best-fitting exponential 
function to this data achieves a reasonably high r2 of 0.23. Hence, using this approach 
suggests that students are getting faster at dividing by 2 over time, and therefore that 
they are gaining fluency in this skill.  

However, it is not clear from this approach whether the students’ gain in fluency is a 
gain in fluency with mathematics or a gain in fluency at playing Zombie Division. In 
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many cases, this distinction would be difficult to tease apart. However, in this case, 
data from the extrinsic condition can be used. As discussed earlier, the two conditions 
have identical gameplay but in the extrinsic condition the mathematics is given 
separately. The extrinsic condition data can therefore be used to determine how much 
of the speed-up seen in the intrinsic condition is explained by gameplay learning, and 
therefore how much domain learning occurred. This will in turn give evidence on the 
appropriateness of computing time learning curves which do not account for gameplay. 

A graph showing students’ accuracy over time at killing the skeletons using F2 in 
the extrinsic condition (equivalent to dividing by 2 in the intrinsic condition) is shown 
on the right of Figure 3. This graph shows the average time at each opportunity to 
practice each skill, with the best-fitting exponential curve overlaid. The best-fitting 
exponential function to this data achieves only a modest r2 of 0.05, but interestingly, 
the best-fitting functions have a fairly similar appearance between conditions. 

We can now use this gameplay-only curve to calculate whether there is 
mathematics learning occurring in the intrinsic condition. If there is both gameplay 
and mathematics learning in the intrinsic condition, the learning curve in the intrin- 
sic condition should actually be a composite of two curves: a gameplay learning 
curve, and a mathematics learning curve. The gameplay learning curve derived in the  
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Fig. 3. Students’ change in speed at exercising a skill over time 
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Fig. 4. Students’ mathematics learning in the intrinsic condition, with gameplay factored out. 
The graph on the left includes the first point in curve calculation; the graph on the right omits 
that point. 
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extrinsic condition should be a reasonably accurate estimate of the gameplay learning 
curve in the intrinsic condition, since gameplay is identical across conditions. Hence, 
we subtract the extrinsic gameplay learning curve from the data in the intrinsic 
condition. If the resultant points still fit an exponential learning curve, we can be 
certain that mathematics learning actually was occurring in the intrinsic condition. 

The resultant residual data points, and learning curve, are shown on the left side of 
Figure 4. This curve achieves a spectacular r2 of 0.77 – at first glance suggesting that 
considerable domain learning is indeed occurring. However, note that the curve is 
completely flat after the earliest opportunities to practice the skill, and that the first 
point is a major outlier. If we eliminate the first point from consideration when fitting 
the curve, the slope flips around (see the right side of Figure 4), going upwards 
(though with r2 under 0.01). Hence, it appears that non-gameplay learning is occurring 
in the intrinsic condition, but only between the first and second opportunities to 
practice the skill. The additional learning does not appear to be a gain in mathematics 
fluency over time. It may instead be the student learning to apply his or her existing 
mathematical knowledge within Zombie Division.  

Hence, when we look at the overall picture, it does not appear that students are 
gaining fluency, at least in terms of speed, at deciding if a number is divisible by 2, 
while playing Zombie Division. At minimum, if the students are gaining fluency, the 
effect is much smaller and more variable than the effects of gameplay learning. This 
suggests that plotting learning curves of student speed, without taking gameplay into 
account, is not an appropriate way to model fluency gain in educational action games. 

4   Conclusions 

In this paper, we have analyzed two ways of studying student gains in fluency over 
time, within an educational action game: studying gains in accuracy over time, and 
studying gains in speed over time. We have found that studying gains in speed over 
time is not straightforward to do correctly; in particular, different results are obtained, 
depending on whether or not gameplay is explicitly accounted for. Because of this, 
simply computing gain in speed over time, without accounting for gameplay, does not 
appear to be an appropriate way to model learning in educational action games. In the 
absence of a measure of gameplay, an alternate and probably more reliable way to 
assess whether students gain speed at applying a skill is to time students’ responses on 
the pre-test and post-test. 

It does appear, though, that existing methods for modeling gain in accuracy over 
time are appropriate for use in educational action games, with only minor 
modifications. This will make it possible to quickly and effectively determine which 
skills students gain and fail to gain while using an educational action game, solely 
from their behavior within the system. In the case of Zombie Division, we see that 
students successfully gained fluency in determining if a number is divisible by 2,4, or 
5, but that students did not gain fluency in determining if a number is divisible by 3; 
in developing future versions of Zombie Division, we now know that this skill will 
require extra support and scaffolding. Generally, analysis of accuracy learning curves 
has been found to be a useful technique for making formative assessments which can 
be used to drive rapid re-design and improvement of intelligent tutoring systems  
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[cf. 2]. The results presented here suggest that, properly used, this technique will be 
useful for formative assessment in educational action games as well.  
 
Acknowledgements. We would like to thank Jenny Habgood, Lucy Button and 
Lizzie Evans for their assistance in organizing and conducting the studies reported 
here. The work presented in this paper was funded by research fellowships from the 
Learning Sciences Research Institute, at the University of Nottingham.  

References  

1. Anderson, J.R., Conrad, F.G., Corbett, A.T.: Skill Acquisition and the LISP Tutor. 
Cognitive Science 13, 467–505 (1989) 

2. Beck, J.E.: Using learning decomposition to analyze student fluency development. 
Proceedings of the workshop on Educational Data Mining at the 8th International 
Conference on Intelligent Tutoring Systems, pp. 21–28 (2006) 

3. Corbett, A.T., Anderson, J.R.: Knowledge Tracing: Modeling the Acquisition of Procedural 
Knowledge. User Modeling and User-Adapted Interaction 4, 253–278 (1995) 

4. Habgood, M.P.J.: Zombie Division: Intrinsic Integration in Digital Learning Games. In: 
Proceedings of the Human Centered Technology Workshop (2005) 

5. Martin, B., Koedinger, K., Mitrovic, A., Mathan, S.: On Using Learning Curves to Evaluate 
ITS. In: Proceedings of the 12th International Conference on Artificial Intelligence in 
Education (AIED-2005), pp. 419–426 (2005) 

6. Manske, M., Conati, C.: Modeling Learning in Educational Games. In: Proceedings of the 
12th International Conference on Artificial Intelligence in Education (AIED-2005), pp. 
411–418 (2005) 

7. Prensky, M.: Digital game-based learning. Computers in Entertainment 1(1), 1–4 (2003) 
8. Repenning, A., Clayton, L.: Playing a game: the ecology of designing, building, and testing 

games as educational activities. In: Proceedings of ED-MEDIA: World Conference on 
Educational Multimedia, Hypermedia, and Telecommunications (2005) 



C. Conati, K. McCoy, and G. Paliouras (Eds.): UM 2007, LNAI 4511, pp. 27–36, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

A User Modeling Server for Contemporary Adaptive 
Hypermedia: An Evaluation of the Push Approach to 

Evidence Propagation 

Michael Yudelson, Peter Brusilovsky, and Vladimir Zadorozhny 

School of Information Science, University of Pittsburgh 
135 N. Bellefield Ave. Pittsburgh, PA 15232, USA 

mvy3@pitt.edu,{peterb,vladimir}@sis.pitt.edu 

Abstract. Despite the growing popularity of user modeling servers, little 
attention has been paid to optimizing and evaluating the performance of these 
servers. We argue that implementation issues and their influence on server 
performance should become the central focus of the user modeling community, 
since there is a sharply increasing real-life load on user modeling servers, This 
paper focuses on a specific implementation-level aspect of user modeling 
servers – the choice of push or pull approaches to evidence propagation. We 
present a new push-based implementation of our user modeling server 
CUMULATE and compare its performance with the performance of the 
original pull-based CUMULATE server. 

1   Introduction 

User modeling servers are becoming more and more popular in the field of user 
modeling and personalization. The predecessors of the present user modeling servers, 
known as generic user modeling systems [9; 10], were developed to distill the user 
modeling functionality of the user models within adaptive systems and to simplify the 
work of future developers of these systems. Modern Web-based user modeling 
servers [1; 4; 8; 11; 12; 14] added another important function: to serve as a central 
point for user modeling and the provision of information about a user in a distributed 
environment, where several adaptive systems may simultaneously communicate with 
the same server to report or request information about the user.  

Typical usage of a user modeling server follows: an adaptive system interacts with 
the user and sends the results of that interaction to the user modeling server. In some 
cases, the user modeling server simply stores the information provided by the 
adaptive system. For example, the adaptive system can report user age, as provided by 
the user herself, which will be stored by the server for future use. In other cases, the 
user modeling server has to make inferences based on the evidence it receives. 
Typically, inferences are formed when the adaptive system reports some meaningful 
interaction event (i.e., the user just read a specific news article or solved a specific 
educational problem), which is then distilled into meaningful user parameters such as 
user knowledge or interest. The information about the user accumulated by the server 
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can further be requested by various adaptive systems that are also working with this 
user. While the main function of a modeling server is to answer requests about stored 
or derived user parameters (such as age, knowledge, or interests) some modern 
servers such as Personis [8] and CUMULATE [4] are also able to respond to different 
requests about the history of the user’s interactions. 

With an increasing number of adaptive systems accessing the same server and the 
increasing complexity of user model inferences, the performance of a user modeling 
server is becoming an important factor. However, with the exception of the pioneer 
work of Kobsa and Fink [11], the literature on user model servers focuses solely on 
the conceptual architectures and functionality without paying any attention to 
implementation details and real-life performance. We argue that these issues should 
receive more serious attention from the user modeling community. As our experience 
shows, a range of implementation details may dramatically affect the server 
performance. A specific implementation aspect that is discussed in this paper is the 
balance between the push and pull styles of inference that is chosen within user model 
servers. A server with pull inference deduces user parameters (such as knowledge or 
interests) from collected observations “on demand” – i.e., when requested. A server 
with push inference updates user parameters after each reported observation, thus 
keeping them instantly available. While both approaches may be used to implement 
the same conceptual architecture, the choice of approach may determine the ultimate 
productivity of the server, depending on the individually required balance of reports 
and requests to the server. 

Historically, in several kinds of adaptive systems that build a model of user 
knowledge (such as intelligent tutoring systems), event reports are frequent while user 
model requests are rare. For example, after a good number of reported user events, 
created during the process of solving a problem or the exploration of a virtual lab, the 
system comes to a decision point, where information about a user is required, such as 
to choose the next task to solve. Hence, the issue of response delay to read requests 
hasn’t been considered as a critical issue. Read request response time becomes crucial 
when the following conditions are met: 

• user models become more complex, 
• more users start using the adaptive systems more frequently, hence increasing the 

volume of data sent to the user model, and 
• the user model is queried for updated information about the user more often. 

When these three conditions are met, the propagation of evidence starts to cost a lot 
more when it’s done only upon read request as opposed to being done right after the 
arrival of new evidence. 

Recently, we have witnessed the above situation arise in our research. Our pull-
propagation user modeling server CUMULATE [4] was originally able to 
accommodate a small set of adaptive educational activities, which was used by a 
small group of students (20-30 people). Over the years, with the growth of the number 
of adaptive applications, the number of users, and the frequency of their work with 
the system [3] we started to experience noticeable delays when querying user 
parameters. After several semesters, the delays had become unacceptable (up to 5-7 
seconds per each request). We have attempted to introduce a pseudo-optimization to 
reduce the inference load caused by the user model read requests by introducing the 
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concept of query precision. Precision became an additional parameter in a read 
request to the user model. It specified how ‘fresh’ the user model was required to be. 
If the last state of the user model was calculated less than the specified amount of 
time ago, then the current state of the user model was considered acceptable and was 
reported without additional inference. This pseudo-optimization didn’t help. As it 
turned out, each of our adaptive applications demanded ‘fresh’ data from the user 
model after each reported event. For example, QuizGuide and NavEx [5], two 
adaptive hypermedia services, attempted to update the state of link annotation after 
every user action (such as answering a question or accessing an example line of code). 
Since a fresh read of the user model was required after every click of every user, this 
resulted in a large volume of user model requests, which caused unacceptable delays. 
Our analysis of contemporary work on adaptive hypermedia demonstrated that the 
same need to regenerate adaptive annotations after each click is shared by many 
systems which use adaptive link annotation and this caused us to design a new version 
of CUMULATE that can support a large number of users working with contemporary 
adaptive hypermedia. 

Given the increased volume of read requests, we decided that one of the main 
reasons for the original CUMULATE performance problems was the use of pull 
evidence propagation on the implementation level. To resolve these problems we 
developed a new version of our user modeling server – CUMULATE 2 – which 
introduced push evidence propagation. The CUMULATE 2 server was successfully 
used for two semesters and its performance evaluation returned positive results. This 
paper reports our work on CUMULATE 2 and is organized in the following way. 
Section 2 presents the conceptual architecture implemented by both the original 
CUMULATE and CUMLATE 2 user modeling servers. Section 3 provides details 
about the implementation of the evidence propagation in each of these servers. 
Section 4 reports the comparative evaluation of the two servers. Finally, we conclude 
with section 5. 

2   The Conceptual Architecture of a User Modeling Server 

How does a typical user modeling server (UMS) works? It receives reports of the 
user’s activities from external applications (i.e., links the user has followed, pages 
read, questions answered, etc.). From these reported activities, the UMS infers user 
parameters such as knowledge or interests. The inference is typically based on some 
kind of knowledge about how each user action contributes to the change in user 
knowledge, interests, or other parameters. Inference is done using various approaches, 
ranging from simple ad hoc math to Bayesian Networks [6] and ontology reasoning 
[7]. 

A typical approach to connecting actions with user model parameters in 
educational adaptive hypermedia is called ‘indexing.’ Educational content is indexed 
with metadata created beforehand (ontology, taxonomy or flat list) or extracted from 
content itself using machine learning methods. The indexing is done manually by 
teacher or semi-automatically with the help of an intelligent parser. Chunks of domain 
knowledge are referred to as keywords, concepts or topics, depending on the 
granularity and method of extraction. In simple cases, each piece of content is 
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connected to one chunk of domain knowledge. For example, in QuizGuide [3] – a 
system that serves parameterized in the domain of the C- programming language – 
each quiz is assigned to one topic. In other cases, each piece of content is assigned to 
a set of chunks. For instance, in the system NavEx [13], which provides dissected 
code examples, each example is indexed with a set of domain concepts. 

The two UMS discussed in this paper – the original CUMULATE (which we will 
call legacy CUMULATE, to avoid confusion) and the newer CUMULATE 2 – are 
typical representatives of a large class of centralized educational user modeling 
systems. Both of them implement the same conceptual architecture for centralized 
user modeling that we summarize below. 

A user modeling server stores or uses information about the following data objects: 

• users, 
• groups of users, 
• learning objects, and 
• domain concepts. 

The corpus of learning objects is comprised of several sets of learning objects that are 
supplied by external applications. For example, learning objects could be 
parameterized online quizzes or dissected program examples. Domain concepts, 
contained in the metadata corpus, consist of a number of domain ontologies 
(represented as hierarchies, networks, or flat lists) that are called upon to describe 
learning objects in terms of knowledge components (often referred to as concepts or 
sometimes topics). For instance, in the domain of programming language knowledge, 
components might include such concepts as ‘arithmetic operations,’ ‘addition,’ ‘data 
structure,’ ‘array,’ etc. Listed objects are linked by the following relations: 

• Group-user membership links. User groups consist of several users and users can 
be members of several groups. 

• Links between learning objects allow learning objects to aggregate subordinates. 
Leaf objects do not necessary have to be invoke-able but user activity can be 
attributed to them. For instance, a learning object ‘quiz’ could consist of several 
‘questions.’. Both quiz and question can be invoked. A learning object, such as 
‘code example,’ could consist of several ‘lines of code.’. In this case, lines are only 
invoked as a part of the whole code example. These links are optional. 

• Links of diverse types connect knowledge components within domain ontologies. 
For example, ‘arithmetic operations’ and ‘data structure’ would be parents to 
‘addition’ and ‘array.’ These links are optional as well. 

• ‘Indexing’ links between knowledge components and learning objects. These links 
are crucial for the user modeling process, since they allow the user model to 
‘propagate’ the results of user activity with learning objects, in order to create 
knowledge components and make assertions about the user mastery of those 
components. For instance, the line of code ‘for(int i=0; i<10; i++)’ (as 
part of a code example or part of question of a quiz on C - programming language) 
could be associated with the knowledge components ‘loops,’ ‘for-loop,’ 
‘declaration of a variable,’ ‘arithmetic expressions,’ ‘post-increment,’ etc. 
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There are two more special types of relationships in our user model. The first one 
is evidence links, which describe the results of user activity. They link learning 
objects to users and groups (because users interact with learning objects as members 
of some group). Evidence links are assigned timestamps and contain results of such 
interaction. Usually, the result is expressed in the form of a decimal value between 0 
and 1, with 0 denoting an unsuccessful result and 1, the opposite. 

The second special type of link, assertions about user knowledge – represent the 
user model’s probabilistic hypotheses about the user knowledge level of some 
knowledge components. Assertions are modeled with respect to the cognitive levels 
of Bloom’s Taxonomy [2].  

Propagation of evidence about user knowledge is driven by reports of user activity 
from external applications. These reports are generated when a user, for example, 
clicks on one line of a dissected code example or answers one question of an online 
quiz. A set of inference agents [4] are configured to aggregate incoming evidence and 
infer the user’s knowledge of concepts belonging to domains stored in the user model 
based on evidence of user work with various sets of learning objects supplied by 
specific external application(s). Agents propagate evidence from events to knowledge 
components of the user model by using indexing links between the learning objects 
that generated the evidence and knowledge components. The path that evidence 
travels is shown in Fig. 1. It is important to note that the presented framework is 
relatively universal. While in our case it was applied to user knowledge modeling, 
similar approaches have been used for modeling user interests and other features. 

 

Fig. 1. The structure of the user model, showing the path of evidence propagation 

The conceptual description above gives a structural framework and doesn’t suggest 
any particular implementation of the user modeling server’s internal inference 
mechanisms. The inference agents can be implemented using Bayesian Networks, 
machine learning, or information retrieval methods. One aspect of inference 
implementation is considering when such inference happens. Possible options include 
the pull approach, where inference is done ‘just-in-time,’ after a request for inferred 
information has been received. In other words, external applications pull assertions 
about the user out of the UMS. An alternative to pull is the push approach, where the 
computation of user knowledge is done upon arrival of new evidence that pushes 
itself through the user model from the learning objects to the knowledge components. 
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In this paper, we draw a comparison of two user modeling servers: one 
implementing pure pull strategy of inference, and the other implementing the push 
strategy. The following sections describe implementation details for both of them. 

3   User Modeling in Legacy CUMULATE and CUMULATE 2 

Legacy CUMULATE [4] is a centralized user modeling server that implements pure 
pull approach. Here, inference agents are not activated by the arrival of new evidence 
(such as a write operation to the user model). As new evidence arrives, it is constantly 
recorded in the event history and is not aggregated until an external application 
requests information about the user’s knowledge (a read query to the user model). 

Inference in legacy CUMULATE is performed by a set of SQL queries to the UMS 
database. The process of evidence aggregation is implemented by nesting queries. 
Because of the just-in-time nature of evidence propagation in the legacy 
CUMULATE, as our evidence store size increased we began to experience 
proportionate delays in response to user model read requests. In addition to the 
growth of evidence, storing new adaptive applications demanded more complex 
models. Instead of indexing learning objects with a single domain topic (a rather 
coarse-grained chunk of the domain), we have switched to indexing them with a set of 
finer -grained concepts. The increased knowledge -component -to -learning -object -
ratio, in addition to growth of the event base has slowed the inference process.  

LO
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Fig. 2. Propagation of evidence in CUMULATE 2 

In our second attempt to implement the conceptual architecture described above, 
we decided to switch from pull to push inference of user knowledge, in order to 
improve performance of the user modeling server. Our new UMS CUMULATE 2 
performs the inference of user knowledge immediately after arrival of new evidence. 
The evidence log is used as a backup in case of server failure, when upon restart, 
CUMULATE 2 sequentially propagates all evidence cached in the log in the same 
fashion evidence is propagated in the working mode. The CUMULATE 2 propagation 
architecture can be used with a range of incremental user modeling approaches (i.e., 
where new values for knowledge, interests or other features can be determined  
by combining old values with new evidence). The current inference agents in 
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CUMULATE 2 use a set of threshold, averaging and asymptotic formulas for 
evidence propagation. For example, user knowledge of the concept grows 
asymptotically (on a transposed cubic curve) each time a user successfully answers 
one question of a quiz which is related to this concept. However, the architecture 
allows the use of Bayesian inference approaches such as used in SMODEL [14] and 
other Bayesian user modeling systems. 

CUMULATE 2 is implemented as a network of interactive Java objects. A single 
entry point to the server API is created in the form of an instance singleton class. Java 
servlets further abstract the server’s API via an HTTP interface. External applications 
can send a write request to the servlet that is responsible for UMS updates with 
parameters of a single piece of evidence about its user. When a new piece of evidence 
arrives, it is first checked for consistency of server settings (existence of the user and 
user group with such user, identity of a reporting application, existence of the learning 
object that the user is reported to be interacting with). Second, evidence is stored in 
the database. Third, the piece of evidence is propagated throughout the user model. 

Results of evidence propagation in the form of summaries and assertions are 
cached for faster access (Fig. 2). Each learning object summarizes evidence that 
‘passes’ through it by counting the total number of pieces of evidence, mean result 
value (i.e., number of correctly answered questions over all question attempts). Then 
the learning object passes the evidence to its superiors (e.g.., question to quiz, or 
individual code line to a full dissection) and to the knowledge components it has been 
indexed with. Superior learning objects aggregate the ‘count’ of pieces of evidence by 
summing the counts of their subordinates, and find the mean interaction result by 
taking the average of the mean interaction results of subordinates. 

Each knowledge component aggregates evidence by computing the probability of a 
user mastering it. The formulas for computing these probabilities are configured 
individually for external adaptive applications. For instance, knowledge components 
aggregate evidence coming from users browsing dissected code examples [13] by 
applying an ad hoc step function that sets the threshold of 10 ‘clicks’ on annotated 
lines of code that connect to the knowledge component as the amount of interaction 
which will enable the user to master this knowledge component. If the user has made 
less than 10 clicks, then the probability is taken as the number of clicks made over 10, 
and 1 otherwise. These probabilities are recorded in the slot that corresponds to 
Bloom’s ‘comprehension’ cognitive level. 

Evidence from learning objects that represent questions of online quizzes [3] are 
aggregated using a sigmoid asymptotic function. Probability of the user mastering a 
knowledge component grows with each successful answer to the quiz question. The 
first two to three attempts to successfully apply the knowledge components result in 
the slow growth of the probability of mastery (a warm-up period), further success 
results in the linear growth of probability and as probability approaches 1, the 
increments asymptotically decrease. 

Queries to CUMULATE 2 for the snapshot of an individual user model are 
handled by another servlet – the report manager. At this point, CUMULATE 2 
performs a simple lookup operation and responds with an XML document that 
describes the requested information. 
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4   A Preliminary Evaluation 

Over the several years that we have been using the legacy CUMULATE as our 
primary UMS, we have accumulated a large number of records. Records of our most 
heavily used and researched application, QuizPACK, contain about 19,000 pieces of 
evidence obtained in more than 13,000 sessions. In a typical session, users answered 
28 questions. On average, users generated a single piece of evidence within a session 
once every 102 seconds. 

Using these figures as a ‘realistic’ baseline, we compared the performance of the 
legacy CUMULATE to the performance of CUMULATE 2 to see whether the shift 
from pull to push evidence propagation strategy made any difference. Since our main 
reason behind the strategy switch was to overcome large read request delays, we were 
primarily interested in whether the situation improved in CUMULATE 2 (i.e., 
whether the delay became smaller). Our secondary point of interest was whether the 
write request delay grew larger for CUMULATE 2, since CUMULATE 2 performs 
more computations when updating the user model, while legacy CUMULATE doesn’t 
compute anything at that point. 

A small experiment was setup, where we subjected both versions of the user 
modeling server to various types of loads. Both servers were configured identically. 
The size of the learning objects corpus was 1000, while the metadata corpus was 500. 
The ratio of knowledge concepts to each learning object ranged from 5 to 100. 
Servers were running on the same software/hardware. 

 

 

  

Fig. 3. Comparing the read request delays of CUMULATE (bottom) and CUMULATE 2 (top) 

To quantitatively compare the servers’ ability to handle read requests from external 
applications we sent 100 consecutive queries to each of them. Fig. 3 shows that 
CUMULATE 2 wins a convincing victory with 18 milliseconds average response 
time over the legacy CUMULATE, which delays responses to read requests for 7526 
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milliseconds. The left side shows histograms of the read request delays for legacy 
CUMULATE (bottom) and CUMULATE 2 (top) placed on one scale. Call-outs on 
the right show the histograms in greater detail. 

We have also investigated the ability of the servers to handle write requests. We 
varied server loads from 1 second to 80 milliseconds between requests for a duration 
of 3,000 milliseconds. At the peak load of 80 milliseconds between write requests, 
legacy CUMULATE was able to complete 90% of the requests within 32 
milliseconds. Under these conditions, CUMULATE 2 was only able to complete 90% 
of requests within 126 milliseconds. 

As we have mentioned above, when users employ our tools for an introductory 
programming course, they typically answer one quiz question per 102 seconds during 
a learning session. For each update of the user mode, the user expects an update of the 
user model (expressed as changed annotations for quizzes and questions). 

In this situation, CUMULATE 2 is able to support roughly 700 users working 
simultaneously, namely, 126 milliseconds per write request and 18 milliseconds per 
read, giving us 144 milliseconds for the write-read cycle. Knowing that user answers 
come once in 102 seconds we have 102 * 1000 / 144 = 708 ≈ 700. This is more than 
enough, given that the size of the class is rarely over 20 students. Taking into account 
that at any moment no more than 25% of students’ sessions overlap, CUMULATE 2 
could easily support a user population that is 4 times as large. The legacy 
CUMULATE is quite slow because of read requests’ delays, even when only one 
student is working with the adaptive applications that use the server.  

This shows us that moving from pull to push propagation did in fact pay off and 
the improvement is quite significant.  

5   Conclusions 

In this paper we have described our user modeling server CUMULATE 2, which 
implements the push approach to evidence propagation. We have drawn initial 
comparisons between CUMULATE 2 and our legacy user modeling server 
CUMULATE, which implements the pull evidence propagation strategy. 

Results of the comparison show that switching from pull to push propagation has 
dramatically decreased query delays to the user modeling server (from 7526 to 18 
milliseconds). The fact that the propagation strategy was the only tangible difference 
between the two servers allows us to conclude that it is the push propagation that has 
caused the performance leap. However, it is only a preliminary result. Both write and 
read requests to the user modeling servers were quite simple, namely, ‘update with 
one piece of evidence’ and ‘read full user model.’. Detailed investigation is needed to 
understand how environment and internal conditions as well as parameters of the 
requests influence the performance of the servers. We intend to continue analysis of 
the proposed method with the twin goals of understanding underlying factors that 
influence its performance and building a detailed cost model of the evidence 
propagation process. 
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Abstract. Predictive user models often require a phase of effortful supervised
training where cases are tagged with labels that represent the status of unob-
servable variables. We formulate and study principles of lifelong learning where
training is ongoing over a prolonged period. In lifelong learning, decisions about
extending a case library are made continuously by balancing the cost of acquir-
ing values of hidden states with the long-term benefits of acquiring new labels.
We highlight key principles by extending BusyBody, an application that learns to
predict the cost of interrupting a user. We transform the prior BusyBody system
into a lifelong learner and then review experiments that highlight the promise of
the methods.

1 Introduction

Probabilistic user models have been generated via a process of applying a statistical
machine-learning procedure to a library of training cases. The process typically relies
on supervised learning to acquire labels for variables that are not directly observed in
the collection of activity or sensor data. Supervised training often requires an effortful
phase of labeling hidden user states such as a user’s current or future intention, affective
state, or interruptability.

Some user modeling applications bypass manual supervised learning by perform-
ing in-stream supervision, where tagging occurs in the course of normal activity. For
example, in the mixed-initiative Lookout system for calendaring and scheduling [3],
a probabilistic user model is used in real-time to infer a user’s intention to perform
scheduling, based on the content of email messages at the user’s focus of attention. To
build a case library, the system watches users working with email and assigns labels of a
scheduling intention by noticing if calendaring actions occur within some time horizon
of the reading of email at the focus of the user’s attention. The Priorities system [6],
which uses machine learning to assign incoming email messages a measure of urgency,
makes available an in-stream supervision capability. A set of policies, communicated
to users, is used to label messages with urgency values and made available for review
as draft case libraries. For example, messages that are deleted without being read are
labeled as non-urgent.

Unfortunately many applications may not be amenable to in-stream supervision as
labels for hidden states are not available. In such cases, the construction of predictive
user models depends on either manual training sessions or the use of an experience-
sampling methodology, where users are periodically asked for feedback that is used
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to label a situation or state of interest. To date, experience-sampling probes have been
guided by random probe policies and such heuristics as seeking labels for states that a
system is most uncertain about.

We formulate and study a decision-theoretic approach to guide experience sampling,
centering on taking a value-of-information perspective. The methods address the chal-
lenge of building user-modeling systems that have the ability to perform lifelong learn-
ing, by continuing to use the current user model to make decisions about if and when
to probe users for feedback, and considering the long-term value associated with such
feedback. Beyond the use of the methods for learning predictive models in an efficient
manner, the techniques have value for the ongoing updating of a user model given po-
tential changes in users, tasks, and challenges.

We first introduce the legacy BusyBody system [5] as a motivating example. Busy-
Body employs experience sampling to learn a user model that provides inferences about
the cost of interrupting users. We discuss the core challenges of extending BusyBody
with machinery that can guide its experience sampling. After laying out core concepts
of lifelong learning, we discuss the specialization of the concepts for an alert mediation
application. Finally, we discuss experiments with an implementation.

2 Motivating Application: Context-Sensitive Mediation of Alerts

Fig. 1. BusyBody probe for user feedback,
running in a binary modality

Interest has blossomed in the construction
of models that can predict the cost of inter-
rupting computer users. To our knowledge,
methods and opportunities with the use of
probabilistic models to predict the cost of in-
terrupting users, based on the ongoing sensing
of a stream of activity, were first described in
[6]. The work explored a cost-benefit analy-
sis to controlling the flow of alerts to users,
where the inferred urgency of incoming mes-
sages is balanced with the inferred cost of in-
terruption, as computed by a Bayesian model. Several studies in the spirit [6] have
explored the learning of predictive models for interruptability based on observations
of user activity [4,1]. Efforts in this realm include methods for seeking training from
users in an ongoing manner. The BusyBody system employs experience sampling to
construct personalized models for real-time predictions of the expected cost of inter-
ruption [5]. When BusyBody is in a training mode, the system intermittently probes
users with a pop-up query requesting an assessment of their current or recent inter-
ruptability. The initial version of the system probed users at random times, constrained
to an overall rate set by users. Figure 1 shows a request by BusyBody for input, used
when the system is running in a binary hypothesis modality. In other modalities, the sys-
tem inquires about finer-grained states of the cost of interruption. BusyBody contains
an event infrastructure that logs desktop activities including such activities as typing,
mouse movements, windows in focus, recent sequences of applications and window
titles, and high-level statistics about the rates of switching among applications and win-
dows. The system also considers several kinds of contextual variables, including the
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Fig. 2. Lifelong learning framework for training an alert mediation system

time of day and day of week, the name of the computer being used, the presence and
properties meetings drawn from an electronic calendar, and wireless signals. The sys-
tem employs a conversation-detection system, using a module that detects signals in the
human-voice range of the audio spectrum. Responses to probes about interruptability
are stored, along with the sensed evidence. Bayesian structure search is employed to
build predictive models that are then used in real-time to provide predictions about the
cost of interruption from the stream of sensed data.

BusyBody and the models it constructs are typically deployed in larger systems that
reason about whether to relay incoming alerts and provides the current cost of inter-
ruption to these information triaging systems, which continue to balance the cost of
interruption with the inferred urgency of incoming messages [4].

3 Lifelong Learning for User Modeling

We now revisit the experience-sampling challenge in BusyBody to highlight key aspects
of a lifelong learning methodology. Assume that BusyBody is used, per its design to
continually provide the current cost of interruption within an alert mediation system,
based on sensed events and states. The model can become better with additional cases,
obtained via experience sampling, where “better” is defined in terms of the performance
of the mediation system.

The lifelong-learning challenge is to use the current predictive model within a value-
of-information framework to control probes for new cases in an ideal manner, and to
incorporate the cost of probing in different contexts into the overall long-term optimiza-
tion of the use of the system. Figure 2 highlights the lifelong learning framework in a
schematic manner. At the core of the framework is the predictive user model that plays
a critical role in determining how to handle the incoming alerts. The predictive user
model needs to adapt and to learn continuously from the user, and this is done with re-
quests to the user. As shown in the figure, we divide the approach into two interrelated
components of analysis: the real-time usage component and the learning component.
These components can run simultaneously, each relying on the other.
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3.1 Real-Time Usage

Over its lifespan, the alert mediation system encounters many incoming messages and
the aim is to take appropriate actions when they arrive. Alerting a user about an incom-
ing message that may be urgent comes at the cost of an interruption, which in turn is
a function of the user state. Upon receiving a message, the system can either instantly
relay it to the user, defer its delivery, or store it for later review, and each of the different
actions is associated with a utility. The system aims to maximize the expected value (or
equivalently minimize the expected cost) of the handling of messages.

We shall use U(A, m) to refer to the utility of taking a message alerting action A
given the arrival of message m. We use C(A, s) to refer to the cost of interruption
when the system takes action A given that the user is in state of interruptability s.
Upon seeing a message, the optimal action, A∗, is the action associated with maximum
expected utility. Assuming decomposability of costs and benefits, A∗ is computed as:

A∗ = arg max
A

U(A, m) −
∫

s

C(A, s)p(s|E) (1)

We cannot directly observe the user’s state of interruptability s. We only have access to
the evidence E about the user’s context and activity from BusyBody’s event system. The
user model constructed with available data is used to predict the probability distribution
p(s|E) over states of interruptability. The fidelity of the computation of the best action
for the system during usage depends upon the accuracy of the user model.

3.2 Training and Probing

Several statistical machine-learning procedures can be employed to construct a user
model that computes p(s|E). These methods associate patterns of evidence with states
of the user. Candidate learning procedures include Bayesian structure search, support
vector machines (SVMs), decision trees etc. As the posterior probability p(s|E) plays
a key role in the lifelong learning methodology, we seek to use a probabilistic method-
ology such as Bayesian structure search or Gaussian Process (GP) classification.

The goal of the training cycle is to learn and to refine the user model by seeking
labeled cases from the user. Increasing the number and representativeness of cases may
increase the accuracy of the user model on future cases. Unfortunately requesting feed-
back from the user in experience sampling results in an interruption; hence, a context-
dependent cost of probing must be considered. We shall now review the computation
of the value of probing (V OP ) for a label, which is the expected gain in the long-term
utility of a system given a probe.

3.3 Computing the Value of Probing

The computation of the value of probing at any moment is based on (1) the available
labeled training set, (2) the current set of observations, (3) a characterization of the
instances facing the system over time, and (4) a specified period of time of system
usage being considered. The latter duration of usage can range from a specific period
of time to the expected lifetime of the system.

Let us assume that the system already has n training cases EL = {E1, .., En}, with
labels SL = {s1, .., sn}. Each Ei denotes evidence capturing desktop activities and
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context and si again denotes the state of the user. Most learning methods focus on
minimizing such metrics as classification accuracy. However, a more comprehensive
aim is to construct a lifelong learning process that is sensitive to both the predictive
accuracy as well as the cost of interrupting the user with probes.

Consider the decision about whether to seek information from users about their state
given Enew , a vector of observed evidence with relevance to the hidden state. The deci-
sion about whether to proceed with a probe is determined according to a maximization
of the expected value of information (V OI) [7]. To embark on the computation of the
V OP , we first consider a default situation where no triaging system is available to han-
dle incoming messages. In the absence of a mediation system, the user would be alerted
by all messages, (A = Adeliver). The mediation system is introduced to increase the
expected utility of messaging to the user. For each message m, the utility of messaging
in the absence of the alert mediation system is:

V 0(m, s) = U(Adeliver, m) − C(Adeliver, s) (2)

Let A∗ be the action selected according to the policy described in (1). Then, for a user
state ŝ predicted by the current user model, the utility achieved by the system is:

V ∗(m, ŝ) = U(A∗, m) − C(A∗, ŝ) (3)

The value that the system provides for an incoming message m is the marginal increase
in utility over the default situation:

V ∗(m, ŝ) − V 0(m, s) (4)

We need to compute the expected gain in utility for future alerts. Assuming stationarity,
we approximate this quantity using the mean utility gained over the labeled EL and the
unlabeled EU cases. We note that a user’s pattern of activity may not be stationary over
time; as time progresses, a user might acquire new behaviors. A system should have
the ability to adapt to these potential dynamics. Nonstationarity in users is addressed
by using a moving buffer EU that summarizes recent user activity and provides a means
for modeling the current underlying distribution of a user’s behavior. Given the labeled
data points EL and the buffer of unlabeled data points EU = {En+1, .., En+m} that
represents the recent distribution of data points, we can compute the total gain in utility
with the use of the system as:

Jall =
∑

Ei∈EL∪EU

∫
mi

∫
s

(V ∗(mi, ŝ) − V 0(mi, s))p(s|Ei)p(mi) (5)

Note, that we do not know the state of the user s for all Ei ∈ EU ; thus, we need to
marginalize over s by considering the conditional posterior p(s|Ei). We must rely on
our current predictive user model to provide us a good estimate of p(s|Ei). We also
need to learn a model of the future stream of messages mi associated with each situa-
tion Ei. Such a model provides the likelihood of different messages, p(mi), allowing us
to marginalize over mi. We can simply use probability distributions compiled via ob-
servation of incoming messages mi as approximations of future streams of messages.
We can alternately model p(mi) via over time via updating of Beta or Dirichlet distri-
butions. Let us consider the use of a Beta distribution for the case where there are only
two kinds of messages, m = 0 and m = 1. Specifically, if P (m = 1) = q, the system
models the distribution of future messages as:

P (q) = Beta(α, β) =
1

B(α, β)
qα−1(1 − q)β−1 (6)



42 A. Kapoor and E. Horvitz

Here, q ∈ [0, 1], B(·) is the Beta function with α and β as parameters. Intuitively, α and
β correspond to the number of messages encountered so far where m = 1 and m = 0
respectively. At the start, we have no information about the proportions of messages,
so we have α = 0 and β = 0. Note, that these values of α and β lead P (q) to be
a uniform distribution, representing an uninformative prior. As the system encounters
more messages, it updates α and β, thus, maintaining an up-to-date belief about the
proportions of urgent messages that the system might encounter.

Given the gains in utility computed by considering the labeled points and the unla-
beled points, we can compute the expected value of a system (EV S) associated with
each incoming message as the average gain per message:

EV S =
Jall

|EL| + |EU | (7)

The EV S per incoming message can be converted into an EV S per second, represent-
ing the rate at which value is being delivered by the system, given the expected rate of
incoming messages.

Following a user response to a probe for a label, we update the predictive user model
and may see a gain in the expected value that the system would be delivering per mes-
sage. However, we must consider the cost of the probe. The difference in the gain and
the cost guides the selection of cases to label. Let Cprobe

new be the cost that will be in-
curred when the user is interrupted by a probe. For simplicity, we shall assume that the
cost of interruption for the probe, like the cost of interruption for incoming messages,
only depends upon the user state.

We introduce an optimization horizon, k that defines the duration of system usage
considered in the learning optimization. k refers to the number of future alerts that will
be handled. This value is selected according to the time frame that the user wishes to
optimize over. For example, a user may wish to have the system probe so as to optimize
the value of the system over two weeks. k determines the tradeoff between the acute
cost of a probe and the long-term benefits associated with the expected improvements of
system performance by refining the model using the additional case. A large k will tend
to push the system to probe the user a great deal early on, while a small k would make
the system reluctant to ask for supervision. Formally, we define the value of probing
(V OPk) for the new point Enew as the gain in the total expected value that the system
is expected to deliver for the k alerts subtracted by the cost of probing:

V OPk(Enew) = k · (EV Snew − EV S) − Cprobe
new (8)

Here, EV Snew denotes the total expected value of the system delivered per alert should
a label for Enew be acquired from the user. The V OPk quantifies the gain in utility that
can be obtained by interrupting the user. Thus, our strategy is to probe the user when
V OPk ≥ 0. This approach differs from the earlier methods in active learning where the
focus has been to minimize the classification error. Note, that this formulation of V OPk

assumes stationarity in the distribution of cases and associated patterns of evidences.
We need to compute V OPk before we know the label for Enew. Note that Jnew

all and
EV Snew cannot be computed before we know the actual label snew. Similarly, Cprobe

new
cannot be computed as the costs of labels are different for different classes. Thus, we
must approximate Jnew

all with an expectation of the empirical gain:

Jnew
all ≈

∫
s

Jnew,s
all p(s|Enew) (9)
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Here Jnew,s
all is the gain in utility when Enew is considered labeled as s and to calculate

Jnew,s
all , we retrain the predictive model by considering Enew labeled as s in the training

set. Similarly, we can use the expectation of Cprobe
new as the costs of labeling vary with

the user state. Thus, given the V OPk for the new point Enew , our strategy is to interrupt
the user if V OPk ≥ 0. This strategy ensures that the system learns continuously while
working to minimize interruptions to the user.

4 Implementation and Experiments

We now describe experiments with a sample instantiation of the lifelong learning
methodology for an alert mediation system. Let us assume that there are two kinds
of incoming messages: urgent (m = 1) and non-urgent (m = 0). Next, we assume that
there are two kinds of actions the system can take: either deliver the message (A = 1)
or postpone the delivery (A = 0). We shall consider the utility of outcomes in terms of
the cost of delayed review of messages [6]. For simplicity, we shall assume that a fixed
cost Cu is incurred if an urgent message is not delivered immediately and that this cost
is greater than the cost of deferring delivery of a non-urgent message, C¬u. Note, this
requires that we know if the message received by the system is urgent or not. Prior work
has applied machine learning to infer the urgency of the messages [6]. We are interested
in building a predictive user model that detects whether the user is busy or not, and have
s ∈ {1, 2}, where s = 1 (s = 2) correspond to the state that the user is busy (not busy).

Next, we define the cost of interruption C(A, s) by taking an action A. When we
hold back (A = 0), there is no interruption so (C(A = 0, m) = 0). However, the cost
of interruption is different when we relay the message to the user in different states:

C(A = 1, s) =

[
Cb if the user is busy
C¬b if the user is not busy

]
(10)

In cases where Cu ≥ Cb ≥ C¬u ≥ C¬b, the optimal policy is to withhold delivery of
the alert if the user is busy, unless the alert is urgent. We shall assume this policy.

We shall use a binary classifier as the predictive user model to detect the state of
busy (s = 1) and not busy (s = 2). We use the GP classification to generate the
probability distribution, p(s|E). Details of the GP classification and its implementation
can be found in [7] and [12].

If an incoming message is non-urgent and the system correctly detects that the user
is busy, then per the policy described above, the message will not be sent to the user
and the user will incur the cost of delayed review of non-urgent information (C¬u).
However, in absence of the alert mediation system, the non-urgent message would be
sent to the user who would incur the cost of interruption should they be busy (Cb).
Thus, the net gain of the system is G¬u

11 = Cb − C¬u. Here, G¬u
ij denote the reduc-

tion in cost when classifying the user state belonging to class i as j while handling
a non-urgent message. Similarly, consider the scenario when a non-urgent message is
received and the system misclassifies the user state as busy. The system will not de-
liver the message immediately; consequently, we have G¬u

21 = C¬b − C¬u. Note that
the cost of interruption when the user is not busy is low; thus, C¬b ≤ C¬u suggesting
that G¬u

21 ≤ 0. Further, the system relays all messages when the user is not busy and
relays all the urgent messages regardless of the user state; consequently, there is no net
gain in utilities for the rest of the cases. Note, that the system provides gain in utilities



44 A. Kapoor and E. Horvitz

only via suppressing the delivery of non-urgent messages. The system maintains the
Beta distribution over the set of urgent and non-urgent messages. Thus, Equation 5
reduces to:

Jall =
β

α + β
· [

∑
i∈L1

G¬u
11 pi + G¬u

21 (1 − pi)] (11)

Here pi = p(si = 1|Ei), the probability that the user is busy, given the evidence Ei

and L1 is the indices of points labeled by the current predictive user model as class 1
(busy). The term β

α+β appears in the equation as gains only occur for the non-urgent
alerts; consequently, the term enables us to consider the likelihood of receiving a non-
urgent alert while computing the total gain Jall.

The lifelong learning policy guides the BusyBody probe for assessments. Let us con-
sider the cost Cprobe

new incurred when the user is interrupted to label the current instance
Enew. We assume that the cost of probing depends upon the user state, that is:

Cprobe
new =

[
Cprobe

b if the user is busy
Cprobe

¬b if the user is not busy

]
(12)

We employ the concepts in Section 3.3 to guide requests for labels based on a compu-
tation of the value of probing.

We studied the value of the methods with simulations on data collected previously
by the BusyBody system for two subjects. The first user is a program manager and the
other a developer at our organization. The data for each contains two weeks of desktop
activity as well as the busy/not-busy tags collected by the legacy BusyBody system,
using a random probe policy. We only consider data points in the sequence for which the
label for the user state was available, rather than all labeled and unlabeled cases. Thus,
the results described can be considered as providing lower-bounds on performance.
We expect the value to be greater in usage settings where the system monitors users
continuously and can make decisions about all cases. We performed hold-out cross
validation, randomly holding out 20% of the data for testing. For evaluation, the system
employs the predictive model trained using the data seen up to the point being tested.
Thus, we can observe and characterize the performance of the system as it is evolving.

In the experiments, we assigned utilities of different outcomes as follows: Cu =
16, C¬u = 4, Cb = 8, C¬b = 1, Cprobe

b = 8, Cprobe
¬b = 1. We assumed that all

of the incoming alerts are non-urgent, i.e., β
α+β = 1.0. Also, we chose k to be the

length of the whole sequence. We employed a GP classifier using a polynomial kernel
of degree 2 as the core machine-learning methodology for constructing the predictive
model. We compare the lifelong learning scheme, both with and without a case buffer,
with two alternate policies. First, we consider the policy of randomly selecting cases
with a probability of 0.5 to query the user. The other scheme selects cases on which
the predictive user model is most uncertain. Specifically, the system probes for labels if
0.3 ≤ p(snew|Enew) ≤ 0.7.

Table 1 shows the recognition accuracy on the test points and net gain in utilities
over the hold-out set. The net gain in utilities includes the gain associated with the
system usage and the cost of interruptions from the probes themselves. The lifelong
learning method (V OP ) outperformed the heuristic policies in accuracy as well as gain
in utilities. We found that the buffer helps to improve the performance of the system as
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Fig. 3. The net gain in utilities by the system on the test points as it encounters data instances
from the case libraries of the (a) program manager and (b) developer

it enables the system to exploit the additional available data in computing the expected
gain in utility. The lifelong learning scheme with the use of a buffer resulted in overall
accuracies of 67.90% for the program manager and 92.31% for developer. The program
manager was queried 6 times and the developer was queried 3 times. We compared the
accuracy achieved for the same number of labels with the random probe policy used
in the legacy BusyBody system. Drawing the same numbers of cases for each subject
randomly led to models with accuracies of 59.26% and 50%, respectively, a significant
drop in accuracy for both. Figure 3 shows the gain in utilities over the hold-out set as the
system sees progressively more labels. The graph highlights the ability of the lifelong
learning methodology to provide an efficient means of learning predictive user models
continuously over time.

5 Related Work

Most research on statistical models considers training and usage phases separately.
Training data is used to generate predictive models and these models are analyzed.
Exceptions include the paradigm of active and online learning where the model is con-
tinuously updated as the system collects data from the environment. In active learning,
the aim is to probe a human/oracle about the label of the points as they arrive. Numerous
heuristics and schemes have been proposed for choosing unlabeled points for tagging.
For example, Freund et al. [2] propose as a criterion for active learning the disagreement
among a committee of classifiers. Tong and Koller [11] propose to choose unlabeled
points to query that minimize the version space for SVMs. Within the Gaussian Process
framework, the method of choice has been to look at the expected informativeness of
unlabeled data points [8,9]. All of these methods inherently focus on minimizing the
misclassification rate. Key aspects of the work presented here build upon our earlier
work on selective supervision [7], employing decision-theoretic principles.
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Table 1. Performance on the test set. Left: program manager data. Right: developer data.

Strategy Accuracy # of Probes Utility Gain
V OP (Buffer) 67.90% 6 100
V OP (No Buffer) 62.96% 12 42
Most Uncertain 66.67% 88 -371
Random (p = 0.5) 59.26% 169 -812

Strategy Accuracy # of Probes Utility Gain
V OP (Buffer) 92.31% 3 66
V OP (No Buffer) 84.62% 3 59
Most Uncertain 80.77% 24 -79
Random (p = 0.5) 69.23% 36 -200

6 Conclusion

We reviewed principles of lifelong learning where the costs and benefits of acquiring
and learning from additional cases are considered over the lifetime of a system. We fo-
cused on the use of lifelong learning to guide supervision in experience sampling. The
method harnesses the value of information to make decisions about probing users for
states that are not available to the system. Concepts were illustrated in the context of
the BusyBody system, applied on the challenge of balancing the costs and benefits of
alerting users to potentially urgent messages. We reviewed the use of a comprehensive
measure of the expected value of a system that incorporates both the cost of acquiring
additional cases for learning and the net gains associated with real-world use of refined
predictive models. In ongoing work, we are pursuing the use of principles of lifelong
learning in multiple applications as well as working to extend the methods. Our cur-
rent research includes investigating the modeling of non-stationary distributions and
methods for caching, forgetting, and reusing cases.
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Abstract. Active participation of a person in a community is a powerful 
indicator of the person's interests, preferences, beliefs and (often) social and 
demographic context. Community membership is part of a user's model and can 
contribute to tasks like personalized services, assistance and recommendations. 
However, a community member can be active or inactive. To what extend is a 
community still representative of the interests of an inactive participant? To 
gain insights to this question, we observe a community as an evolving social 
structure and study the effects of member fluctuation. We define a community 
as a high-level temporal structure composed of “community instances” that are 
defined conventionally through observable active participation and are captured 
at distinct timepoints. Thus, we capture community volatility, as evolution and 
discontinuation. This delivers us clues about the role of the community for its 
members, both for active and inactive ones. We have applied our model on a 
community exhibiting large fluctuation of members and acquired insights on 
the community-member interplay.  

Keywords: user communities, community evolution, community participation. 

1   Introduction 

A community is traditionally defined as a group of persons characterized by common 
interests, preferences or expertise and/or by mutual interaction. Knowledge about 
community membership is valuable for the design of personalized assistance or the 
formulation of recommendations: First, the topics dominant inside the community can 
be assumed to be of interest to each community member. Second, the community 
members with which one person interacts can be assumed to reflect or even influence 
the interests of that person, so that their interests can be used for recommendations. 

However, this definition of a community oversees that participation can also be 
passive. Does a community still reflect the interests of an inactive user? This is 
particularly important for communities that exhibit high fluctuation of active 
members: Active participants influence and shape the interests of their community 
[2], so that the community's relevance for inactive participants may fade. 

We address this issue by modeling a community as an evolving structure: Its 
instances are communities in the traditional sense (we call them community 
instances), i.e. dense graphs of interactions among the users under observation. Two 
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community instances are similar if they share a minimum number of active members. 
This notion of similarity allows for continuity inside the evolving community, even if 
some participants become inactive. If the similarity between past and current 
community instances becomes marginal, though, this signals that the old community 
is dissolved and the new one does not reflect the interests of past members. 

Our method is based on our previous work on community dynamics [5]. In [5], we 
have proposed a temporal model for communities that captures the evolutionary 
aspect of human interactions, a two-step clustering process for the discovery of 
community instances at each timepoint and for the discovery of similar instances 
across the time axis, and a visualization utility for the inspection of community 
evolution. In this study, we extend [5] by modeling user membership to a community 
and studying the evolving relevance of a community towards its members. 

The remainder of the paper is organized as follows: In Section 2, we discuss 
related work on communities and their evolution. Section 3 describes our three-step 
method for the formation of evolving communities and introduces the model of  
user membership to an evolving community. Section 4 contains our preliminary 
experimental results on the members of a small community inside a larger social 
structure that exhibits seasonal fluctuations. We conclude in Section 5. 

2   Related Work 

Communities as clusters of interacting agents (humans or processes) are of interest in 
many research fields, including: Citations networks in social sciences [10, 15], 
genetic networks [19] and food webs [4] in biology, user communities in the Web  
[7, 11] and user communities manifesting themselves through other types of Internet-
based interaction, e.g. mail exchange [18]. Research advances encompass (a) a variety 
of definitions for the concept “community”, taking the interaction medium and the 
form of the interaction graph into account and (b) mining algorithms for the discovery 
of static, densely connected subgraphs, i.e. of participants that interact with each other 
more intensively than with the rest of the network. 

The temporal perspective is studied by Leskovec et al., who study evolution in 
graphs [12]. Their methodology delivers insights to changes and trends concerning 
the graph properties, such as average vertex degree, with some emphasis on large 
networks (e.g. the Internet). Cortes et al. propose a data structure that captures a 
dynamic graph over time [3]: The authors introduce the notion of communities of 
interest upon this structure, where a community is the neighborhood of a chosen 
vertex, subject to the vertex’s connectivity to other vertices. A method for the 
discovery of human communities in data streams has been proposed by Aggarwal and 
Yu [1]: They focus on indicators of a given community’s evolution and use to this 
purpose the increase, resp. decrease of interaction within a dense subgraph. 

The research on Web communities is strongly influenced by the seminal work of 
Kleinberg et al. [7] on the discovery of hubs and authorities by studying link 
topology. The roles of hub and authority are of major importance for the 
understanding of groups of semantically related documents (e.g. hyperlinked Web 
pages). However, user communities can take more elaborate forms than captured by 
these two roles. 
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Research on communities poses large demands on visualization. Software tools 
like SoNIA [14] and TeCFlow [9] support visualization of social networks across 
time. However, these tools depict the changing behavior between single actors rather 
than the evolution of the community they belong to. We take a different perspective 
here, because community evolution influences community membership and the 
relevance of a community’s manifested interests for its individual participants, 
especially for the inactive ones. 

3   The Community Discovery Process 

We first describe briefly our approach of [5] for modeling and discovering 
communities as clusters of community instances1: Community instances discovered at 
different timepoints are linked on similarity across the time axis, thus building a 
community evolution graph. On this graph, a community is a dense subgraph of linked 
instances. Then, we model the relevance of a community to a user, taking into account 
the intensity and recency of her active participation to the instances constituting the 
evolving community. 

3.1   Clustering Users into Community Instances 

We observe a stream of user interactions. We partition the stream into time periods 
and discover the community instances manifested at each period. The challenges to be 
dealt with are (a) the specification of a proximity notion for interacting users and (b) 
the importance assigned to old vs. new interactions. 

User proximity is modeled as interaction, e.g. exchange of messages. Although 
proximity can be used to assess similarity among users, it is stressed that proximity-
by-interaction does not imply that the users are conceptually similar: Indeed, users 
with very different properties or original preferences may interact and influence each 
other, to the effect that their preferences coerce. 

We capture user proximity by connecting interacting users with undirected edges. 
Each edge is weighted by the intensity of the interaction, defined as the number of 
exchanges between the two users. To prevent the prevalence of “old” users that have 
performed many interactions over “new” ones that have not yet interacted with many 
people, we use a sliding window of n periods, beyond which interactions are 
forgotten. Hence, for a period t and two users u, u’, the intensity of their interaction 
intensity(u, u’, t) is the number of exchanges between them for the last n periods. 

Using this notion of intensity, we build at each t the graph of interactions Gt and 
extract community instances from it by hierarchical divisive clustering: The algorithm 
partitions the graph iteratively into denser subgraphs by deleting edges that do not 
belong to the dense subgraphs but rather serve to separate them. The edges to be 
deleted are those with the highest “edge betweenness”, as proposed by Girvan and 
Newman [8]: 

                                                           
1 Hereafter we use the symbol C for a community instance or for the cluster corresponding to a 

community instance, unless otherwise specified. 
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Definition 3.1. The edge betweenness of an edge e in a graph G(V,E) is defined as the 
number of shortest paths between pairs of vertices that run along it.  

The method is based on the assumption, that the few edges between communities 
have more “traffic”, as, e.g., an information flow between vertices in two 
communities has to travel along these edges. The hierarchical clustering algorithm 
iteratively removes these edges with the highest edge betweenness score.  

The output of the hierarchical divisive algorithm is a dendrogram; the root is the 
whole graph, the leaf nodes are individual vertices. A cluster VC ⊆ is a subset of 
vertices. A clustering { }tCC ,...,1=ζ  of G is a partition of all vertices into clusters. We 
select the clustering with the highest modularity ( )ζQ as proposed by Newman and 
Girvan [16]: 
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Em =  and the degree )deg(v of a vertex v  is the number of directly connected 
vertices (direct neighbors). The function Q compares the fraction of edges within a 
community to those that lead to vertices outside the community. Q favors graph 
clusterings that consist of modular dense subgraphs and is thus a measure of graph 
modularity: Values close to Q = 1 indicate strong community structure. According to 
[16], values greater than 0.3 already indicate significant community structure. We 
thus set 0.3 as threshold for Q, to detect community instances composed of 
intensively interacting individuals [5]. 

3.2   Evolution of Community Instances 

Given a community instance found in period t, we are interested in its survival in 
subsequent periods. For the conceptual definition of “survival”, we assume that a 
community instance is characterized by the people participating in it. However, we 
tolerate a fluctuation of the community members [5]. 

Following our MONIC framework for cluster evolution over a data stream [17], we 
juxtapose each cluster/community instance C discovered in period t with each 
candidate cluster of the next period t': A match of C is a cluster C' that overlaps with 
C for more than a threshold. For the comparison of community instances, the overlap 
of two clusters is a set of users (rather than: interactions) found in both of them. The 
threshold τmatch is set to 0.5, so that, there is at most one match per cluster. If match C' 
exists, we state that C has survived into C' (C → C') [17]. 

In [17], we have limited the notion of cluster survival to adjacent time periods. For 
community evolution, we allow for matching between community instances that are 
more than one period apart from each other: We introduce an upper boundary τperiods 
to the number of periods that may separate two matching community instances; 
instances that are more than τperiods apart have zero similarity by default. 

Active users contribute to the similarity of community instances, because they 
launch interactions with other users and thus increase their proximity to them. This 
agrees with the findings of [2], where it is stated that active participants of the studied 
community shape “its” topics of interest. Moreover, this extended notion of “survival” 
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for a community instance allows us to tolerate short times of inactivity within the 
stream of user interactions: Indeed, even the most active users inside a community 
may be temporarily inactive for arbitrary external reasons. 

3.3   Communities in the Survival Graph 

Within each time window of τperiods, we compare community instances and connected 
matching instances with an edge, thus establishing a “time-folded survival graph”. 
This graph is similar to the “evolution graph” of [13]: In both cases, the nodes are 
clusters found in different time periods, while edges denote that the nodes match. 
However, Mei & Zhai perform soft clustering upon documents and study matching 
cluster labels rather than the clusters themselves; the graph is used to predict label 
evolution [13]. We are rather interested in discovering superordinate community 
structures in the time-folded survival graph and relate them to their members. 

Formally, let ),( EVG =  be the time-folded survival graph. A vertex v has the 
form ),( tC , where C  is a community instance discovered at period t. An edge 

( ) ( )( )',',,)',( tCtCvve ==  denotes that cluster C  has survived into 'C , i.e. 'tt <  and 

matchCCoverlap τ>)',( . The threshold value periodsτ  ensures that periodstt τ<−'  for all 
pairs )',( tt  that appear in edges of E . An edge is further associated with a weight, 
again defined as the edge betweenness of the connected vertices (cf. DEF. 3.1). To 
discover groups of community instances upon the survival graph, we again use 
hierarchical divisive clustering: It uses the edge betweenness of the edges to eliminate 
edges which separate subgraphs that are denser than their surroundings. 

Definition 3.2. A “k-community” upon a time-folded survival graph ),( EVG is a 

connected subgraph retained after k  iterations. 

Definition 3.3. Let ),,( kEVkG  be a time-folded survival graph after k  iterations, let 

ntt ,...,1 be the periods encountered in V  and let χ be a k-community found in G . 

Community χ dissolves in gt , iff there is no edge )',( vve =  in kE with ),( tCv =  and 

)','(' tCv =  with gtt <  and gtt ≥' . The timepoint gt  is the “dissolution point” or 

“gap” for community χ. 

According to this definition, a gap separates two clusters of community instances in 
the sense that no instance observed before the gap has edges that cross the gap. In 
practice, the demand that no edge “crosses” the gap is too restrictive: We relax it by 
requiring that the number of retained edges belonging to an instance of χ is minimal. 
Then, the “lifetime” of k-community is the timespan [tmin, tmax] between the first point 
it was encountered and the gap at which it has disappeared.  

3.4   Users Within Evolving Communities 

In each time period a user u belongs to one community instance. Within a community, 
i.e. a cluster of community instances upon the time-folded graph, a user may appear 
more than once, as the result of interactions at different times. Obviously, a user may 
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belong to more than one community. For each community χ and user u, the relevance 
of χ for u is reflected in the ratio of her activity inside the community towards her 
overall activity. To compute this ratio, we first define the involvement of a user within 
a community instance: 

Definition 3.4. Let u be a user and C be a community instance discovered in time 
period t. The “involvement” of u in C is the number of interactions that the user has 
performed inside this community instance in period t: 
 

            { }),(),(:),( uvevueCEeCutinvolvemen t =∨=∩∈=  (2) 
 

Similarly to the intensity of interaction specified in Section 3.1, user involvement is 
also based on the number of exchanges performed. However, the intensity is used to 
discover the community instances upon the graph of interactions Gt(Vt, Et), while the 
involvement is computed upon already derived instances. 

On the basis of the involvement value for community instances, we can compute 
the following indicators of a user’s behavior towards communities: 

Definition 3.5. The participation of user u in a community χ with lifetime [tmin, tmax] is 
defined as 
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the fraction of the involvement in community instance χ divided by the involvement of 
the user in other community instances during the lifetime of the community. 
 

User participation may be active or inactive, since the user may have non-zero 
involvement in some community instances and zero involvement value on other 
instances of the same community. 

Definition 3.6. For a given time period T, the relevance of a community χ for a user u 
is defined as: 
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where TΞ  are all community instances during T. Thus, the relevance score is the 

fraction of the involvement of user u in community χ  during the given time period T 
divided by the involvement in other community instances during T. By this, the 
relevance of communities with lifetime outside T is zero. 

The representative community for a user u in a period T is the community for which 
the rscore() value is maximum. We denote this community as community(u, T). This 
definition allows us to identify a representative community for each user during a 
time period, even if the user was not active during the whole time period.  
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3.5   A Tool for Monitoring Community Dynamics 

We have implemented the model described thus far into a tool for the discovery of 
community instances, the clustering of instances across the time axis into 
communities and the visualization of their evolution. The tool offers a control panel 
by which the human expert can specify the similarity threshold τoverlap for the linking 
of communities into the evolution graph, the threshold τperiods for the clustering of 
linked instances over time and the number of iterations k to discover k-communities. 
The tool delivers statistics and a visualization panel for the static community structure 
(cf. [6]). It further highlights community discontinuations by drawing a vertical bar at 
each structural gap and depicting the communities at both sides of the gap in different 
colors [5]. The figures of the communities depicted for our experiments in the next 
section have been drawn with this tool. 

4   Experiments 

We have performed a preliminary set of proof-of-concept experiments on a social 
network that exhibits membership fluctuation. We have observed this network over 
several time periods, discovering community instances and grouping them into 
evolving communities according to the model above. We have selected one small 
community and studied the behavior of its users during its lifetime, using the 
measures as proposed in Section 3.4. We analyzed a social network of about 1,000 
members over a time period of 18 months. We observed around 250,000 interactions 
between these users during this time period. Using the method described above we 
clustered users in community instances and determined sets of similar community 
instances along the time axis.  

In Fig. 1 (left side) the k-communities of our social network are shown after k = 48 
iterations. We observe four communities that are depicted in the visualization in four 
different colors. To enhance visibility, the borders of the communities are also 
indicated by vertical bars. After further iterations we determine a small community of 
five community instances that is separated from the other communities (the respective 
instances are encircled in the upper part of the right side of Fig. 1; χ = blue). The 
community blue has a lifetime of four periods (tstart = 38, tend = 41).  

The first instance of blue in t = 38 consists of eleven members. The second 
instance consists of eight members: Five of the eight users where already participating 
in the first instance and three members are new to the community. The third instance 
in t = 40 consists of seven members. All of them participated in t = 38 and/or in t = 
39. In t = 41 two instances are assigned to blue. Both instances have three members 
and all members have already been participating in previous instances. 

To assess the relevance of a community to a given user we observe the interaction 
behavior of the community members inside the community as well as interaction with 
members from other communities during the lifetime of the community under 
observation. We thus fix the time period T to the lifetime of blue, i.e. to the period  
38-41, and measure the involvement and the participation for a subset of six members 
of the community. Since our observation period equals the lifetime of χ, the measure 
for the participation equals the rscore measure. We can therefore use the 
participation measure to assess the relevance of a community to a user. 
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Fig. 1. Left side: k-communities after 48 iterations. Right side: Separated k-community after 
further iterations (encircled community instances in the upper part named in the following 
community blue) 

Table 1. Involvement and participation of six community members of the blue community 

user u involvement(u, C) participation(u, χ) Remark 
v695 t=38 13 

t=39 0 
t=40 0 
t=41 0  

0.57 no assignment to other 
community instance in T  

v685 t=38 4 
t=39 0 
t=40 0 
t=41 0  

0.33 no assignment to other 
community instance in T 

v700 t=38 8 
t=39 1 
t=40 0 
t=41 0  

0.32 no assignment to other 
community instance in T 

v525 t=38 5 
t=39 1 
t=40 0 
t=41 1  

0.45 no assignment to other 
community instance in T 

v368 t=38 57 
t=39 53 
t=40 1 
t=41 0  

0.17 no assignment to other 
community instance in T 

v58 t=38 10 
t=39 9 
t=40 0 
t=41 0  

0.28 in T also assigned to 
communityφ :  

participation(u,φ )=0.38 

 
A user, who is assigned to a community, is most likely represented by this 

community; at least during the lifetime of the community she is assigned to. However, 
the involvement in the assigned community may vary over the lifetime of the 
 

t t
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community as shown in Table 1. No user is involved in community blue in all 
periods. Some users are only involved once (see v695, v685). Since we used an 
overlapping sliding window to partition the time axis, to smooth out gaps in the 
interaction behavior between periods, members might be assigned to a community 
instances, even though they had no interaction in the respective period because of 
former interactions. Thus, it is of interest to consider the involvement in other 
community instances. In our case both users are not involved in other community 
instances, therefore it can be assumed, that they are still represented by community 
blue even in periods they are not active.  

Users who are assigned to different community instances during the lifetime of the 
community blue might be still best represented by this community in the periods they 
are involved in blue; however users may not be represented best by this community 
over the whole period of their interaction. As shown in Table 1, users may change 
their interaction behavior during the lifetime of a community and switch to another 
community (see user v58). Thus, the participation in the assigned community is not 
maximal in all periods. User v58 was assigned to the community blue but shows in the 
last period of the community’s lifetime higher involvement in another community 
instance. This is reflected in the participation of the user for both communities: It is 
higher for community φ  (0.38 compared to 0.28 in χ). Thus, the respective time 
period should be considered when making a decision which community best 
represents a user. The relevance of a community for a user in a certain time period can 
therefore be assed by determining the highest relevance score.  

5   Conclusions and Outlook 

We have studied the issue of community relevance for a user participating in multiple 
communities, whereupon periods of active participation may be followed by 
inactivity. We have modeled communities as dynamic structures comprised of static 
“community instances”, each of them characterized by its active users. From the 
viewpoint of community evolution, this allows us to detect “structural gaps”, i.e. the 
discontinuation of a community's lifetime span. From the viewpoint of community 
membership, the model allows us to assign for a certain period users to a most 
relevant community. 

We have experimented with a real community that exhibits membership fluctuation 
and has known structural gaps. The experiment delivered some first insights on the 
number of clusters (dense subgraphs of similar community instances) to which users 
participate actively or inactively. As a next step, the preferences, interests or other 
type of semantics captured by an evolving community should be captured and 
juxtaposed to those of their individual members. 
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Abstract. Recommender systems have been steadily gaining popular-
ity and have been deployed by several service providers. Large scalable
deployment has however highlighted one of the design problems of recom-
mender systems: lack of interoperability. Users today often use multiple
electronic systems offering recommendations, which cannot learn from
one another. The result is that the end user has to often provide similar
information and in some cases disjoint information. Intuitively, it seems
that much can be improved with this situation: information learnt by
one system could potentially be reused by another, to offer an overall
improved personalization experience. In this paper, we provide an effec-
tive solution to this problem using Latent Semantic Models by learning
a user model across multiple systems. A privacy preserving distributed
framework is added around the traditional Probabilistic Latent Seman-
tic Analysis framework, and practical aspects such as addition of new
systems and items are also dealt with in this work.

1 Introduction

The World Wide Web provides access to a wealth of information and services to
a huge and heterogeneous user population on a global scale. As the web becomes
the source for commercial businesses to reach a large number of people, service
providers are looking for ways to extend electronic systems to provide more
effective services to their customers. Since the last decade, commercial providers
have identified personalization as a key driver of business growth and repeat
customers. This has led to a wide scale deployment of personalization engines
which provide scalable personalization, examples being Amazon and Netflix.

However, benefiting from these personalized web sites requires both explicit
and implicit involvement of the end-users over a long period of time. Each sys-
tem independently builds up user profiles and may then use this information
to personalize the system’s content and service offering. Today, users often use
multiple electronic systems offering personalization, which cannot interoperate,
or share user information with one another. The end result is that a user has
to often provide similar information and in some cases disjoint information to
different systems. Such isolated approaches have two major drawbacks: firstly,
investments of users in personalizing a system either through explicit provision
of information or through long and regular use are not transferable to other sys-
tems. Secondly, users have little or no control over the information that defines
their profile, since user data are deeply buried in personalization engines running
on the server side.
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Cross system personalization(CSP) [7] allows for sharinge information across
different information systems in a user-centric way and can overcome the afore-
mentioned problems. Information about users, which is originally scattered
across multiple systems, is combined to obtain maximum leverage and reuse
of information. Previous approaches to cross system personalization[9] relied on
each user having a unified profile which different systems can understand. The
basis of ‘understanding’ in this approach is of a semantic nature, i.e. a user pro-
file can be semantically interpreted by another system. The main challenge in
this approach is to establish some common and globally accepted vocabulary
and to create a standard every system will comply with.

Machine learning techniques provide a promising alternative by using example
data to learn mappings between profile formats to enable cross system person-
alization without the need to rely on accepted semantic standards or ontologies.
The key idea is that one can try to learn dependencies between profiles main-
tained within one system and profiles maintained within a second system based
on data provided by users who use both systems and who are willing to share
their profiles across systems – which we assume is in the interest of the user.
Here, instead of requiring a common semantic framework, it is only required
that a sufficient number of users cross between systems and that there is enough
regularity among users that one can learn within a user population, a fact that
is commonly exploited in social or collaborative filtering.

2 Automatic Cross System Personalization

For simplicity, we consider a two system scenario in which there are only two sites
or systems denoted by A and B that perform some sort of personalization and
maintain separate profiles of their users; generalization to an arbitrary number
of systems is relatively straightforward. For simplification, we assume that the
complete user profiles for a user ui are represented as vectors xA

i ∈ X ⊆ R
m and

xB
i ∈ Y ⊆ R

p for systems A and B, respectively. Given the profile xA
i of a user

in system A, the objective is then to find the corresponding profile xB
i of the

same user in system B. Formally we are looking to find a mapping

FAB : R
m → R

p, s.t. FAB(xA
i ) ≈ xB

i (1)

for users ui. The situation may be further complicated by the fact that for some
users, xA

i may be known partially, and that some aspects or values of xB
i may

be directly observable only at system B. In the latter case, the goal is to exploit
the information available at system A in order to improve the inference about
unknown values of xB

i . Such a mapping is the crux of the CSP problem: given a
profile at one system, find the profile at another system.

2.1 Requirements from a CSP Solution

The above stated problem maps well to the machine learning area, where a
program learns from a set of examples given as input. The aim of the learning
program is learn a function which can best mimic the pattern learnt in input
data. The CSP problem has a similar setting, where users using two systems have
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one profile for each system, which can be used as input for learning a mapping.
Since our input and output values are both vectors, this problem requires a
vector valued learning method. Besides the obvious learning capability required
from a candidate method, there are additional constraints form the problem
itself. These include:

a) Perform vector-valued regression en bloc and not independently,
b) Exploit correlations between different output dimensions,
c) Scalability of the method to large user populations and many systems/sites,
d) Capability to deal with missing and incomplete data,
e) Preserve the privacy of the end users,
f) Capability to deal with addition of new variables without explicit retraining.
g) Capability to take unlabeled data into account (semi-supervised learning)

Few methods can provide principled support for all the above requirements,
dealign either with sparsity, or with vector valued learning, but not both(see
[7,8] for a more detailed analysis). In this work, we use PLSA[6] as a method of
choice after transforming the CSP task into a missing value problem, similar to
traditional collaborative filtering. However, privacy preservation is not built into
PLSA; thus we introduce a distributed version of PLSA in this paper, which can
be used in a privacy preserving manner by using encryption homomorphisms
similar to [2]. Further, we also extend the PLSA model to support addition of
new items. The next subsection explains how we transform CSP into a missing
value problem; section 3 explains our extended Distributed PLSA model.

2.2 Cross System Personalization as a Matrix Completion Problem

Two basic assumptions help us in casting the CSP task as a missing value prob-
lem: first, that users have their profiles for multiple systems available to them,
and second, that users are willing to provide their multiple profiles for computing
a mapping between the profile formats of these systems. In this section, we use
these basic assumptions to cast CSP as a missing value problem.

In a two system scenario, we have two sites A and B, containing user profiles
for their users represented as vectors. A user ui has a profile xA

i ∈ R
m at site

A, and a profile xB
i ∈ R

p at site B. Let matrices XA and XB represent all user
profiles (with each user representing a column) at systems A and B and further
assume that c users are common to both sites and that the data matrices can
be partitioned as:

XA =
[
XA

c XA
s

]
, XB =

[
XB

c XB
s

]
, (2)

where XA
c and XB

c represent the sub-matrices of XA and XB corresponding to
the common users and XA

s and XB
s the sub-matrices for users that are unique

to A and B.
One way of looking at the CSP problem in the context of latent semantics is

to relate the profiles in both (or multiple) systems by assuming that the user
profiles are likely to be consistent in terms of the basic factors, i.e. that they can
be explained by latent factors common to both systems.
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A simple manner of enforcing this constraint is to construct a new combined
vector x = [xA xB ] and to perform a joint analysis over the combined profile
space of system A and B. This means we effectively generate a data matrix

X =

[
XA

c XA
s ?

XB
c ? XB

s

]
, (3)

where ’?’ denotes matrices of appropriate size with unobserved values. Note that
the other submatrices of X may also contain (many) missing entries. Also note
that a column of this matrix X effectively contains a unified user profile of the
user across two systems, adding more systems can be done in a similar fashion.
It is interesting to make a further simplification by restricting the data matrix
to users that are known to both systems

Xc =
[
XA

c XB
c

]
, (4)

and to ignore the data concerning users only known to one system. Obviously,
this will accelerate the model fitting compared to working with the full
matrix X.

Related Work. Recently, a few techniques have been suggested for the purposes
for Cross System Personalization which deal with the vector valued learning
problem that CSP entails. The earliest technique for CSP is Manifold Alignment
[7], which performs satisfactorily in the test scenarios evaluated, but does not
deal well with incomplete data.Manifold alignment uses non linear dimension-
ality reduction techniques like Locally Linear Embedding(LLE) and Laplacian
Eigenmaps, which have previously not been applied to Collaborative filtering,
and do not scale very well. The next technique to emerge is using Sparse Factor
Analysis(SFA)[3,8], which performs very well even on large datasets. SFA was
originally proposed by [3] in the context of privacy preserving collaborative fil-
tering. The advantage of PLSA over the above methods is better performance
for the collaborative filtering domain, and ease of updation in case new items
are added. While SFA is a fast method for collaborative filtering, it does not
offer any easy mechanism to add new items without a complete re-computation
of the model.

3 Distributed PLSA for Cross System Personalization

Introduction to PLSA: PLSA is a probabilistic variant of Latent Semantic
Analysis(LSA), which is an approach to identify hidden semantic associations
from co-occurrence data. The core of PLSA is a latent variable model(also known
as the aspect model) for general co-occurrence data which associates a hidden
variable z ∈ Z = {z1, z2, ..., zK} with each observation. In the context of collab-
orative filtering, each observation corresponds to a vote by a user to a item. The
space of observations is normally represented as an M ×N co-occurrence matrix
(in our case, of M items Y = {y1, y2, .., yM} and N users X = {x1, x2, .., xN}.
The aspect model can be described as a generative model:
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– select a data item y from Y with probability P (y),
– pick a latent factor z with probability P (z|y),
– generate a data item x from X with probability P (x|z).

Since in collaborative filtering we are usually interested in predicting the vote
for an item for a given user, we are interested in the following conditional model:

P (y|x, z) =
∑

z

P (y|z)P (z|x) (5)

The process of building a model that explain a set of observations (X , Y) is
reduced to the problem of finding values for P (z), P (y|z), P (x|z) that can max-
imize the (log)likelihood L(X , Y) of the observations. The model parameters
P (z|u) and P (y|z) are learnt using the Expectation Maximization [4] algorithm
which is a standard procedure for latent variable methods. The EM equations
for Gaussian PLSA have been derived in [6] and are as follows:

E-Step: p(z|u, y, v) =
p(z|u)p(v|z, y)∑
z′ p(z|u)p(v|z, y)

(6)

M-Step 1: p(z|u) =

∑
(u′,y,v):u=u′ p(z|u, y, v)∑

(u′,y,v):u=u′ 1
. (7)

M-Step 2: μz,y =

∑
(u,y′,v):y′=y p(z|u, y, v) v∑
(u,y′,v):y′=y p(z|u, y, v)

(8)

σ2
z,y =

∑
(u,y′,v):y′=y p(z|u, y, v) (v − μy,z)2∑

(u,y′,v):y′=y p(z|u, y, v)
(9)

3.1 Privacy Preserving Distributed PLSA

We assume that each user accesses the recommendation system via a client
which can communicate with other clients. We assume a completely distributed
setting where each client can interact with every other client like in a peer to
peer environment. The main goal behind distributed PLSA is that private user
data is not shared with other users or with a central server. However the PLSA
model is known to everyone, and can be used to by a user’s client to compute
recommendations for the user. Therefore, a new user only needs to know the
probability distribution over the user communities z, i.e. (p(z|u) and the values
of PLSA parameters μ and σ. The probability distribution can be computed by
Eq. (8), given the model parameters.

Initially, given the first n users, the initial model has to be constructed. For
Gaussian PLSA, this requires the repeated iteration of the EM equations. To
maintain our goals of privacy, the EM equations have to be computed in a
distributed fashion, with contributions from each user made available in the
encrypted format.

Our communication protocol between the clients has two phases: in the first
phase, the model parameters are computed by iterating the EM equations; the
second phase is the normal recommendation phase where a trained model is



62 B. Mehta

available and is available to everyone for computing their own recommendations.
Similar protocols based on shared Elgamal encryption[5] have also been used
in [2].

Phase 1: Training the dPLSA Model

In the first version of the protocol, we assume all users to be honest. We assume
that the set of items y and the set of users u remains fixed during the entire
protocol, and have a size of M items and N users. Note that we refer to the
combined user profile in this protocol ( x = [xA xB], with a combined dimen-
sionality of M), and build a model for the matrix X. The protocol proceeds in
the following fashion:

1. At first, the number of communities is fixed, and this parameter K is com-
municated to every client.

2. The first set of model parameters are initiated as μz,y = {0}K×M and σz,y =
{1}K×M . Further, each client initiates the probability distribution of belong-
ing to a user community to a random distribution.

Pz|u = [p(z|u)]K×N
, such that

∑
z

p(z|u = i) = 1 , ∀i

3. Each client receives the unencrypted values of μ and σ.
4. Each client computes the prior probabilities using given values for μ and σ

p(v|z, y) = e
− (μz,y−vu,y)

2σz,y

2

/σz,y (10)

5. Using p(z|u) and p(v|z, y) calculated in the previous step, each client com-
putes the posterior probabilities of each of its votes:

p(z|u = i, y, v) =
p(z|u = i)p(v|z, y)∑
z′ p(z|u = i)p(v|z, y)

(11)

6. Each user also updates their probability distribution over the user commu-
nities.

p(z|u = i) =

∑
(u,y,v):u=i p(z|u = i, y, v)∑

(u′,y,v):u=i 1
. (12)

7. Each client computes two matrices of fixed point numbers

Fk×m
i , where Fi(z, y) =

∑
(u=i,y′,v):y′=y

p(z|u = i, y, v) v (13)

Gk×m
i , where Gi(z, y) =

∑
(u=i,y′,v):y′=y

p(z|u = i, y, v) (14)

Notice that the overall mean μz,y (see Eq. (9))can be written as

μk×m, s.t. μz,y =
F1(z, y) + F2(z, y) + ... + Fn(z, y)
G1(z, y) + G2(z, y) + ... + Gn(z, y)

(15)

where Fi and Gi are contributions from user i.
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8. Vector addition can be be done in an encrypted format using the scheme
discussed in [3] where an El-Gamal public key[5] is known to everyone, and
the private key is shared by some d users. The key generation protocol of
Pederson[10] does exactly this: it enables each user to have a share si of
the private key s, which can be reconstructed from given sufficient num-
ber of shares. The advantage of the El-Gamal encryption process is that
multiplicative homomorphism is preserved.

E(M1 + M2) = E(M1)E(M2)

Thus an addition of two numbers can be performed even if only their en-
crypted values are available. Using this property, addition of vectors and
matrices can be simulated by doing piecewise encryption of each matrix
value. Each client therefore uses the public key to encrypt each value of
their matrix F , and create a vector of the encrypted values Γi

1×km, such
that Γi(l) = Enc(F1(div(l, m), mod(l, m)+1)) (concatenating rows to make
one large row). Here Enc() is an encryption function. Similarly, another
vector Ωi

1×km is created from the encryption of the matrix G.
9. Each client sends its encrypted values Γ and Ω to all the tallier nodes. Tallier

nodes are a subset of the user population which are trusted to perform the
vector additions. On receiving the contributions of each user, the talliers
compute the addition of the F and G matrices.

10. Since homomorphic properties for division do not exist, one needs to decrypt
the totals

∑
i Enc(Fi), and

∑
i Enc(Gi). To decrypt, the encrypted sums are

broadcast to every client which then decrypt these totals using their portions
of the keys. The decrypted values are then sent back to the talliers, who them
perform an element-wise division of

∑
i Fi and

∑
i Gi to compute μz,y

μz,y =
∑

i Fi(z, y)∑
i Gi(z, y)

(16)

11. The newly computed μz,y is broadcast to all clients, which is then used to
calculate a new matrix S

Sk×m
i , where Si(z, y) =

∑
(u=i,y′,v):y′=y

p(z|u = i, y, v) (v − μy,z)2 (17)

This matrix is encrypted and converted to a vector Λ which is send to the
talliers. There, an encrypted sum is calculated, which is then sent back to
clients for encryption (see the two previous steps). Finally, a new value of
sigma is computed using the following element-wise division.

σz,y =
∑

i Si(z, y)∑
i Gi(z, y)

(18)

12. Repeat from step 3, till the values of μ and σ converge. 30-100 iterations
maybe required. To simulate hold out data, talliers may decide to hold back
their own data, and compute their predicted values from the model. By
judging the performance of the model in these values, a tallier can make a
recommendation to perform another iteration, so to stop. If the majority of
the talliers recommend stopping the EM updates, the training phase is over,
otherwise the protocol is repeated step 3 onwards.
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Phase 2: Recommendation Mode

For a new user, the precomputed model is enough to compute recommendations.

1. Each client initiates the probability distribution of belonging to a user com-
munity to a random distribution. (See Step 2 of Training phase)

2. Repeat steps 3-6 twice.
3. Compute predicted votes using the equations: p(v|u, y) =

∑
z p(z|u)p(v|z, y).

Note that the original profile will renumber the item order due to concate-
nation of profiles form multiple systems.

3.2 Update and Synchronize

When a new item is added to one of the systems (say A), the profile representing
the user on that system changes. After the profiles for this system has been
updated for all users, the model over A and B also has to be updated. We do
this by adding one more dimension to μz,y and σz,y each, and initializing it to
zero. After that, 2-3 iterations from step 3 onwards of the training phase can be
run to update the values of σ and μ.

To add update the model using data from new users, a similar procedure has
to be followed. Not that in this case, the size of matrices σ and μ, remains the
same. Therefore, the model simply has to be training in a manner similar to using
held out data. To do it in our distributed setting, a new client should simply
broadcast its availability, and participate from step 2 onwards. This protocol
adjustment however opens the door for malicious users to insert arbitrary data
to manipulate the system, which has to be dealt with in the algorithm itself.
Robust collaborative filtering extensions are required to take this into account.

4 Data and Evaluation

We choose the EachMovie data with ratings from 72,916 users for 1,682 movies.
Ratings are given on a numeric six point scale (0.0, 0.2, 0.4, 0.6, 0.8, 1.0). The
entire dataset consists of around 2.8 million votes, however around 1.8 million
of these votes are by the first 21835 users. We chose this dense subset of 21835
users and 1682 movies and we scale these ratings on a scale of 5, which is also
the scale in other datasets like MovieLens and lately Netflix.

To simulate two systems A and B, we divide this data set into two parts
by splitting the item set of the entire data. In our experiments, we have used
15,000 users for both A and B, with 8,000 users being common between the two
systems. We allow a random 5% of items to overlap between the datasets. The
overlap is not explicitly maintained. In our test runs, we build a PLSA model
using the matrix X (see eq. (2)) varying c from 1000 users to 8000 users. For the
users not in correspondance, we randomly rearrange their order. We refer to this
case as the full data case. In our setting, it is vital that we can build an effective
predictive model with as few users crossing over from one system to another
which works effectively for a large number of new users. We use 5000 users as
test (randomly from the 7000 users not common to the systems). In addition,
we also performed the model building step using only the users common to both
systems using Xc. We refer to this case as the common data case.
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4.1 Metrics Used

1. Mean Average Error = 1
m

∑
|pv − av|, where pv is the predicted vote and av

is the actual vote.
2. Ranking score of top-20 items. Rscore = 100∗∑

R∑
Rmax

. This metric gives a values
between 0 and 100. Higher values indicate a ranking with top items as the
most highly rated ones.(see [1] for details)
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Fig. 1. MAE and Ranking scores for 5000 test users (with 5 fold validation).
”‘common”′ refers to the use of only common users (eq. 3) for training the model.

Our evaluation is aimed at testing the following hypotheses:

1. CSP using PLSA offers an advantage over mean item voting for a large
number of first time users,

2. CSP using PLSA offers an advantage over existing methods like SparseFA.

4.2 Results

The experimental bench described above sets the scene: PLSA models and
SparseFA models are trained over identical datasets, and MAE and Ranking
Scores are measured. Results are then averaged over 5 runs and plotted in Fig-
ure 1. For the SparseFA model training, we use an improved implementation
(w.r.t [8]) which is optimized w.r.t. model parameters and reports better re-
sults than previously. SparseFA remains a fast and effective model; however, we
expect PLSA to outperform SparseFA.

Figiure 1 provides experimental proof: PLSA has a distinct advantage with
smaller training data and provides highly accurate recommendations for 5000
test users even when only 1000 users have crossed over. While SparseFA also
outperforms the baseline most popular method, it catches up with PLSA only
after more than 7000 users have crossed over: even then PLSA maintains a slight
lead. The results in the ranking score experiment show an advantage for Sparse
FA over PLSA: this means that while PLSA is an overall more accurate method,
Sparse FA is able to pick the top 20 relevant items and rank them better than
PLSA. A lower Mean Average Error for PLSA shows that the complete profile
predicted by PLSA is closer to the original profile than the one predicted by
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SparseFA. One more important observation is that the models trained with only
common data(supervised) outperform the models trained with full data (semi-
supervised). However, this trend is observable only when a small number of
users are common to both systems. Once around 4000 users have crossed over,
the semi supervised methods have a small lead. In a practical situation, we might
use only the common users, since the overhead of training this model is much
smaller than the full data.

5 Conclusion

This paper outlines a novel approach to leverage user data distributed across var-
ious electronic systems to provide a better personalization experience. One major
benefit of this approach is dealing with the new user problem: a new user of a
collaborative filtering system can usually be provided only the non-personalized
recommendation based on popular items. Our approach allows systems to make
better recommendations using the user’s profile in other systems. The contri-
bution of this paper is in describing and comparing methods which offers a
satisfactory improvement over status quo for a potentially important applica-
tion scenario. In addition, the highly popular PLSA method has been extended
to add privacy and distributively. Future work includes using recent advances
in the Expectation Maximization technique to reduce the number of iterations
required and consequently simplify the protocol described in this paper.
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Abstract. Personalized Web browsing and search hope to provide Web
information that matches a user’s personal interests. A key feature in de-
veloping successful personalized Web applications is to build user model
that accurately represents a user’s interests. This paper deals with the
problem of modeling Web users by means of personal ontology. A Web
log preparation system discovering user’s semantic navigation sessions
is presented first. Such semantic sessions could be used as the input of
constructing ontology-based user model. Our construction of user model
is based on a semantic representation of the user activity. We build the
user model without user interaction, automatically monitoring the user’s
browsing habits, constructing the user ontology from semantic sessions.
Each semantic session updates the user model in such a way that the
conceptual behavior history of the user is recorded in user ontology. Af-
ter building the initial model from visited Web pages, techniques are
investigated to estimate model convergence. In particular, the overall
performance of our ontology-based user model is also presented and fa-
vorably compared to other model using a flat, unstructured list of topics
in the experimental systems.

1 Introduction

With the explosive growth of information available on the World Wide Web,
it has become more difficult to access relevant information from the Web. One
possible approach to solve this problem is Web personalization [1].These systems
often require some form of representation for user interest model in order to
provide a backbone for information recommending and reasoning. An accurate
representation of a users interests, generally stored in some form of user model,
is crucial to the performance of personalized search or browsing agents. User
model is often represented by keyword/concept vectors or concept hierarchy. The
acquired model can then be used for analyzing and predicting the future user
access behavior. User model may be built explicitly, by asking users questions,
or implicitly, by observing their activity.
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c© Springer-Verlag Berlin Heidelberg 2007



68 H. Zhang, Y. Song, and H.-t. Song

An ontology is defined by [2] as ”an explicit specification of a conceptual-
ization”. A conceptualization consists of a set of entities (such as objects and
concepts) that may be used to express knowledge and relationships. Ontology
provides a common framework that allows data to be shared and reused across
application, enterprise and community boundaries [3]. User access behavior mod-
els can be represented as ontology.

Ontology-based user modeling is the use of ontology to structure user models.
We examine the roles that ontology plays in user modeling as well as the require-
ments that user modeling imposes on ontology. Some of these roles are identical
to the broader uses of ontology, such as supporting reasoning across granulari-
ties, providing a common understanding of the domain to facilitate reuse, and
harmonization of different terminologies. There are also some requirements spe-
cific to user modeling such as scrutability and the ability to support a reasoning
layer specific to user evidence.

The user models are constructed using a variety of learning techniques includ-
ing the vector space model [4], genetic algorithms [5], or clustering [6]. Many sys-
tems require user feedback for this, e.g., Persona [7]. Others, such as OBIWAN
[8] adapt autonomously. Lexical and syntactic (i.e., structural) information are
not taken into account for building user models in these cases, thus, they are not
capable of capturing the semantics underlying each concept as well as semantic
relationships among concepts. However, there are more proposals in the context
of conceptual user model construction recently [9][10][11][12][13]. Concept rating
or filtering algorithms are often employed to improve the user models.

In this paper, we propose an approach for constructing ontology-based user
model. Firstly we present the architecture of SWULPM (Semantic Web Usage
Log Preparation Model), which is capable of both creating and managing ontol-
ogy as well as of exploiting it for discovering users semantic navigation sessions.
Web usage mining [14], which aims to discover interesting and frequent user
access patterns from Web usage data in the SWULPM, can get semantic ac-
cess behavior of users as the input of ontology-based user modeling. Secondly we
show capability of the ontology-based user models representation, which involves
user-behavior dependent relationships among concepts and, importantly, deals
with structural and semantic heterogeneity of Web sources. A conceptual model,
called concept-graph (c-graph, for short), is defined for the representation. Fi-
nally the construction of the user model is done by taking into account users
semantic navigation sessions, encoding such a new knowledge into the ontology,
and updating the user ontology. During the navigation of a personalized Web
site, user model could provide a set of recommendations based on user interests.

This section discusses our chosen problem domain and our general approach
to construction of ontology-based user model, along with related work. The rest
of this paper is organized as follows. In Section 2, an overview of the research
efforts on SWULPM architecture is given. Section 3 describes the representation
of user model based on the concept-graph. Section 4 illustrates technical details
of ontology-based user model constructing. We put forward an experiment to
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show how ontology can improve user modeling and hence recommendation ac-
curacy in Section 5.Future enhancements of the system and conclusions are pre-
sented in Section 6.

2 SWULPM Architecture

In this section we present the architecture of SWULPM (Semantic Web Usage
Log Preparation Model), a Web log preparation system that integrates site se-
mantics and ontology with usage data. The Web usage Logs are inputted to the
semantic Web usage log preparation process, resulting in a semantical set of user
sessions that include thematic categories, except for pages with URLs. Such se-
mantic sessions, which combine both the semantic of visited sites and the way the
user navigates them, could be used as the input of constructing ontology-based
user model. The block diagram representing SWULPM’s architecture appears
in Fig.1.

Web
Content

Keyword
Extraction

Processed
S-Logs

Usage Logs

Classified
Content

Data
Processing

Log 
Transformat

ion

Semantic
Session
Analysis

For
User

Modeling

Domain Ontology

Fig. 1. Architecture of SWULPM

One of the systems innovative features is that the Web documents are clas-
sified based on the domain ontology; therefore the recommended categories are
further expanded to contain the documents that fall under them. The ontology is
either a domain-independent ontology or the result of the integration of existing
ontology; the category is presented by entity classes (Concepts). A fuzzy related
classification approach for Web document based on ontology concept semantic
measurement is presented in our project [15]. Based on the semantic similarity
and the fuzzy characteristics of the Web document, the fuzzy related technol-
ogy combined with VSM in classifying Web documents into a predefined set of
ontology categories is adopted.

Another innovative feature of this system is the creation of S-log (Semantic-
log) from the original Web logs and their use for extraction of usage patterns.
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S-Log is an extended form of the Web server log. Each record of the Web server
logs is enhanced with relevant keywords and concept (from the ontology) repre-
senting the semantics of the respective URL. All possible categorical and ordered
paths for the requested URL, above all, are obtained, after conceptualizing this
URL by domain ontology.

Additionally, session analysis algorithms are then applied to this enriched
version of Web logs. In order to detect the candidate sets of session identifiers,
semantic factors like semantic mean, deviation, and distance matrix are estab-
lished. Eventually, each semantic session is obtained based on nested repetition
of top-down partitioning and evaluation process. The outcome of this phase is a
set of semantic sessions that include thematic categories, except for Web pages
or URLs. The way these sessions enhance the user model of the Web personal-
ization process is depicted in the following sections.

3 Ontology-Based User Model Representation

In this section we describe the representation of ontology-based user model.
This is based on the capability of the ontology model (a graph of concepts
called c-graph with labeled arcs). The c-graph is used for representing the user
model. The concept-graph is defined for a given user and a given set of concepts
with different names. It contains an explicit representation of membership of
instances to such concepts, as well as the semantic relationships among them.
Labels encode knowledge about both structure and semantics of visited sites and
past user behavior. Moreover, information about accesses of the user is included.

A concept is a pair < c, name(c) > where c is a set of instances and name(c)
is a string (with prefixed maximum length). We define now the concept-graph
(c-graph, for short). Given a subset of concepts N such that no two concepts with
same name occur in it and an instance may belong only to one concept, and a
user u, a c-graph is a rooted labeled direct graph C Graph(N, u) = < N, A >,
where N is the set of nodes and A ⊆ N × N is the set of arcs. Informally, N
represents the set of concepts of interest for the user u. Arcs encode semantic
relationships among concepts. Their labels define a number of properties asso-
ciated to relationships of C Graph(N, u) containing also the dependency of the
model on the user u.

More precisely, an arc (s, t) is provided with label(s, t) =< dst, rst, hst, τst > ,
where both dst and rst are real numbers ranging from 0 to 1, hst is a non negative
integer, and τst is a non negative real number. The four label coefficients above
encode different properties, and their definition, which we next provide, clarifies
why our graph is directed. In particular:

- dst is the semantic independence coefficient. It is inversely related to the
contribution given by the concept t in characterizing the concept s.

- rst is the semantic relevance coefficient, indicating the fraction of instances
of the concept s whose complete definition requires at least one instance of the
concept t.
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- hst is the hit coefficient, counting the number of hits which u carries out on t
(i.e., on some instance of t) coming from s (i.e., coming from some instance of s).

- τst is time coefficient, defined as
∑hst

i=1
ti

qi
, where ti is the effective total time

spent by u at the i-th hit for consulting the concept t coming from s and qi is
the size of the relative accessed page.

The construction and management of the user ontology is a task of our agent
and will be explained in detail in Section 4.

4 Ontology-Based User Model Representation

4.1 Session C-Graph Updating

Each new semantic session updates the user model in such a way that the concep-
tual behavior history of the user is recorded in user ontology. For updating the
user ontology, the user dynamically builds a c-graph B(IS) during the visit and,
at the end, incorporates the knowledge encoded in B(IS ) into the user global
ontology O by integrating the session c-graph and global c-graph. Suppose now
the user’s new session is represented by IS, and the c-graph S(IS), representing
the structure of the site, is automatically built.

At the beginning of the visit, B(IS) is empty. During the visit B(IS) changes,
both concepts accessed by u and their neighborhoods in S(IS), are recorded in
B(IS) by inserting new nodes and new arcs. Moreover, hit and time coefficients
are recomputed at each step according to their definition. Independence and
relevance coefficients are taken from corresponding arcs in S(IS). At the end
of the visit, B(IS) is a representation of the portion of IS, visited by u in this
session, containing also information about the user behavior, with hit and time
coefficients.

By considering also neighborhoods (in S(IS)) of visited concepts, the agent
autonomously discovers potentially interesting concepts for the user and includes
them in B(IS). More formally, given a concept s, we denote by nbh(s) its k-
neighborhood.

In obvious way, we define as arcs(nbh(s)) the set of arcs induced by the
k-neighborhood of a concept s. Thus, for each access a to an instance t of a
concept s :

- if a is the first access of the visit, then the node s is inserted into B(IS) with
only the instance t belonging to it. hst and τst are updated (in this case hst is
set to 1).

- if s is accessed for the first time, a is not the first access, and, thus, the user
comes from an instance of another concept, say s’, then the node s is inserted
into B(IS) with only the instance t belonging to it, and an arc (s’ , s) is also
added. hst and hs′s are set to 1, τst and τs′s are set to the same measured
value. Independence and relevance coefficients of the arc (s’, s) are set to the
corresponding values occurring in S(IS).
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- if a is an access coming from a concept s’ but s was already accessed, then
the arc (s’ , s) is added in B(IS) if not already present. hst and hs′s are increased
of 1; τst and τs′s are equally updated.

- if a is an access and it is not the first one, then hst is increased and τst is
updated.

- for every kind of access a, nodes of nbh(s) and arcs of arcs(nbh(s)) are
inserted into B(IS), if not already occurring in it. Independence and relevance
coefficients of inserted arcs are taken from the corresponding arcs of S(IS). Hit
and time coefficients are set to 0. At this point, before handling the choice of a
new information source, the knowledge encoded in B(IS) has to be incorporated
into the ontology O, updating it.

4.2 Session C-Graph Updating

In this section we describe how session c-graphs can be incorporated to the
global c-graph. This problem could be solved by the integration of two c-graphs.
Informally, this merge consists of a ”union” of the two c-graphs executed after
that synonymies and homonymies are eliminated: by computing the similarity
coefficients between all possible pairs of nodes (a node belonging to the first c-
graph, the other belonging to the second c-graph), synonyms and homonyms are
first detected, and then, synonymy nodes are renamed giving the same name and
homonym nodes are renamed in such a way that they assume distinct names.
The union of the two ”normalized” c-graphs is done by suitably averaging labels
of arcs.

Let B1 =< N1, A1 > and B2 =< N2, A2 > be two c-graphs. The union of B1

and B2, denoted by U(B1, B2), is a directed labeled graph with set of nodes:

N ={s|s ∈ N1 ∧ ¬(∃t)(t ∈ N2 ∧ name(s) = name(t))}∩
{t|t ∈ N2 ∧ ¬(∃s)(s ∈ N1 ∧ name(s) = name(t))}∩
{x|x = s ∪ t, s ∈ N1 ∧ t ∈ N2 ∧ name(s) = name(t) = name(x)}

(1)

And set of arcs

A ={(s, t)|(s1, t1) ∈ A1 ∧ name(s) = name(s1) ∧ name(t) = name(t1)}∩
{(s, t)|(s1, t1) ∈ A2 ∧ name(s) = name(s1) ∧ name(t) = name(t1)}

(2)

Nodes are obtained by copying nodes of each c-graph with name not appearing
in the other c-graph, and by merging nodes with common name into a node with
equal name including all the instances of the original nodes. Arcs are obtained
in obvious way. Now we define how labels are determined. Let (s, t) be an arc
belonging to A. Its label is the 4-tuple label(s, t) =< dst, rst, hst, τst > defined
as follows:

(a) dst = ds1t1, rst = rs1t1, hst = hs1t1, τst = τs1t1

if∃(s1, t1)((s1, t1) ∈ Ai ∧ name(s) = name(s1) ∧ name(t) = name(t1)∧
¬(∃s2)(s2 ∈ Nj ∧ name(s) = name(s2))

(3)
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(b) dst = ds1t1, rst = f(rs1t1, |s2|), hst = hs1t1, τst = τs1t1

if∃(s1, t1)((s1, t1) ∈ Ai ∧ name(s) = name(s1) ∧ name(t) = name(t1)∧
∃s2(s2 ∈ Nj ∧ name(s) = name(s2))∧
¬(∃(s2, t2))((s2, t2) ∈ Aj) ∧ (name(t1) = name(t2)))

(4)

(c)dst = |s1|×ds1t1+|s2|×ds2t2
|s1|+|s2| , rst = f(rs1t1, |s2|), hst = hs1t1 + hs2t2, τst =

τs1t1 + τs2t2

if∃(s1, t1)((s1, t1) ∈ Ai ∧ name(s) = name(s1) ∧ name(t) = name(t1)∧
∃s2(s2 ∈ Nj ∧ name(s) = name(s2))∧
∃(s2, t2)((s2, t2) ∈ Aj) ∧ (name(t1) = name(t2)))

(5)

where i = 1, 2, j = 1, 2, i = j, and by f(rs1t1, |s2|) we denote the function for
recomputing the relevance coefficient of the arc (s1, t1) when the cardinality
of the node s1 is increased by |s2| (recall that the relevance coefficient depends
on the number of instances of the source node). With a little abuse, we assume
that U(B1, B2) is a c-graph. Note that this is not necessarily true since U(B1,
B2) might not to be rooted. However, in this case, a dummy root can be added
to make U(B1, B2) a c-graph. After the integration of O, B(IS) is not useful
anymore, since the memory of such a visit of IS is kept into the ontology. Now,
O must be pruned, in order to eliminate all concepts and instances with low
interest for the user u. O now can be exploited for supporting next user visits.

4.3 Model Convergence

Every time a new Web page is classified, it either adds a new concept to the
user profile or it gets assigned to an existing concept whose weight and number
of documents are increased. Our expectation is that although the number of
concepts in the user model will monotonically increase, eventually the highest
weighted concepts should become relatively stable, reflecting the users major
interests. In order to determine how much of the users browsing history we need
to obtain a relatively stable profile, we evaluated the metrics based on time and
number of visited URLs. In both cases, we measured the total number of non-
zero concepts and the similarity between top 50% of the concepts over time to
see if we could determine when (and if) profiles become stable.

5 Experiment and Results

We built an experimental personalized Web system to compare subjects whose
user interest was computed using ontological user model with subjects whose
models did not. The overall performance of ontological user model were presented
and favorably compared to others.

Experiments data sets had 24 topics collected from China National Library
(CNL, www.nlc.gov.cn). The experimental trial had been conducted for 50 days.
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Topics were divided into two groups, one using an ontological approach to con-
struct user model and the other using a flat, unstructured list of topics. Both
groups had their own separate training set of examples. The system interface
and the classifier used by both groups algorithm were identical.

The system recorded each time the user declared an interest in a topic by
selecting it ”interesting” or ”not interesting”, jumped to a recommended paper
or corrected the topic of a recommended paper. These feedback events were
date stamped and recorded in a log file for later analysis, along with a log of
all recommendations made. Good topics were defined as either ”no comment”
or ”interesting” topics. The cumulative frequency figures for good topics are
presented in figure 2 as a ratio of the total number of topics recommended.
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Fig. 2. Ratio of good topics/total topics

From the experimental data of the trial, several suggestive trends are appar-
ent. The ontological group has a 10% higher topic acceptance. The initial ratios
of good topics are lower than the final ratios, reflecting the time it takes for
enough log information to be accumulated to let the models settle down.

Recommendation accuracy is the ratio of good jumps to recommendations,
and is an indication of the quality of the recommendations being made as well
as the accuracy of the user model. The jump is where the user jumps to a rec-
ommended paper by opening it via the Web browser. Jumps are correlated with
topic interest feedback. Figure 3 shows the recommendation accuracy results.

The experiment shows between 12-16% of recommendations leading to good
jumps. Since 100 recommendations are given to the users at a time, on average
12-16 good jumps are made from each set of recommendations received. As with
the topic feedback, the ontology group again is marginally superior but only by
a 5% margin when the model gets convergent; this trend is promising but not
statistically significant. This smaller difference is probably due to people having
time to follow only one or two recommendations. Thus, although the ontology
group had more good topics, only the top topic of the three recommended was
really be looked at; the result was a smaller difference between the good jumps
made and the good topics seen.
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Fig. 3. Recommendation accuracy

A hypothesis for the ontology group’s apparently superior performance was
that the hierarchy produced a rounder, more complete ontology by including
general super class topics when a specific topic was browsed by a user. This in
turn helped the model to acquire a broader range of interests, rather than just
latching onto one correct topic, therefore the initial recommendation accuracy
ratios might be higher than the final ratios for the range of interest.

6 Conclusions

The main goal of this research is to investigate techniques that implicitly build
ontology-based user models. Many ways in which ontology can be useful for user
modeling have been discussed in this paper. Our approach is based on a semantic
representation of the user activity, which takes into account both the structure
of visited sites and the way the user navigates them. We build the user model
without user interaction; automatically monitoring the user’s browsing habits.
After building the initial model from visited Web pages, we focus on how quickly
we can achieve model stability. Since user model tends to have the problem of
structural and semantic heterogeneity in cross-system personalization, we will be
absorbed in providing the model with the capability of representing structural
properties of information sources with different formats and dealing with inter-
source heterogeneity in the future work.
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vol. 3538, pp. 448–452. Springer, Heidelberg (2005)

10. Denaux, R., Dimitrova, V., Aroyo, L.: Integrating Open User Modeling and Learn-
ing Content Management for the Semantic Web. In: Ardissono, L., Brna, P.,
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Abstract. Users’ critiques to the current recommendation form a crucial 
feedback mechanism for refining their preference models and improving a 
system’s accuracy in recommendations that may better interest the user. In this 
paper, we present a novel approach to assist users in making critiques according 
to their stated and potentially hidden preferences. This approach is derived from 
our previous work on critique generation and organization techniques. Based on 
a collection of real user data, we conducted an experiment to compare our 
approach with three existing critique generation systems. Results show that our 
preference-based organization interface achieves the highest level of prediction 
accuracy in suggesting users’ intended critiques and recommendation accuracy 
in locating users’ target choices. In addition, it can potentially most efficiently 
save real users’ interaction effort in decision making. 

Keywords: Recommender systems, user preference models, critique 
generation, organization, decision support, experiment. 

1   Introduction 

Recommender systems propose items that may interest a user. When it comes to 
suggesting decisions, such as which camera to buy, the ability to accurately 
recommend items that users truly want and reduce their effort in identifying the best 
choice is important. Decision accuracy and user effort are indeed two of the main 
factors influencing the design of product recommenders [8].  

Many highly interactive recommender systems engage users in a conversational 
dialog in order to learn their preferences and use their feedback to improve the 
system’s recommendation accuracy. Such interaction models have been referred as 
conversational recommenders, using both natural language models [14] and graphical 
user interfaces [2,12]. The main component of the interaction is that of example-and-
critique. The system simulates an artificial salesperson that recommends example 
options based on a user’s current preferences and then elicits his/her feedback in the 
form of critiques such as “I would like something cheaper” or “with faster processor 
speed”. These critiques form the critical feedback mechanism to help the system 
improve its accuracy in predicting the user’s needs in the next recommendation cycle.  
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Our previous work proved that intelligent critiquing support allows users to more 
effectively refine the quality of their preferences and improve their decision accuracy 
up to a higher degree, compared to the non critiquing-based system such as a ranked 
list [8,10]. We have also investigated and compared two approaches to help users 
adopt such critiquing support tools. One is the system-proposed critique generation 
technique that aims at proposing a set of critiques for users to choose, and another is 
the user self-motivated critiquing support which stimulates users to freely compose 
and combine critiques on their own [3]. A comparative user evaluation shows that 
users on average achieved higher confidence in choice and decision accuracy while 
being self-motivated to make critiques. However, some users still preferred the 
system-proposed critiques since they found it intuitive to use and potentially their 
decision process could be accelerated if the critiques closely matched the critiques 
they were prepared to make.  

Motivated by these findings, we have been engaged in improving the critiquing-
based recommender system mainly from two aspects. On the one hand, we have 
developed a hybrid critiquing system with the purpose of combining the two types of 
critiquing assistances and making them compensate for each other. The hybrid system 
was empirically shown to have potential to both effectively improve users’ objective 
decision performance and promote their subjective perceptions [4].  

On the other hand, given the limitation of traditional system-proposed critique 
generation approaches in predicting users’ intended critiques (due to their purely data-
driven selection mechanism), we have designed and implemented computation 
algorithms focusing on users’ preferences. The critique generation method based on 
multi-attribute utility theory (MAUT) [5] was shown to more effectively stimulate 
users to apply the proposed critiques [16]. After testing different concrete interface 
designs with real users, we have further proposed the preference-based organization 
interface aimed at organizing the individual MAUT-based critiques into different 
categories and using the category titles (i.e. frequent critique patterns) as upper-level 
critique suggestions. This interface was demonstrated to more effectively promote 
users’ trust in recommendations and increase their trusting intentions to return and 
save effort [9].  

In this paper, we attempt to further evaluate the preference-based organization 
interface in terms of its actual accuracy in predicting critiques matching real users’ 
intended criteria and in recommending products that are in fact users’ target choices. 
Based on a collection of 54 real users’ data, we compared our approach with three 
primary existing critique generation methods: the FindMe [2], dynamic critiquing 
system [11,12], and MAUT-based compound critiques [16].  

2   Related Work 

FindMe systems generate critiques according to their knowledge of the product 
domain. For example, the tweak application (also called assisted browsing) developed 
in one FindMe system (i.e. RentMe) allows users to critique the current recommended 
apartment by selecting one of the proposed simple tweaks (e.g. “cheaper”, “bigger” 
and “nicer”) [2]. However, since the critiques are pre-designed by the system, they 
may not reflect the current status of available products.  
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Table 1. Main differences between four system-proposed critique generation methods 

 
Dynami
c 
critiques 

Critiques typical 
of the remaining 
products 

Critiques 
adaptive to user 
preferences  

Diversity among 
critiques and their 
contained products 

Preference-based 
organization √ √ √ √ 

MAUT-based 
compound 
critiques 

√ × √ × 

Dynamic 
critiquing √ √ × 

Partially (only 
critiques) 

FindMe × × × 
Partially (only 

critiques) 

The dynamic critiquing method [11] and its successor, incremental critiquing [12], 
have been proposed mainly to automatically and dynamically generate compound 
critiques (e.g. “Different Manufacture, Lower Resolution and Cheaper” that can 
operate over multiple features simultaneously), by discovering the frequent sets of 
value differences between the current recommendation and remaining products based 
on Apriori algorithm [1]. Since a potentially large number of compound critiques 
would be produced by Apriori, they further filter all critiques using a threshold value 
favoring those critiques with lower support values (“support value” refers to the 
percentage of products that satisfy the critique). The dynamically generated critiques 
can also perform as explanations explaining to users the recommendation 
opportunities that exist in the remaining products [13].   

However, the critique selection process purely based on support values indeed does 
not take into account users’ preferences. It can only reveal “what the system can 
provide”. For instance, the critique “Different Manufacture, Lower Resolution and 
Cheaper” is proposed if only there is a fewer percentage of products satisfying this 
critique. Even though the incremental dynamic critiquing method keeps a history of 
user previous critiques [12], the history only influences the computation of 
recommended products (i.e. requiring them compatible with the previous critique 
history as well as the current critique), not the process of critique generation. 

In order to respect user preferences in the proposed critiques, Zhang and Pu [16] 
have proposed an approach to adapting the generation of compound critiques to user 
preference models based on the multi-attribute utility theory (MAUT) [5]. During 
each recommendation cycle, several products best matching a user’s current 
preferences will be computed and the detailed comparison of each of them with the 
top candidate will be presented as a compound critique. These preference-based 
compound critiques were shown to more likely match users’ intended critiquing 
criteria. However, relative to the dynamic critiquing approach, this method is limited 
in exposing remaining recommendation opportunities since each MAUT-based 
compound critique only corresponds to one product. In addition, it does not provide 
diversity among critiques. From real users’ point of view, each critique also contains 
too many attributes so as to likely cause information overload. 

With the aim of keeping these approaches’ advantages while compensating  
for their limitations, we have further developed the preference-based organization 
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interface. It was designed not only dynamically generating critiques adaptive to users’ 
current preferences and potential needs, but also applying the data mining technique 
to produce representative compound critiques typical of the remaining data set. In 
addition, the critiques and their contained products are diversified so as to potentially 
assist users in refining and accumulating their preferences more effectively. Table 1 
summarizes the main differences between the preference-based organization 
technique and other system-proposed critique generation methods. 

3   Preference-Based Organization Interface 

To derive effective design principles for the preference-based organization interface, 
we previously designed more than 13 paper prototypes and tested them with real users 
in form of pilot studies and interviews (see details in [9]). Four primary principles 
were derived covering almost all design dimensions, such as proposing improvements 
and compromises in the critique using conversational language (principle 1), keeping 
the number of tradeoff attributes in the critique under five to avoid information 
overload (principle 2), including actual products (up to six) under the critique 
(principle 3), and diversifying the proposed critiques and their contained products 
(principle 4) (the critique was termed as “category title” in [9]). 

 

Fig. 1. The preference-based organization interface 

We have accordingly developed an algorithm to optimize the objectives 
corresponding to these principles (see Fig. 1 of a resulting interface). Note that in our 
interface design, multiple products that satisfy the proposed critique are recommended 
simultaneously, rather than only one product returned (once a critique is picked) in 
the traditional system-proposed critiquing interfaces [2,12,16]. This interface was in 
fact favored by most of interviewed users since it could potentially save their 
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interaction effort and give them higher control over the process of choice making. The 
following lists the main characteristics of our algorithm as how it models and 
incrementally refines user preferences, and how critiques are generated typical of the 
remaining products and selected adaptive to user preferences and potential needs. 

Model user preferences based on MAUT. We represent the user preferences over 
all products as a weighted additive form of value functions according to the multi-
attribute utility theory (MAUT) [5,16]. This MAUT-based user model is inherently in 
accordance with the most normal and compensatory decision strategy, the weighted 
additive rule (WADD) that resolves conflicting values explicitly by considering 
tradeoffs [7]. Formally, the preference model is a pair ({V1,…,Vn}, {w1,…,wn}) where 
Vi is the value function for each attribute Ai, and wi is the relative importance (i.e. 
weight) of Ai. The utility of each product ( 1 2, ,..., na a a〈 〉 ) can be hence calculated as: 

1 2
1

( , ,..., ) ( )
n

n i i i
i

U a a a wV a
=

〈 〉 =∑  (1) 

Suggest unstated preferences in critiques. Giving user suggestions on unstated 
preferences was demonstrated to likely stimulate preferences expression and improve 
users’ decision accuracy [15]. Thus, while generating the critique pattern of each 
remaining product by comparing it with the current recommendation (i.e. the top 
candidate), we assign default tradeoff properties (i.e. improved or compromised) to 
these features without explicit stated preferences. For example, if a user does not 
specify any preference on the notebook’s processor speed, we will assign improved (if 
faster) or compromised (if slower) to the compared product’s processor speed. We 
believe that the proposed critiques with suggested preferences could help users learn 
more knowledge about the product domain and potentially stimulate them to expose 
more hidden preferences. 

Produce critiques typical of the remaining products. In our algorithm, each product 
(except the top candidate) will be turned into a tradeoff vector (i.e. critique pattern) 
comprising a set of (attribute, tradeoff) pairs. The tradeoff property is determined by the 
user’s stated preference or our suggested direction. More concretely, it indicates 
whether the attribute of the product is improved (denoted as ↑) or compromised 
(denoted as ↓) compared to the same attribute of the top candidate. For example, a 
notebook’s tradeoff vector can be represented as {(price, ↓), (processor speed, ↑), (hard 
drive size, ↑), (display size, ↓), (weight, ↑)}. 

We then apply the Apriori algorithm to discover the recurring and representative 
subsets of (attribute, tradeoff) pairs within these tradeoff vectors (the discovered 
subset is called a “compound critique” or “category title” [9]). The reason of applying 
Apriori is due to its efficiency and popularity in mining associate rules among features 
[1]. Additionally, it provides various parameters enabling us to control the number of 
attributes involved in each critique and the percentage of products each critique 
contains so as to satisfy our design principles (principle 2 and 3).  

Thus, at this point, all remaining products can be organized into different 
categories and each category be represented by a compound critique (e.g. “cheaper 
and lighter but lower processor speed”) indicating the similar tradeoff properties of 
products that this category contains (principle 1).  
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Favor critiques with higher tradeoff utilities. The Apriori algorithm will potentially 
produce a large amount of critiques since a product can belong to more than one 
category given that it has different subsets of tradeoff properties shared by other groups 
of products. It then comes to the problem of how to select the most prominent critiques 
presented to users. In stead of simply selecting critiques with lower support values as 
the dynamic critiquing method does [11,12], we focus on using users’ preferences and 
their potential needs to choose critiques. More specifically, all critiques are ranked 
according to their tradeoff utilities (i.e. gains vs. losses relative to the top candidate) in 
terms of both the critiques themselves and their contained products: 

| |

1

| ( ) |1
( ) ( ( ) ) ( ( ))

| ( ) | ( )

C

i i
i

SR C
TradeoffUtility C w attribute tradeoff U r

SR C r SR C=

= × × ∑
∈

∑  
(2) 

where C denotes the critique as a set of (attribute, tradeoff) pairs, and SR(C) denotes the 
set of products that satisfy C. Therefore, according to the user’s stated preferences and 

our suggestions on his/her potential needs, 
| |

1

( )
C

i i
i

w attribute tradeoff
=

×∑  computes the 

weighted sum of tradeoff properties represented by C ( ( )iw attribute is the weight of 

attributei; tradeoffi is default set as 0.75 if improved, or 0.25 if compromised, since 
improved attributes are in nature more valuable than compromised ones). 

| ( ) |1
( )

| ( ) | ( )

SR C
U r

SR C r SR C
∑

∈

 is the average utility (see formula (1)) of all the products contained 

by C. 

Diversify proposed critiques and their contained products. To further diversify the 
proposed critiques to increase their suggestion power since similar items are limited 
to add much useful values to users [6] (principle 4), we multiply the tradeoff utility of 
each critique by a diversity degree:  

F( C ) TradeoffUtility( C ) Diversity( C ,SC )= ×  (3) 

where SC denotes the set of critiques so far selected. The first proposed critique is hence 
the critique with the highest tradeoff utility, and the subsequent critique is selected if it 
has the highest value of )(CF  in the remaining non-selected critiques. The selection 

process ends when the desired k critiques have been determined. 
The diversity degree of C is concretely calculated as the minimal local diversity of C 

with each critique Ci in the SC set. The local diversity of two critiques is defined by two 
factors: the diversity between critiques themselves (i.e. C and Ci) and the diversity 
between their contained products (i.e. SR(C) and SR(Ci)): 

iC

| | | ( ) ( ) |
( , ) min ((1 ) (1 ))

| | | ( ) |
i i

SC

C C SR C SR C
Diversity C SC

C SR C∈

∩ ∩
= − × −  (4) 

Incrementally refine user preferences. After a user has selected one of the proposed 
critiques and a new reference product from the set of products that satisfy the selected 
critique, his/her preferences will be accordingly refined for the computation of 
critiques in the next cycle. More concretely, the weight (i.e. relative importance) of 
improved attribute(s) that appears in the selected critique will be increased by β, and 
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the weight of compromised one(s) will be decreased by β (β = 0.25). All attributes’ 
preferred values will be also updated based on the new reference product’s values. 

4   Experimental Results 

4.1   Materials and Procedure 

The goal of this experiment is to evaluate the performance of the preference-based 
organization interface in terms of its accuracy in predicting critiques that users are likely 
to make and in recommending products that are targeted by users. We particularly 
compared our system with three primary existing critique generation approaches: 
MAUT-based compound critiques [16], dynamic critiquing [11,12], and FindMe [2].  

As a matter of fact, few earlier works have empirically measured the prediction 
accuracy of their algorithms in suggesting critiques. In respect of their simulation 
experiments, a product randomly chosen from the database was used to determine a 
simulated user’s target choice and his/her initial preferences [11,12,16].  

The difference of our experiment is that it was based on a collection of real users’ 
data so that it can potentially more realistically and accurately reveal the system’s 
actual critique prediction accuracy and recommendation accuracy. The data has been 
concretely collected from a series of previous user studies where users were instructed 
to identify their truly intended critiquing criteria in the user self-motivated critiquing 
interface [3]. So far, 54 real users’ records have been accumulated (with around 1500 
data points), half of them asked to find a favorite digital camera (64 products, 8 main 
features) and the other half for a tablet PC (55 products, 10 main features). Each record 
includes the real user’s initial preferences (i.e. a set of <attribute preferred value, 
attribute weight> pairs), the product he/she selected for critiquing and his/her self-
motivated critiquing criteria (i.e. attributes to be improved or compromised) during each 
critiquing cycle, the total interaction cycles he/she consumed, and his/her target choice 
which was determined after he/she reviewed all products in an offline setting.  

In the beginning of our experiment, each real user’s initial preferences were first 
entered in the evaluated system. The system then proposed k critiques (k = 4), and the 
critique most matching the real user’s intended critiquing criteria during that cycle was 
selected. Then, among the set of n recommended products (n = 6) that satisfy the 
selected critique, the product most similar to the actual product picked in that cycle was 
used for the next round of critique generation. This process ended when the 
corresponding real user stopped. That is, if a real user took three critiquing cycles to 
locate his/her final choice, he/she would also end after three cycles in our experiment. 

4.2   Measured Variables and Results 

4.2.1   Critique Prediction Accuracy 
The critique prediction accuracy for each user is defined as the average matching 
degree between his/her self-motivated critiquing criteria and the most matching 
system-proposed critique of each cycle (see formula (5)). A higher matching degree 
infers that the corresponding critique generation algorithm can likely be more 
accurately predicting the critiques that real users intend to make.  

1

1 ( ) (1 ) ( )
( ) max( )

( ) (1 ) ( )j

NumCycle

i
c C

j

NumImproveMatch c NumCompromiseMatch c
PredictionRate user

NumCycle NumImprove t NumCompromise t

α α
α α∈

=

× + − ×=
× + − ×∑

 
(5) 
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where Cj represents the set of system-proposed critiques during the jth cycle, 
NumImprove(t) is the number of improved attributes in the real user’s critique 
(denoted as t) during that cycle, and NumCompromise(t) is the number of 
compromised attributes. NumImproveMatch(c) denotes the number of improved 
attributes that appear in both the proposed critique (i.e. c) and the user’s actual critique, 
and NumCompromiseMatch(c) is the number of matched compromised attributes (α= 
0.75, since users likely want more accurate matching on the improved attributes). 

The experimental results show that both the user preferences based critique 
generation approaches, the preference-based organization (henceforth PB-ORG) and 
MAUT-based compound critiques (henceforth MAUT-COM), achieve relatively 
higher success rate (respectively 66.9% and 63.7%) in predicting the critiques users 
actually made, compared to the dynamic critiquing method (henceforth DC) and 
FindMe approach (F = 94.620, p < 0.001; see Fig. 2 (a)). The PB-ORG is even 
slightly better than MAUT-COM. It therefore implies that when the proposed 
critiques can be well adaptive to the user’s changing preferences and his/her potential 
needs, the user will likely more frequently apply them in the real situation.  
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Fig. 2. Experimental comparison of four critique generation algorithms 

4.2.2   Recommendation Accuracy 
In addition to evaluate the system’s ability in predicting critiques, we also measured 
its recommendation accuracy as how likely users’ target choices could have been 
located in the recommended products once the critique was made.  

1 1

1 iNumCycle( u )NumUsers

i j i
i j

RecommendationAccuracy FindTarget( target , RC (u ))
NumUsers = =

= ∑ ∑  (6) 

In this formula, RCj(ui) denotes the set of recommended products that satisfy the 
selected critique during the jth cycle for the user ui. If the user’s target choice (denoted as 
targeti) appears in any RCj(ui) set, FindTarget is equal to 1, otherwise FindTarget is 0. 
The higher overall recommendation accuracy hence represents the larger proportion of 
users whose target choice appeared at least in one recommendation cycle, inferring that 
the corresponding system can likely more effectively recommend the target choice to 
real users during their acceptable critiquing cycles. 

The experiment indicates that PB-ORG achieves the highest recommendation 
accuracy (57.4%) compared to the other systems (F = 8.171, p < 0.001; see Fig. 2 
(a)). Fig. 2 (b) further illustrates the comparison of recommendation accuracy on a per 
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cycle basis in an accumulated way (the maximal number of interaction cycles is 12). 
It is worth noting that although MAUT-COM obtains relatively higher critique 
prediction accuracy compared to DC and FindMe, it is rather limited to recommend 
accurate products. In fact, regarding the recommendation accuracy, the best two 
approaches (PB-ORG and DC) are both based on the organization technique, and PB-
ORG performs much better than DC likely due to its user preferences based selection 
mechanism. Therefore, PB-ORG is proven not only being most accurate at suggesting 
critiques that real users intended to make, but also most accurate at recommending 
products that were targeted by real users. 

4.2.3   Interaction Effort Reduction 
It is then interesting to know how effectively the system could potentially reduce real 
users’ objective effort in locating their target choice. This was concretely measured as 
the percentage of cycles the average user could have saved to make the choice relative 
to the cycles he/she actually consumed in the self-motivated critiquing condition:  

1

1 NumUsers
i i

ii

actualCycle - targetCycle
EffortReduction ( )

NumUsers actualCycle=

= ∑  (7) 

where actualCyclei denotes the number of cycles the corresponding real user 
consumed and targetCyclei denotes the number of cycles until his/her target choice 
first appeared in the products recommended by the system. For the user whose target 
choice did not appear in any recommendations, his/her effort reduction is 0.  

In terms of this aspect, PB-ORG again shows the best result (F = 4.506, p < 0.01; see 
Fig. 2 (a)). More specifically, the simulated user can on average save over 21.2% of 
their critiquing cycles while using the preference-based organization algorithm (vs. 
7.2% with MAUT-COM, 8.95% with DC and 9.96% with FindMe). This finding 
implies that the preference-based organization interface can potentially enable real 
users to more efficiently target their best choice, not only relative to the user self-
motivated critiquing system (where the actualCycle was consumed), but also 
compared to the other system-proposed critiquing systems.  

5   Conclusion 

In this paper, we described a new approach to generating proposed critiques based on 
users’ preferences. The preference-based organization method computes critiques not 
only with MAUT-based user preference models but also with additional considerations 
such as classification and diversification. It organizes the critiques so as to identify the 
most prominent and representative critiques in the set of eligible critiques. To 
understand the new approach’s accuracy in predicting critiques that users are likely to 
make and furthermore its accuracy in recommending products that are targeted by real 
users, we conducted an experiment to compare it with three primary existing critique 
generation approaches based on a collection of 54 real users’ data. The experimental 
results show that both preference-based critique generation algorithms (PB-ORG and 
MAUT-based compound critiques [16]) achieve significantly higher critique prediction 
accuracy (above 60%), compared to the dynamic critiquing method (purely data-driven 
critique selection) [11,12] and the FindMe approach (pre-designed critiques) [2]. In 
addition, PB-ORG is most accurate at recommending users’ target choice (57.4%), 
while potentially requiring users to consume the least amount of interaction effort (by 
saving up to 22% critiquing cycles). 
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Thus, as a conclusion of our previous and current work, we believe that the 
preference-based organization interface can be well combined with the user self-
motivated critiquing support [4] to maximally improve users’ decision accuracy while 
demanding a low amount of users’ objective and subjective effort. In addition, such 
hybrid critiquing system is likely to promote users’ high subject opinions (i.e. trust 
and decision confidence) given that users can not only feel in control of their 
preference refinement process with the aid of user self-motivated critiquing support, 
but also have the opportunity to learn the remaining recommendation opportunities 
and accelerate their decision process in the preference-based organization interface. In 
the future, we will further verify these results via real user trials. We will also 
establish a more consolidated and sharable set of ground truth with more real users’ 
data for the performance measurements of various recommender systems. 
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Abstract. The television as a multi-user device presents some specificities with 
respect to personalisation. Recommendations should be provided both per-
viewers as well as for a group. Recognising the inadequacy of traditional user 
modelling techniques with the constraint of television’s lazy watching usage 
patterns, this paper presents a new recommendation mechanism based on 
anonymous user preferences and dynamic filtering of recommendations. Results 
from an initial user study indicate this mechanism was able to provide content 
recommendations to individual users within a multi-user environment with a 
high level of user satisfaction and without the need for user authentication or 
individual preference profile creation. 

Keywords: Personalisation, recommendation, preference, user model, group. 

1   Context and Motivation 

Watching television is one of the most popular activities. As a consequence of that 
ubiquity, hundreds of channels are now available, and thus thousands of programmes 
each day. This, with the emergence of content available on the Internet, makes it more 
and more difficult for viewers to find suitable content to watch. Cotter and Smyth, for 
instance, estimated a typical Electronic Programme Guide (EPG) may require more 
than 200 screens to cover each day [4]. Within many domains when such a case 
arises, recommender systems have been developed. An example of this is the book 
recommendations on the Amazon web site. As such, the earliest attempt to 
personalise the EPG as a way to help users find unknown content of interest dates 
from 1998 with Das & Horst’s “TV Advisor” [5]. But personalisation of television 
presents some particular challenges. 

The television at home is a multi-user device: the whole family uses it. But not all 
the family members watch television with the same frequency, at the same time and 
with the same motivations. Children and parents for instance have very different 
watching schedules and programme tastes. Thus, the system must be able to cope with 
individual preferences. Besides, as Masthoff pointed out [9], though this may be 
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culturally dependent, watching television is also a social activity and therefore the 
system should also deal with situations where several family members watch 
television as a group. 

Watching television is additionally a casual and passive activity. This aspect has 
been studied by Taylor and Harper [12], who found that generally television is an 
unplanned activity and viewers turn first to the search strategies requiring the least 
possible effort when seeking programmes. A television is not a computer, it requires 
lower effort to operate and conversely many of the interaction paradigms people 
associate with computers, such as logging-in prior to use, are alien within this context. 
It is also common for the television to be switched on just for background whilst other 
activities are carried out. This could make implicit feedback (e.g. inferring user 
preferences by tracking channel selections) rather noisy and ineffective.  

These challenges particular to television viewing put strong constraints on a 
recommendation system. To better understand the user needs, we have carried out  
a user study that helped us understand the particular needs of television users. 
Consideration of these constraints and the results of our user study led us to the 
requirements below. 

Not surprisingly, the first user requirement is to be able to get individual 
recommendations. However, the second one is to also get group recommendations, as 
the optimum recommendations for a group are often different from those of any one 
individual user within that group.  

More remarkable are users' requests to provide explicit feedback to the system. 
Users seem neither to trust nor like a system that would silently learn preferences on 
their behalf. Rating programmes is therefore seen as a key tool to putting the system 
back on track after spurious recommendations. In addition, users asked for the ability 
to benefit from other household members' preferences: as they may watch programmes 
in groups, they would like the possibility for a rating provided by one member of the 
group or family to be used by another member. This had been mentioned in [7] and 
would avoid the entire family having to rate the same programme separately and 
multiple times if all are interested in it. 

This paper presents a new personalisation mechanism addressing these 
requirements. Section two starts by reviewing some existing solutions for television 
personalisation. Section three then introduces our new concept and section four 
provides the details of its implementation as a prototype. Finally, section five presents 
the results of an evaluation of this concept with some users. 

2   Current Personalisation Solutions for Television 

The characteristics of television viewing put particular requirements on a 
personalisation system that aims at helping home viewers find the most suitable 
content to watch. These requirements are not met by existing personalisation systems. 

Some personalisation systems available today are designed mostly for a unique 
user. For instance Yahoo! Movies (http://movies.yahoo.com) and MyBestBet.com 
(http://mybestbets.com), powered by ChoiceStream (http://www.choicestream.com) 
technology, deliver recommendations the former for movies and the latter for 
television programmes. Both however require each individual to provide ratings to 



 “More Like This” or “Not for Me” 89 

build a user profile. Thus, users always need to sign up in order to supply ratings or to 
get personal recommendations. As observed in the previous section, such 
authentication mechanisms are not suited to television viewing habits. Alternate 
authentication mechanisms based on fingerprint [8] or on automatic user detection via 
face recognition [15] have also been investigated. In addition to the lack of reliability 
or the privacy issues inherent to such technologies, which could probably be 
improved in the future, the main drawback with automatic authentication comes from 
ambiguity and inaccuracy in the user preferences being inferred, mainly due to the 
inherent social usage aspects of television. For instance if the fingerprint detector is 
placed on the remote, the user who holds it may not be the only one who is watching 
the television. Neither may this user have chosen the programme being watched. With 
automatic user detection, some users may be sitting in front of the television set but 
not actively watching television or not even enjoying the programme, as discovered 
during our user study. Another proposed solution was to analyse channel surfing 
behaviour to identify which user is in front of the TV [13] and use the corresponding 
profile to make recommendations, but it requires to preliminary build individual user 
profiles associated to channel surfing patterns and it is not suitable for group 
recommendations. 

On the other hand, popular television programme recommender TiVo 
(http://www.tivo.com) solved the user logging issue by simply managing a single 
profile for the entire household. Though this may be acceptable for all single-member 
households, TiVo’s recommendations are often criticised by users for being biased 
towards the tastes of the family member who provides the highest number of ratings 
to the system. Some other research prototypes aim to alleviate this issue by providing 
stereotypes in order for users to quickly build an individual profile in addition to the 
default family profile [2], but these systems still require the user to log in to update 
their profiles. 

Finally, very few personalisation systems support a multi-user functionality. Web-
based movie recommender MovieLens included a group feature with PolyLens [10]. 
Masthoff [9], Jameson [7] or Yu et al. [14] also described different strategies or 
techniques to combine preferences for members of a group, but again these require 
users to build individual user models and to provide the recommender with the list of 
members forming the group. 

In conclusion, no recommendation system for television programmes currently 
succeeds in combining the multi-user requirements to deliver individualised and 
group recommendations, whilst remaining simple and effortless to use. 

3   The “Preference Cluster Activation” Mechanism 

Considering the requirements and pitfalls from the above sections, a new mechanism, 
dubbed “Preference Cluster Activation” (PCA), has been designed to deliver 
individualised recommendations in the context of television, bearing in mind the 
constraints of its unengaged usage pattern. TV viewers are passive and they tend to 
choose sources that require less effort [3]. This is the main reason why this 
mechanism primarily aims at minimizing the number of steps required to get the 
recommendations. 
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The first requisite for any personalisation system are the user preferences. No 
effective reasoning is possible without accurate user data. However, users almost 
always consider entering preferences as a tedious task [7]. Additionally taking into 
consideration the fact that television sets, unlike computers, do not have a notion of 
“user”, it is unlikely that requiring viewers to authenticate in order to provide their 
preferences will motivate them to create and maintain a user profile. 

In the domain we consider, user preferences are expressed as ratings of television 
programmes. This input is done anonymously: users can rate a programme at any time 
without authenticating. This decision may seem contradictory with the stated objective 
of delivering individualised recommendations. Indeed, as shown in Figure 1, the 
rationale behind the PCA mechanism is that the ratings of the different users can  
be grouped by similarities. Later, when browsing the recommendations, users will be 
able to bias the recommendations towards those that have been inferred from ratings 
they agree with. 

Users Anonymous
user ratings 

Resulting preference 
clusters  

Fig. 1. Creation of preference groups from anonymous preference inputs. Note that for clarity, 
preference inputs have been tagged differently for each user, but they are not distinguishable in 
the actual mechanism. 

The actual details of the PCA are illustrated in Figure 2: The process starts by a 
user, for instance a family member, asking for a list of recommendations. The 
recommendations are determined by first predicting ratings for upcoming 
programmes. The system regroups the ratings that have been previously (and 
anonymously) provided by all users. In order to compute a rating prediction for a 
given programme, the system first looks for the cluster which this programme is the 
closest to, then the prediction is performed only using the ratings contained within 
this cluster. If the predicted user appreciation is satisfactory, the prediction becomes a 
recommendation which is said to “come” from this cluster. The system therefore 
initially returns a first list which roughly contains an equivalent amount of 
recommendations originating from the different clusters. 

Using an input mechanism such as the TV remote control, the user is able to 
browse the list and provide feedback on the different recommendations, which will 
automatically and dynamically update the recommendation list. Two types of 
feedback are available: 

- “More like this” means the recommendation suits the user wishes or needs. 
Consequently, the cluster associated with this recommendation will be 
promoted so that the updated list contains more content coming from this 
cluster. 
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- “Not for me” means such recommendations do not satisfy the user. 
Therefore the updated list will no longer contain recommendations coming 
from this cluster. This action allows the banning of preference inputs entered 
by users who have very different tastes compared to the current one (e.g. 
young children versus parents). 

The user may continue the recommendation filtering process, by repeating such 
feedback actions, until the resulting list is seen as satisfactory. 

 

Repository of 
anonymous preferences

Other users (household) 

… Clusters of 
preferences 

Lists of 
recommendations 

…

User interacts with the 
recommendation system 

Banned or promoted clusters 
 

Fig. 2. Overview of the “Preference Cluster Activation” mechanism. User first gets a list of 
recommendations built using the preferences from all users. Then based on feedback actions, 
recommendations associated with some clusters are banned whilst some others get promoted. 

Comparing the PCA mechanism with the list of requirements drawn from the first 
section, this new process should allow the delivery of individual recommendations by 
dynamically adapting the list to the current user needs. Within a multi-user context 
such as a family, this obviously applies to a single member, but this may also apply to 
a set of members who will carry out the feedback process all together to get a group 
recommendation. The process can even allow a single user to get different lists of 
recommendations for different contexts (e.g. weekend afternoons versus weekday 
evenings). Additionally, due to the anonymity of preferences, this mechanism also 
naturally fulfils the requirement to allow an individual user to benefit from the ratings 
of other household members.  

Critically, the claimed advantages of the PCA mechanism only remain valid if the 
filtering by feedback step is not seen as tedious nor complicated by users. Due to the 
finite number of preference clusters, this process is short. No matter, great care needs 
to be taken in the design of the user interface and the implementation of the 
mechanism to ensure that the filtering converges within about two actions. 

In order to validate the feasibility and the user acceptance for this new concept, a 
prototype has been built which is described in the next section. 
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4   Design of the PCA Prototype 

The PCA prototype, implemented in Java, consists primarily of an Electronic 
Programme Guide (EPG) which allows users to anonymously rate programmes. A 
recommendation page allows users to access and perform feedback actions to the 
recommendation list. The content of the EPG is retrieved in XMLTV 
(http://xmltv.org/wiki) format. The descriptive metadata vary depending on the 
content source but generally include information such as: title, channel, time, genre, 
description, etc. As mentioned in the previous section, users enter their preferences as 
programme ratings. A preference input Pi therefore consists of a set of metadata Cj for 
a piece of content and a rating R defined on a 5-point bipolar scale (from -2 to +2): 
Pi(C) = (C1 ,…,Cj ,…,Cn , Ri). 

The overall architecture of the PCA mechanism used to generate the 
recommendation is depicted in Figure 3 and consists of three main components: a 
clustering algorithm, a prediction algorithm and a recommender engine. 

Anonymous user 
preferences

Clustering 
algorithm

Prediction 
algorithm

Recommender 
engine

StrategiesTV programme 
descriptions

User 
Interface

 

Fig. 3. Functional architecture of the PCA prototype with its three main components 

As explained in the previous section, the clustering algorithm is used to regroup 
anonymous preferences based on their similarity. In our prototype we developed a 
modified version of K-means. This algorithm first requires a function to compute 
similarity between two items C and D. In the prototype, this function returns a float 
between 0 (very similar) and 1 (very dissimilar) and has been defined as the 
normalised weighted sum over different similarity functions for the various 
description metadata: 
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K-means is known to suffer from two main drawbacks: a) the number of clusters 
needs to be set in advance and b) the resulting configuration may depend on the initial 
selection of the centroids. In order to solve these issues and to dynamically adapt the 
number of clusters, a mechanism similar to X-means [11] has been used. Starting 
from one cluster, the cost of splitting an existing cluster is evaluated using the Akaike 
Information Criterion [1]. This criterion, like the Schwartz criterion, aims at balancing 
the fitness of the model in relation to its complexity (e.g. degrees of freedom). 
Additionally, in order to simplify the computation of the clusters’ centroids, which is 
difficult when data are not numeric, a method inspired from K-median [6] has been 
applied. The centroid therefore corresponds to the cluster element which is the closest 
to all other elements in the cluster.  
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The prediction algorithm is a mere naïve Bayes classifier. In order to predict a 
rating for a new piece of content, the similarity function is first used to identify the 
cluster which the piece of content should belong to. Then, using the ratings from this 
cluster as training set, the most probable rating for the content piece is returned. 

Finally, the recommender engine is responsible for assembling a list of 
recommendations from the content pieces that have been positively predicted. The 
expected size for this list is frequently much smaller than the number of programmes 
which received a positive prediction. Different filtering strategies are therefore used 
to reduce the size of this list. At first, the strategy used to create the initial list L0 
consists of ensuring there is the same proportion of recommendations from each 
cluster. 

In a second step, the recommender engine takes user feedback actions (“More like 
this” and “Not for me”) into account to dynamically update the recommendation list. 
These feedback actions have also been implemented as strategies. Considering that 
the user selects a recommendation R in the list Li, the former ensures, for example, 
that at least half of the recommendations in list Li+1 come from the same cluster as R. 
On the other hand, the latter removes in Li+1 all recommendation coming from the 
same cluster as R. Note that depending on the number of preferences, we realised that 
clusters may not always be homogeneous, therefore a similarity threshold allows us 
not to ban or promote all recommendations from a cluster but only those which are 
similar enough to the recommendation under consideration. Note that as users may 
never precisely control the effect of their feedback actions to the list, an “undo” 
function always allows them to return to the previous list. This prototype has then 
been used in an initial trial to evaluate the efficiency and acceptability of the PCA 
mechanism with users. 

5   Experimental Results 

For the purposes of the initial investigative study, six users were recruited consisting 
of three couples. Each couple lived in the same household and regularly watched TV 
both individually and together as part of a family group. 

Each user was asked to rate a total of twenty television programmes from the EPG 
of the PCA prototype using the rating feature provided within the application. These 
ratings were saved as six separate profiles based on individual user preferences. 
Additionally for each couple their two separate profiles were duplicated and then 
merged together to form a joint profile. This action mimics the expected profile 
generation where two users provide anonymous ratings to a single shared profile. 

Users were then asked to review recommendation lists within the PCA prototype 
and to employ the filtering actions to modify these lists. This task was executed using 
either each of the couple’s individual profiles or the joint profile over a range of 
different viewing contexts and times. Situations when one individual was searching 
for content alone and when the couple were searching for content to watch together 
were also investigated. Task success was reported only in situations where users had 
been able to find something of interest to watch. Additionally, the reported user 
satisfaction in relation to the overall quality of the recommendation accuracy, time to 
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find and level of effort expended were also documented. This data was collected 
through an investigator-administered questionnaire which allowed responses on a  
five point Likert scale ranging from “extremely satisfied” through to “extremely 
dissatisfied”. 

The focus of the study was to investigate if improvements could be perceived (both 
by individuals and groups) within recommendation lists that had been based upon a 
shared repository of ratings from that group of users in contrast to when ratings had 
come only from the individual. Therefore the two areas of particular interest to the 
investigators during the study were: task success and satisfaction when users searched 
for content in the context of watching TV alone but recommendations had been built 
using the shared anonymous rating profile, in contrast to when they had been built 
from the user’s individual preferences only; and task success and satisfaction when 
users searched for content as a couple in the context of watching TV together when the 
profile recommendations had been built using the shared anonymous rating profile. 

User responses for this study are presented in Figure 4 and consist of the following 
main findings: when searching for interesting content to watch individually, users 
reported higher levels of satisfaction and achieved greater task success when the 
recommendations were based upon the couple’s combined profile compared to when 
they were based upon the user’s own individual preference ratings. Using the shared 
anonymous profiles, users achieved 100% overall task success in relation to finding 
content of interest to watch. Using their own individual profiles this figure was 94%. 
For the same tasks the overall level of reported user satisfaction in relation to the 
accuracy of the content discovered with the PCA controls when using the shared 
profiles was 78% extremely or somewhat satisfied1 in contrast to 50% when using 
their own individual profiles2. 
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Fig. 4. User responses with respect to task success, satisfaction in recommendation accuracy 
and satisfaction in the amount of effort expended to find content. These metrics were all higher 
when an individual user utilised an anonymous preference profile containing ratings from all 
family members. 

                                                           
1 Corresponding levels of extremely or somewhat dissatisfied responses for this task was 6%. 
2 Corresponding levels of extremely or somewhat dissatisfied responses for this task was 22%. 
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When searching for interesting content to watch as a couple using the shared 
anonymous rating profile, users achieved an overall task success rate of 89%. For the 
same tasks the overall level of user satisfaction recorded in relation to the accuracy of 
the content discovered was 44% extremely or somewhat satisfied2. 

Although this investigation was conducted with a very small sample of users the 
initial results appear favourable. In the case of individual users, the levels of user 
satisfaction in content recommendations that could be discovered through the use of 
the PCA prototype appear to have actually benefited from the presence of more than 
one user’s preference ratings within the profile (i.e. the shared anonymous profile is 
richer than individual ones even when users have only few joint tastes). This is 
positive in respect to the possibility of the system to offer recommendations to 
individuals within a multi-user environment without the need for any form of user 
authentication or personal profile. 

The prototype appears to have also been reasonably successful in allowing multiple 
users to locate content of interest to watch together within this same environment, 
though not to the same extent as when searching as an individual. However the levels 
of satisfaction in the accuracy of the recommendations was only 6% lower in this 
instance than the observed comparable figure for individual users when searching a 
profile consisting solely of their own ratings, and overall task success for couples 
searching for content of interest remained high at 89%. Further user evaluation work 
would now be required with larger sample sizes to verify these formative findings.  

6   Conclusion and Future Work 

The primary objective of Preference Cluster Activation mechanism was to deliver per 
user recommendations on a multi-user device, with a quality as close as possible to 
what a dedicated user model would allow, whilst excluding the cost for users to 
authenticate and build individual profiles. Surprisingly, in our study, user satisfaction 
was greater with the anonymous profile, when preferences from all users were 
combined, compared to recommendations computed with the proper user preferences 
only. This is definite evidence of the positive effect for one user to benefit from the 
preferences of another user. As experienced by one couple in our experiment, this 
positive effect is strengthened when users have close tastes. Though the negative 
effect of combining preferences from users with very different tastes has not been 
encountered, further work would be required to test the system in a wider multi-user 
environment such as a whole family to measure the performance of the system when 
the shared profile is built by more than two users and also includes perhaps more 
diverse viewing preferences such as those of both children and adults. 

User experience can likely be further improved by enhancing the quality of the 
recommendations, for instance combining a collaborative filtering algorithm with our 
naïve Bayes classifier. However, the main challenge remains to ensure that the 
filtering step is seen as less tedious for users than the creation of an individual user 
profile. This is partly a user interaction design issue, though a technical improvement 
could be to allow users to save configurations (i.e. banned and promoted clusters) so 
that these can be easily retrieved, for instance using a button on the remote, without 
users going each time through the whole process of filtering the recommendation list. 
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Abstract. Recommender systems are gaining widespread acceptance
in e-commerce applications to confront the “information overload” prob-
lem. Collaborative Filtering (CF) is a successful recommendation tech-
nique, which is based on past ratings of users with similar preferences.
In contrast, Content-Based filtering (CB) assumes that each user oper-
ates independently. As a result, it exploits only information derived from
document or item features. Both approaches have been extensively com-
bined to improve the recommendation procedure. Most of these systems
are hybrid: they run CF on the results of CB and vice versa. CF exploits
information from the users and their ratings. CB exploits information
from items and their features. In this paper, we construct a feature-
weighted user profile to disclose the duality between users and features.
Exploiting the correlation between users and features we reveal the real
reasons of their rating behavior. We perform experimental comparison
of the proposed method against the well-known CF, CB and a hybrid al-
gorithm with a real data set. Our results show significant improvements,
in terms of effectiveness.

1 Introduction

Recommender systems are gaining widespread acceptance in e-commerce and
other world wide web applications to confront the “information overload” prob-
lem. It is recognized that user modeling plays the main role in the success of these
systems [2]. A robust user model should handle several real life problems such
as, the sparsity of data, the over-specialization, the shallow analysis of content,
the unwillingness of users to fill in their profile and so on.

Collaborative Filtering (CF) and memory-based (nearest-neighbor) algorithms
in particular, are successful recommendation techniques. They are based on past
ratings of users with similar preferences, to provide recommendations [5]. How-
ever, this technique introduces certain shortcomings. If a new item appears in
the database, there is no way to be recommended before it is rated. On the other
hand, if a user’s taste is unusual, he can not find neighbors, and gets inaccurate
recommendations.

In contrast, Content-Based filtering (CB) assumes that each user operates in-
dependently. As a result, CB exploits only information derived from document or
� This paper is supported by a national GSRT PABET-NE project.
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item features (e.g., terms or attributes). A pure content-based system faces the
problem of over-specialization [2], where a user is restricted to seeing items simi-
lar to those already rated. It also suffers from possible shallow analysis of content.

Recently, CB and CF have been combined to improve the recommendation
procedure. Most of these hybrid systems are process-oriented: they run CF on
the results of CB and vice versa. CF exploits information from the users and their
ratings. CB exploits information from items and their features. However being
hybrid systems, they miss the interaction between user ratings and item features.
In this paper, we construct a feature-weighted user profile to disclose the duality
between users and features. Moreover, exploiting the correlation between users
and features we reveal the actual reasons of their rating behavior. For instance,
in a movie recommender system, a user prefers a movie for various reasons, such
as the actors, the director or the genre of the movie. All these features affect
differently the choice of each user. Our approach correlates user ratings with
item features bringing to surface the actual reasons of user preferences.

Our contribution is summarized as follows: (i) We construct a novel feature-
weighted user model, which discloses the duality between users and features, (ii)
based on Information Retrieval, we include the Term Frequency Inverse Document
Frequency (TFIDF) weighting scheme in CF, (iii) we propose a new top-N gen-
eration list algorithm based on features frequency and (iv) we perform extensive
experimental results with the internet movies database (imdb) and MoviesLens
data sets, which demonstrate the superiority of the proposed approach.

The rest of this paper is organized as follows: Section 2 summarizes the re-
lated work, whereas Section 3 contains the analysis of the examined factors. The
proposed approach is described in Section 4. Experimental results are given in
Section 5. Finally, Section 6 concludes this paper.

2 Related Work

In 1994, the GroupLens system [5] implemented a CF algorithm based on com-
mon users preferences. Nowadays, this algorithm is known as user-based CF,
because it employs users’ similarities for the formation of the neighborhood of
nearest users. In 2001, another CF algorithm was proposed. It is based on the
items’ similarities for neighborhood generation [7]. This algorithm is denoted
as item-based or item-item CF, because it employs items’ similarities for the
formation of the neighborhood of nearest users.

The content-based approach has been studied in the information retrieval (IR)
community. It assumes that each user operates independently. It exploits only
information derived from documents or item features (eg. terms or attributes).
There are two basic subproblems in designing a content filtering system: (i) It
is the user profile construction and (ii) the document representation. In 1994,
Yan et al. [8] implemented a simple content-based filtering system for internet
news articles (SIFT).

There have been several attempts to combine CB with CF. The Fab System [2],
measures similarity between users after first computing a profile for each user.
This process reverses the CinemaScreen System [6] which runs CB on the results
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of CF. Melville et al. [4] used a content-based predictor to enhance existing user
data, and then to provide personalized suggestions though collaborative filtering.
Finally, Xin Jin et al. [3] proposed a Web recommendation system in which collab-
orative and content features are integrated under the maximum entropy principle.

All the aforementioned approaches are hybrid: they either run CF on the
results of CB or vice versa. CF considers the dependency between user ratings,
but misses the dependency between item features. CB considers the latter, but
not the former. Since hybrid approaches run CB and CF separately, they miss the
existed dependency between user ratings and item features. Our model, discloses
the duality between user ratings and item features, to reveal the actual reasons
of their rating behavior. Moreover, we introduce a scheme to weight features,
according to their impact on users preferences. Thus, similarity between users is
measured with respect to the dominant features in their profiles.

3 Examined Factors

In this section, we provide details for the examined factors that are involved in
CF algorithms. Table 1 summarizes the symbols that are used in the sequel.

Table 1. Symbols and definitions

Symbol Definition Symbol Definition
k number of nearest neighbors N size of recommendation list
Pτ threshold for positive ratings Fu set of features correlated with user u
U domain of all users W (u,f) the correlation of user u on feature f
F domain of all features R(u,i) the rating of user u on item i
I domain of all items W the weighted user-feature matrix

u, v some users R the user-item ratings matrix
i some items P the user-feature matrix
f some features F the item-feature matrix

Neighborhood size: The number, k, of nearest neighbors used for the neigh-
borhood formation is important because it can affect substantially the system’s
accuracy. In most related works, k has been examined in the range of values
between 10 and 100. The optimum k depends on the data characteristics (e.g.,
sparsity). Therefore, CF and CB algorithms should be evaluated against varying
k, in order to tune it.

Positive rating threshold: It is evident that recommendations should be “pos-
itive”, as it is not success to recommend an item that will be rated with, e.g., 1 in
1-5 scale. Thus, “negatively” rated items should not contribute to the increase of
accuracy.We use a rating-threshold,Pτ , to recommended items whose rating is not
less than this value. If we do not use a Pτ value, then the results become misleading.

Train/Test data size: There is a clear dependence between the training set’s
size and the accuracy of CF and CB algorithms [7]. Therefore, these algorithms
should be evaluated against varying training data sizes.
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Recommendation list’s size: The size, N , of the recommendation list corre-
sponds to a tradeoff: With increasing N , the absolute number of relevant items
(i.e., recall) is expected to increase, but their ratio to the total size of the rec-
ommendation list (i.e., precision) is expected to decrease. In related work [7],
N usually takes values between 10 and 50.

Evaluation Metrics: Several metrics have been used for the evaluation of CF
and CB algorithms. We focus on widely accepted metrics from information re-
trieval. For a test user that receives a top-N recommendation list, let R denote
the number of relevant recommended items (the items of the top-N list that are
rated higher than Pτ by the test user). We define the following:

– Precision is the ratio of R to N .
– Recall is the ratio of R to the total number of relevant items for the test user

(all items rated higher than Pτ by him).

Notice that with the previous definitions, when an item in the top-N list is
not rated at all by the test user, we consider it as irrelevant and it counts
negatively to precision (as we divide by N). In the following we also use
F1 = 2 · recall · precision/(recall + precision). F1 is used because it combines
both the previous metrics.

4 Proposed Methodology

The outline of our approach consists of four steps:

1. The content-based user profile construction step: It constructs a content-
based user profile from both collaborative and content features.

2. The feature-weighting step: We quantify the affect of each feature inside the
user’s profile(find important intra-user features) and among the users (find
important inter-users features).

3. The formation of user’s neighborhood algorithm: To provide recommenda-
tions, we create the user’s neighborhood, calculating the similarity between
each user.

4. The top-N list generation algorithm: We provide for each test user a Top-N
recommendation list based on the most frequent features in his neighborhood.

In the following, we analyze each step in detail. To ease the discussion, we will use
the running example illustrated in Figure 1a, where I1−6 are items and U1−4 are
users. The null (not rated) cells are presented with dash. Moreover, in Figure 1b,
for each item we have four features that describe its characteristics.

4.1 The Content-Based User Profile Construction

We construct a feature profile for a user from both user ratings and item features.
In particular, for a user u who rated positively (above Pτ ) some items, we build
a feature profile to find his favorite features.

In particular, matrix R(u,i) denotes the ratings of user u on each item i. We
use a boolean matrix F , where F (i,f) element is one, if item i contains feature
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I1 I2 I3 I4 I5 I6

U1 - 4 - - 5 -

U2 - 3 - 4 - -

U3 - - - - - 4

U4 5 - 3 - - -

(a)

F1 F2 F3 F4

I1 0 1 0 0

I2 1 1 0 0

I3 0 1 1 0

I4 0 1 0 0

I5 1 1 1 0

I6 0 0 0 1

(b)

F1 F2 F3 F4

U1 2 2 1 0

U2 1 2 0 0

U3 0 0 0 1

U4 0 2 1 0

(c)

Fig. 1. (a) User-Item matrix R, (b) Boolean Item-Feature matrix F (c) User-Feature
matrix P

f and zero otherwise. In our running example, matrices R and F are illustrated
in Figures 1a and 1b, respectively. For a user u, his profile is constructed with
matrix P (u,f), with elements given as follows:

P (u, f) =
∑

∀R(u,i)>Pτ

F (i, f) (1)

Therefore, P (u,f) denotes the correlation between user u and feature f . Notice
that we use only the positively rated items i (i.e., R(u,i)> Pτ ) by user u.

In our running example (with Pτ = 2), we construct the P matrix by com-
bining information from R and F matrices. As we can see in Figure 1c, the new
matrix P reveals a strong similarity (same feature preferences) between users U1

and U4. This similarity could not be derived from the corresponding user ratings
in the R matrix.

4.2 The Feature-Weighting of the User Profile

Let U be the domain of all users and Fu the set of features that are correlated
with user u, i.e., Fu ={f ∈ F | P (u,f)> 0}. Henceforth, user u and feature f
are correlated when P(u,f)> 0.

We will weight the features of matrix P , in order to find (i) those features
which better describe user u (describe the Fu set) and (ii) those features which
better distinguish him from the others (distinguishing him from the remain-
ing users in the U domain). The first set of features provides quantification of
intra-user similarity, while the second set of features provides quantification of
inter-user dissimilarity.

In our model, motivated from the information retrieval field and the TFIDF
scheme [1], intra-user similarity is quantified by measuring the frequency of each
feature f for a user u. Henceforth, this factor is referred as Feature Frequency
(FF ) factor. Furthermore, inter-user dissimilarity is quantified by measuring the
inverse of the frequency of a feature f among all users. Henceforth, this factor
is referred as Inverse User Frequency(IUF ) factor.

Thus, Feature Frequency FF (u,f) is the number of times feature f occurs in
the profile of user u. In our model, it holds that FF (u,f)=P (u,f). The User
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Frequency UF (f) is the number of users in which feature f occurs at least once.
Finally, the Inverse User Frequency IUF (f) can be calculated from UF (f) as
follows:

IUF (f) = log
|U|

UF (f)
. (2)

In Equation 2, |U| is the total number of users. The Inverse User Frequency of
a feature is low, if it occurs in many users’ profiles, whereas it is high, if the
feature occurs in few users profiles. Finally, the new weighted value of feature f
for user u is calculated as following:

W (u, f) = FF (u, f) ∗ IUF (f) (3)

This feature weighting scheme represents that a feature f is an important index-
ing element for user u, if it occurs frequently in it. On the other hand, features
which occur in many users’ profiles are rated as less important indexing elements
due to the low inverse user frequency.

In our running example, the matrix P of Figure 1c is transformed into the
matrix W in Figure 2a. As it can be noticed in matrix P , features F1 and F2 for
user U1 have the same value, equal to two. In contrast, in matrix W, the same
features are weighted differently (0.60 and 0.24). It is obvious now that feature
F1 for user U1 is an important discriminating feature, whereas this could not be
noticed in matrix P .

F1 F2 F3 F4

U1 0.60 0.24 0.30 -

U2 0.30 0.24 0 -

U3 - - - 0.60

U4 0 0.24 0.30 -

(a)

U1 U2 U3 U4

U1 - 0.96 0 1

U2 0.96 - 0 1

U3 0 0 - 0

U4 1 1 0 -

(b)

Fig. 2. (a) weighted User-Feature matrix W (b) User-User similarity matrix

4.3 The User’s Neighborhood Formation

To provide recommendations, we need to find similar users. In our model, as
it is expressed by equation 4, we apply cosine similarity in the weighted user-
feature W matrix. We adapt cosine similarity to take into account only the set of
features, that are correlated with both users. Thus, in our model the similarity
between two users is measured as follows:

sim(u, v) =

∑
∀f∈X

W (u, f)W (v, f)

√ ∑
∀f∈X

W (u, f)2
√ ∑

∀f∈X

W (v, f)2
, X = Fu ∩ Fv. (4)

In our running example, we create a user-user matrix according to equation 4,
where we can find the neighbors of each user (those which have the higher value,
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are the nearest ones). In Figure 2b, we can see that the nearest neighbor of user
U2 is U4 with similarity 1, and U1 follows with similarity value 0.96.

4.4 The Top-N List Generation

The most often used technique for the generation of the top-N list, is the one that
counts the frequency of each positively rated item inside the found neighborhood,
and recommends the N most frequent ones. Our approach differentiates from this
technique by exploiting the item features. In particular, for each feature f inside
the found neighborhood, we add its frequency. Then, based on the features that
an item consists of, we count its weight in the neighborhood. Our method, takes
into account the fact that, each user has his own reasons for rating an item.

In our running example, assuming that we recommend a top − 1 list for U2

(with k=2 nearest neighbors), we work as follows:

1. We get the nearest neighbors of U2: {U4, U1}
2. We get the items in the neighborhood: {I1, I3, I5}
3. We get the features of each item: I1: {F2}, I3: {F2, F3}, I5: {F1, F2, F3}
4. We find their frequency in the neighborhood:fr(F1)=1, fr(F2)=3, fr(F3)=2
5. For each item, we add its features frequency finding its weight in the

neighborhood: w(I1) = 3, w(I3) = 5, w(I5) = 6.

Thus, I5 is recommended, meaning that it consists of features that are
prevalent in the feature profiles of U2’s neighbors.

5 Performance Study

In this section, we study the performance of our feature-weighted user model
against the well-known CF, CB and a hybrid algorithm, by means of a thor-
ough experimental evaluation. For the experiments, the F eatured-W eighted User
Model is denoted as FWUM, the collaborative filtering algorithm as CF and
the content-based algorithm as CB. Finally, as representative of the hybrid al-
gorithms, we have implemented a state-of-the-art algorithm, the Cinemascreen
Recommender Agent [6], denoted as CFCB. Factors that are treated as param-
eters, are the following: the neighborhood size (k, default value 10), the size of
the recommendation list (N , default value 20) and the size of train set (default
value 75%). The metrics we use are recall, precision, and F1. Pτ threshold is set
to 3. Finally, we consider the division between not hidden and hidden data. For
each transaction of a test user we keep the 75% as hidden data (the data we
want to predict) and use the rest 25% as not hidden data (the data for modeling
new users).

The extraction of the content features has been done through the well-known
internet movie database (imdb). We downloaded the plain imdb database (ftp.fu-
berlin.de - October 2006) and selected 4 different classes of features (genres,
actors, directors, keywords). In the imdb database there are 28 different movie
genres (Action, Film-Noir, Western etc.), 32882 different keywords referring to
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movie characteristics, 121821 directors and 1182476 actors and actresses (a movie
can be classified to more genres or keywords). We joined the aforementioned
data with one real data set that has been used as benchmark in prior work.
In particular, we used the 100K MovieLens [5] data set with 100,000 ratings
assigned by 943 users on 1,682 movies. The range of ratings is between 1(bad)-
5(excellent) of the numerical scale. The joining process lead to 23 different genres,
9847 keywords, 1050 directors and 2640 different actors and actresses (we selected
only the 3 most paid actors or actresses for each movie). Finally, notice that we
have validated the presented results with other real data sets (Movielens 1M and
EachMovie). Due to lack of space, these results will be presented in a extended
version of this work.

5.1 Comparative Results for CF Algorithms

Firstly, we compare the two main CF algorithms, denoted as user-based (UB)
and item-based (IB) algorithms. The basic difference between these two CF
algorithms is that, the former constructs a user-user similarity matrix while
the latter, builds an item-item similarity matrix. Both of them, exploit the user
ratings information(user-item R matrix). Figure 3 demonstrates that item-based
CF compares favorably against user-based CF for small values of k. For large
values of k, both algorithms converge, but never exceed the limit of 40% in terms
of precision. The reason is that as the k values increase, both algorithms tend to
recommend the most popular items. In the sequel, we will use the IB algorithm
as a representative of CF algorithms.
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Fig. 3. Comparison in terms of precision between (a) CF algorithms (b) CB classes of
features

5.2 Comparative Results of Feature Classes for CB Algorithm

As it is already discussed, we have extracted 4 different classes of features
from the imdb database. We test them using the pure content-based CB al-
gorithm to reveal the most effective in terms of accuracy. Pure CB algorithm
exploits information derived only from document or item features. Thus, we
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create an item-item similarity matrix based on cosine similarity applied on fea-
tures of items (by exploiting information only from the item-feature F matrix).
In Figure 3b, we see results in terms of precision for the four different classes
of extracted features. As it is shown, the best performance is attained for the
“keyword” class of content features.

5.3 Comparative Results for CF, CB, CFCB and FWUM
Algorithms

We test the FWUM algorithm against CF, CB and CFCB algorithms using the
best options as they have resulted from the previous measurements. In Figures 4a
and 4b, we see results for precision and recall. FWUM presents the best per-
formance in terms of precision (above 60%) and recall(above 20%). The reason
is two-fold:(i) the sparsity has been downsized through the features and (ii) the
applied weighting-schema reveals the actual user preferences.
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Fig. 4. Comparison between CF, CB and CFCB with FWUM in terms of (a) precision
(b) recall

5.4 Examination of Additional Factors

Recommendation list’s size: We examine the impact of N . The results of
our experiments are depicted in Figures 5a and 5b. As expected, with increasing
N , recall increases and precision decreases. Notice that the FWUM outperforms
CF, CB and CFCB in all cases. The relative differences between the algorithms
are coherent with those in our previous measurements.

Training/Test data size: Now we test the impact of the size of the training
set. The results for the F1 metric are given in Figure 5c. As expected, when
the training set is small, performance downgrades for all algorithms. Similar to
the previous measurements, in all cases FWUM algorithm is better than CF,
CB and CFCB cases and low training set sizes do not affect determinatively the
FWUM accuracy.
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Fig. 5. Comparison vs.: (a) N precision, (b) N recall, (c) training set size

6 Conclusions

We proposed a feature-weighted user model for recommender systems. We per-
form experimental comparison of our method against well known CF, CB and a
hybrid algorithm with a real data set. Our approach shows significant improve-
ments in accuracy of recommendations over existing algorithms. The reason is
that our approach reveals the favorite features of a user and recommends those
items that are composed of these features. Summarizing the aforementioned
conclusions, our feature-weighted user model is a promising approach for getting
more robust recommender systems. In our future work, we will consider the fu-
sion of different classes of features in a multivariate user model for getting more
precise recommendations.
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Abstract. SimStudent is a machine-learning agent that learns cognitive skills by 
demonstration. It was originally developed as a building block of the Cognitive 
Tutor Authoring Tools (CTAT), so that the authors do not have to build a 
cognitive model by hand, but instead simply demonstrate solutions for 
SimStudent to automatically generate a cognitive model. The SimStudent 
technology could then be used to model human students’ performance as well. 
To evaluate the applicability of SimStudent as a tool for modeling real students, 
we applied SimStudent to a genuine learning log gathered from classroom 
experiments with the Algebra I Cognitive Tutor. Such data can be seen as the 
human students’ “demonstrations” of how to solve problems. The results from 
an empirical study show that SimStudent can indeed model human students’ 
performance. After training on 20 problems solved by a group of human 
students, a cognitive model generated by SimStudent explained 82% of the 
problem-solving steps performed correctly by another group of human students.  

1   Introduction 

Modeling students’ cognitive skills is one of the most important research issues for 
Cognitive Tutors, a.k.a. Intelligent Tutoring Systems [1]. Such a model, often called a 
cognitive model, is used to assess students’ performance and to provide feedback 
(model-tracing), to monitor progress in students’ learning over the course of problem-
solving, to plan instructional strategies adaptively (knowledge tracing), or simply to 
give a hint on what to do next [2]. Yet, developing a cognitive model is a labor-
intensive task that forces even a skilled expert to work for hundreds of hours.  

We have developed a machine learning agent – called SimStudent – that learns 
cognitive skills from demonstration. SimStudent is designed to be used as an 
intelligent building block of a suite of authoring tools for Cognitive Tutors, called the 
Cognitive Tutor Authoring Tools, or CTAT [3]. Using the SimStudent technology, an 
author can simply demonstrate a few solutions. SimStudent generalizes those 
                                                           
* The research presented in this paper is supported by National Science Foundation Award No. 

REC-0537198. 
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solutions and generates a cognitive model that is sufficient to explain the solutions. 
This cognitive model is then plugged into a Cognitive Tutor as the knowledge base 
for model-tracing. This way, the authors are relieved from the burden of building a 
cognitive model by hand.  

The goal of the SimStudent project is twofold: on the engineering side, we 
investigate whether SimStudent facilitates the authoring of Cognitive Tutors. On the 
user modeling side, we explore whether the SimStudent helps us advance studies in 
human and machine learning.  

As a step towards the first goal, we have tested SimStudent on several domains 
including algebra equation solving, long division, multi-column multiplication, 
fraction addition, Stoichiometry (chemistry), and Tic-Tac-Toe. So far, SimStudent 
showed a reasonable and stable performance on those test domains [4]. 

The goal of this paper, as an attempt to address the second goal mentioned above, 
is to see whether SimStudent actually models cognitive skills acquired by human 
students during learning by solving problems. To address this issue, we apply 
SimStudent to the student-tutor interaction log data (i.e., the record of activities 
collected while human students were learning with a computer tutor) to see whether 
SimStudent is able to learn the same cognitive skills that the human students learn. In 
other words, we consider the human students’ learning log as the “demonstrations” 
performed by individual human students. We then train SimStudent with these 
demonstrations and have it learn cognitive skills. If SimStudent indeed learns 
cognitive skills in this way, then we would further be able to use SimStudent to 
investigate human students’ learning by analyzing cognitive models generated by 
SimStudent as well as their learning processes.  

The fundamental technology that supports SimStudent is inductive logic 
programming [5] and programming by demonstration [6]. There are studies on using a 
machine-learning technique for cognitive modeling and educational tools. Some 
studies use a machine-learning agent to learn domain principles, e.g., [7]. Some 
applied a machine-learning technique to model human students’ behavior [8, 9], or to 
assess instructions [10]. Probably the most distinctive aspect of SimStudent developed 
for the current study is that it generates human-readable (hence editable) production 
rules that model cognitive skills performed by humans.  

The outline of the paper is as follows. We first introduce the Cognitive Tutor that 
the human students used in the classroom. This gives a flavor of how human students 
“demonstrated” their skills to the Cognitive Tutor. We then explain how SimStudent 
learns cognitive skills from such demonstrations. Finally, we show results from an 
evaluation study on the applicability of SimStudent to the genuine student-tutor 
interaction log data.  

2   Algebra I Cognitive Tutor 

The Algebra I Tutor is a Cognitive Tutor developed by Carnegie Learning Inc. This 
tutor is used in real classroom situations for high school algebra at about 2000 schools 
nationwide in the United States [11]. For the current study, we use human students’ 
log data collected from a study conducted in a high school in an urban area of 
Pittsburgh. There were 81 students involved in the study. The students used the 
Cognitive Tutor individually to learn algebra equation solving. There were 15 
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sections taught by the tutor, which covered most of the skills necessary to solve linear 
equations. In this paper, we only use the log data collected through the first four 
sections. The equations in these introductory sections only contain one unknown and 
the form of equation is A+B=C+D where A, B, C, and D are monomial terms (e.g., a 
constant R or Rx where R is a rational number).  

The tutor logged the students’ activities in great detail. For the current study, 
however, we only focus on the problem-solving steps, which are slightly different 
from equation-transformation steps. Explanations follow.  

There are two types of problem-solving steps: (1) an action step is to select an 
algebraic operation to transform an equation into another (e.g., “to declare to add 3x 
to the both sides of the equation”), and (2) a type-in step is to do a real arithmetic 
calculation (e.g., “to enter –4 as a result of adding 3x to –4–3x”). By performing these 
problem-solving steps, a given equation is transformed as follows: a student first 
selects an action and then applies it to both sides of the equation. For example, for an 
equation shown in Fig. 1 (a), the student first selected “Add to both sides” from the 
pull down menu (b), which in turn prompts the student to specify a value to add (c). 
This completes the first problem-solving step, which by definition is an action step. 
The student then enters the left- and right-hand sides separately. The Fig. 1 (d) shows 
a moment at which the student had just typed-in the left-hand side. Thus, entering a 
new equation is completed in two problem-solving steps, which are both type-in 
steps. In sum, three problem-solving steps correspond to a single equation-
transformation step that transforms an equation into another. Sometimes, however, the 
tutor carries out the type-in steps for the student, especially when new skills have just 
been introduced.  

   
               (a) A given equation                                                        (b) 

   
        (c) Entering a value to be added                              (d) Typing-in a left-hand side 

Fig. 1. Screen shot from the Algebra I tutor 



110 N. Matsuda et al. 

As mentioned above, when a student performs a problem-solving step, the tutor 
provides immediate feedback on it. This is possible because the tutor has a cognitive 
model of the target cognitive skills, represented as a set of production rules. Since a 
cognitive model usually contains production rules not only for correct steps, but also 
for incorrect steps, the tutor can provide situated feedback on typical errors. The 
student can also ask for a hint (by pressing the [?] button on the left side of the tutor 
window) when he/she gets stuck.  

Every time a student performs a step, the tutor logs it. The log contains, among 
other things, (1) the equation on which the step was made, (2) the action taken (either 
the name of the algebraic operation selected from the menu for an action step, or the 
symbol “type-in” for a type-in step), (3) the value entered (e.g., the value specified to 
be added to the both sides for the “add” action mentioned above, or the left- and right-
hand side entered for the type-in steps), and (4) the “correctness” of the step, which is 
either “correct” (in case the student’s steps is correct), “error” (the student’s steps is 
incorrect), or “hint” (when the student asked a hint).  

3   Overview of SimStudent 

This section is a brief overview of SimStudent. We first explain how SimStudent 
learns cognitive skills from demonstration. The double meaning of “demonstration” in 
the current context will then be explained – a demonstration by an author who is 
building a Cognitive Tutor, and a “demonstration” in a learning log made by human 
students. We then explain briefly how SimStudent learns a cognitive model. Due to 
the space limitation, we do not provide details of the learning algorithms. See [12] for 
more details.  

3.1   Cognitive Modeling with SimStudent 

Fig. 2 shows a sample interface for a 
Cognitive Tutor to teach algebra equation 
solving. In this particular tutor, equation-
solving steps are represented in a simple 
table with three columns. The first two 
columns represent the left-hand side 
(LHS) and the right-hand side (RHS) of 
an equation (e.g., 41.72y + 87 = 34.57). 
The third column represents the name of 
a skill applied to transform an equation 
into another. In this tutor, an equation is 
transformed with three problem-solving steps that are (1) to specify a skill, e.g., 
“subtract 87” from both sides, (2) to enter LHS, e.g., “41.72y”, and (3) to enter RHS, 
e.g., “34.57–87.”  

A step is modeled with a tuple representing what was done where. The what-part is 
further decomposed into an action taken and a value input by the action. The where 
part is called selection because it is an element of the user interface that the 
demonstrator selected to do some action on. In summary, a problem-solving step is 

Fig. 2. A tutor interface for algebra equation 
solving
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represented with a tuple <selection, action, input>. For example, when the 
demonstrator inputs “41.72y” into the LHS on the 2nd row, the tuple reads <C1R2, 
41.72y, Fill_in_cell> where C1R2 represents a cell at the 1st column in the 2nd row. 

SimStudent learns a single production rule for each of the problem-solving steps 
demonstrated. The demonstrator must specify two things when demonstrating a 
problem-solving step; (1) the focus of attention, and (2) the skill name. The focus of 
attention is a set of previous selections or the given equation. For example, in Fig. 2, 
the first problem-solving step, which is to enter “subtract 87,” requires two elements, 
“41.72y+87” and “34.57,” as the focus of attention. The skill name must be unique for 
unique steps and consistent throughout the demonstration. In the above example, the 
skill to enter “subtract 87” is called “subtract,” and the skill to enter “41.72y” and 
“34.57-87” is “subtract-typein.” The actual value entered (e.g., “subtract 87”) is called 
an “input.” 

3.2   Learning Algorithm 

Production rules are represented in the Jess production rules description language 
[13]. A production rule used in the Cognitive Tutors consists of three major parts: 
(1) WME-paths, (2) feature conditions, and (3) an operator sequence. The first two 
components construct the left-hand side of a production rule, which specifies which 
elements of the interface are involved in the production rule, and what conditions 
should hold about those elements in order for the production rule to be fired. The 
operator sequence constitutes the right-hand side actions of the production rule, which 
specifies what should be done with the interface elements to make the “input” value 
of the step (see the definition of the tuple in section 3.1).  

SimStudent utilizes three different learning algorithms to learn three components 
(the WME-path, the feature conditions, and the operator sequence) separately. An 
example would best explain how. Suppose a step is demonstrated and named as N. 
Also suppose that this is the k-th instance of demonstration for the skill N. Let’s 
denote this as I(N,k). Let’s assume that the skill N requires two elements as focus of 
attention, and we denote them as <FN, k

1, F
N, k

2>, the elements of focus of attention for 
the k-th instance of the skill N. 

The WME-path is a straightforward generalization of the focus of attention. The 
elements specified in the focus of attention are elements on the tutor interface. They 
can thus be uniquely identified in terms of their “location” in the interface. Suppose, 
for example, that the first element of focus of attention in the j-th instance of the skill 
N, FN, j

1 is “a cell in the 1st column on the 2nd row.” If the first element of focus of 
attention in the (j+1)-th instance FN, j+1

1 is “a cell in the 1st column on the 3rd row,” 
then the WME-path for the 1st element of focus of attention for the skill N would be 
“a cell in the 1st column at any row.” 

SimStudent uses FOIL [14] to learn feature conditions. The target concept is the 
“applicability” of the skill N given the focus of attention <FN

1, F
N

2>, or in a prolog-like 
form N(FN

1, F
N

2). When a step I(N,k) is demonstrated, it serves as a positive example for 
the skill N, and a negative example for all other skills. Basically, as the demonstration 
proceeds, the skill N has all <FN, k

1, F
N, k

2> as positive examples, and <FX, k
1, F

X, k
2> as 

negative examples, where X is all the other skills demonstrated. We provide FOIL with 
a set of feature predicates as the background knowledge with which to compose 
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hypotheses for the target concept. Some examples of such feature predicates are 
isPolynomial(A), isNumeratorOf(A,B), isConstant(A). Once a hypothesis is found for 
the target concept, the body of the hypothesis becomes the feature condition in the left-
hand side of the production rule. Suppose, for example, that FOIL found a hypothesis 
N(FN

1, F
N

2) :- isPolynomial(FN
1), isConstant(FN

2). The left-hand side feature condition 
for this production rule would then say that “the value of the first focus of attention must 
be a polynomial and the second value must be a constant.” 

SimStudent applies iterative-deepening depth-first search to learn an operator 
sequence for the right-hand side of the production rules. When a new instance of 
demonstration on skill N is provided, SimStudent searches for the shortest operator 
sequence that derives the “input” from the focus of attention for the all instances 
demonstrated. Those operators are provided prior to learning as background knowledge.  

4   Evaluation 

To evaluate the applicability of the SimStudent technology to genuine real students’ 
learning log, we conducted an evaluation study to see (1) whether SimStudent can 
generate cognitive models for the real students’ performance, and if so (2) how 
accurate such models are.  

The tutor interface shown in Fig. 2 is also used in the current study as a tutor 
interface for SimStudent to be demonstrated. It is a simple but straightforward 
realization of the human students’ performances in a SimStudent-readable form. 
There is an issue on focus of attention to be mentioned here. When the human 
students were using the Algebra I Tutor, they did not indicate their focus of attention, 
and hence no information of focus of attention is stored in the log. We have presumed 
that both LHS and RHS are used as the focus of attention for the action steps. 
Likewise, for the type-in steps, we presume that the Skill Operand and the cell 
immediately above the cell to be typed-in are the focus of attention. So, for example 
in Fig. 2, if “34.57-87” is entered, which is a skill “subtract-typein”, the elements 
“34.57” and “subtract 87” are used as the focus of attention.  

4.1   Data 

The students’ learning log was converted into problem files that SimStudent can read. 
Each problem file contains the sequence of problem-solving steps made by a single 
student to solve a single problem. There were 13451 problem-solving steps performed by 
81 human students. These problem-solving steps were converted into 989 problem files.  

4.2   Method 

We applied the following validation technique. The 81 students were randomly split into 
14 groups. Each of those 14 groups were used exactly once for training and once for 
testing. More precisely, for the n-th validation, the n-th group is used for training and the 
(n+1)-th group is used for testing. A total of 14 validation sessions were then run.  

During training, SimStudent learned cognitive skills only on those steps that were 
correctly performed by the human students. In other words, SimStudent learned only 
the correct skill applications “demonstrated” by the human students.  
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Because of memory limitations, we could use only as many as 20 training and 30 
test problems in each of the validation sessions. To select those problems, a human 
student was randomly selected in a given group. If the selected human student did not 
have enough problem files, then more human students were selected randomly. A total 
of 280 training and the 420 test problems were used across the 14 validation sessions.  

In a validation session, the 30 test problems were tested. The validation took place 
after each training problem on which SimStudent was trained. Since there were 20 
training problems, a total of 600 tests were carried out for validation. There were 32 
operators and 12 feature predicates used as the background knowledge.  

4.3   Results 

In two out of 14 validation sessions, we identified corrupted data and could not 
complete runs on these. In one validation session, not all cognitive skills discussed 
below appeared in the training problems. Hence there are 11 validation sessions (220 
training and 330 test problems) used for the analysis discussed in the rest of the section.  

Table 1. Frequency of learning for each skill appearing in the training problems. The numbers 
on the first row are the IDs for the validation sessions. The validation sessions and the skills are 
sorted by the total number.  

Skill 014 010 009 004 008 011 006 003 001 005 007 Total Ave.
divide 22 21 22 20 22 19 20 21 20 21 20 228 20.73
divide-typein 20 16 18 18 14 12 12 10 10 10 12 152 13.82
subtract 15 18 12 14 13 11 16 9 6 11 7 132 12.00
add 7 4 10 6 10 8 5 12 14 10 13 99 9.00
subtract-typein 14 16 8 12 10 6 10 4 2 4 6 92 8.36
multiply 9 10 9 6 8 11 9 10 8 6 6 92 8.36
add-typein 6 2 10 6 8 6 2 6 8 6 6 66 6.00
multiply-typein 6 8 4 6 2 6 4 4 6 6 2 54 4.91
Total 99 95 93 88 87 79 78 76 74 74 72 915 83.18  

4.3.1   Learning Opportunities 
There were 12 skills involved in the training problems. Eight of them are action skills 
and another four are type-in skills. Four out of the eight action skills were learned in 
only a very few training problems and they did not appear in all validation sessions. 
Therefore, we have excluded those skills from the analysis. In sum, there are four 
action skills and four type-in skills included in the current analysis. Table 1 shows the 
frequency of learning for each of those skills. The skills add, subtract, multiply, and 
divide are action skills. The skill add, for example, is to add a term to both sides. The 
skill add-typein is for a type-in step that follows the step “add.” Note that those eight 
skills are the most basic skills used to solve simple equations.  

4.3.2   Learning Curve Analysis 
To analyze how SimStudent’s learning improved over the time, we measured the 
“accuracy” of production rules on the test problems. Each time learning was 
completed on a training problem, each of the steps in the 30 test problems were 
model-traced using the production rules available at that moment. An attempt at 
model-tracing is defined to be successful when there is a production rule with the 
LHS conditions that hold and the RHS operator sequence generates an “input” that 
matches the step.  
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Fig. 3. Overall performance improvement in terms of the average ratio of successful model-
tracing aggregated across all validation sessions and the (eight) skills. The x-axis shows the 
number of training problems.  
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Fig. 4. Learning curve on individual skills. The learning curve shown in Fig. 3 is decomposed 
into individual skills.  

Fig. 3 shows the learning curves aggregated across all eight skills and averaged 
across the 11 validation sessions. Fig. 4 shows the learning curve for the individual 
skills. Overall, SimStudent learned skills quite well. After training on 20 problems, 
the ratio of successful model-tracing reached at least 73% on most of the skills. 
However, some skills were not exactly learned as well as the other skills – it seems to 
be difficult to learn the skill “multiply-typein.” It turned out that not all skills had the 
same number of opportunities to be learned. Different training problems have 
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different solution steps, and hence contain a different number of instances for each of 
the skills to be demonstrated.  

Fig. 5 shows how the accuracy of model-tracing grew as SimStudent had more and 
more opportunities to learn individual skills. The x-axis shows the frequency of 
learning (in contrast to the number of problems demonstrated). The y-axis shows the 
overall average of the average ratio of successful model-tracing aggregated from the 
beginning when a certain number of instances of learning occurred. That is, this graph 
shows how quickly (or slowly) the learning occurred. For example, even when two 
skills ended up with having the same performance rate (e.g., the skills “add” and 
“add-typein” shown in Fig. 4), it can be read from Fig. 5 that the skill “add-typein” 
reached its final performance quickly within only 5 instances of demonstration.  

The four action skills, add, subtract, multiply, and divide, were learned at the same 
rate. Different type-in skills had different rates and the quality of the production rules 
(i.e., the accuracy of model-tracing) varied significantly. We have yet to investigate 
the reason for the variation in the learning rate of these skills. 
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Fig. 5. Average of the average ratio of successful model-tracing in the first x opportunities for 
learning. For example, for the skill “add,” the average success ratio for the first 3 learning 
opportunities were .18, .50, and .64. Therefore, on the above graph, the value for the 3rd plot 
for add is .44. 

5   Conclusion 

We have shown that SimStudent can indeed model human students’ performances 
from their learning activity log. The accuracy of model-tracing based on the cognitive 
model generated by SimStudent reached 83% after training on 20 problems performed 
by human students.  

As long as the human students exhibit correct performances (i.e., the performances 
are consistent), even when they have variations in strategy and representations, 
SimStudent can generate a cognitive model that is consistent with the human 
students’ (correct) performances. We have yet to improve the learning ability of 
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SimStudent so that the human students’ incorrect behaviors can be modeled. This is 
one of the important issues to be addressed in the future.  

The above finding on the ability of SimStudent to model real students’ 
performance suggests potential ways to expand the applicability of SimStudent. For 
example, if we can model human students’ erroneous performances as well, then it 
might be possible to predict human students’ performance on novel problems. 
Technically speaking, modeling “incorrect” performances does not differ greatly from 
modeling a “correct” performance, as long as the human student makes a systematic 
error (based on a stable misconception). The real challenge would then be how to deal 
with the inconsistent behaviors (e.g., guess, slip, or even gaming).  
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Abstract. Intelligent tutoring systems have achieved demonstrable success in 
supporting formal problem solving. More recently such systems have begun in-
corporating student explanations of problem solutions. Typically, these natural 
language explanations are entered with menus, but some ITSs accept open-
ended typed inputs. Typed inputs require more work by both developers and 
students and evaluations of the added value for learning outcomes has been 
mixed. This paper examines whether typed input can yield more accurate stu-
dent modeling than menu-based input. This paper examines the application of 
Knowledge Tracing student modeling to natural language inputs and examines 
the standard Knowledge Tracing definition of errors. The analyses indicate that 
typed explanations can yield more predictive models of student test perform-
ance than menu-based explanations and that focusing on semantic errors can 
further improve predictive accuracy.  

1   Introduction 

Intelligent tutoring systems that support problem solving activities in math, science 
and programming have been shown to yield large achievement gains in real world 
classrooms [1], [2], [3]. More recently, intelligent tutoring systems have emerged that 
provide feedback and advice on student self-explanations in problem solving. These 
systems reflect extensive cognitive science research showing that self-explanation is a 
highly effective learning strategy [4], [5]. Intelligent tutors have been developed that 
support student explanations of worked problem-solving examples [6] and student 
explanations of their problem solving steps [7]. These environments employ menu-
based input of student explanations, but intelligent tutoring environments are emerg-
ing that employ open-ended type-in interfaces for natural language input [8], [9], [10], 
[11] and one system has emerged that supports student’s typed explanations of ge-
ometry problem solving steps [12]. 

Students’ self-explanations not only improve learning outcomes, but hold the 
promise of improved student modeling. Student modeling algorithms have been de-
veloped for problem solving intelligent tutors that can track student learning and ac-
curately predict learning outcomes [13], [14], [15], [16]. Student explanations may 
provide the grist to achieve greater predictive accuracy, since they are similar to “talk 
aloud” protocols employed to analyze human reasoning in cognitive science research. 
This paper reports an initial study of student knowledge modeling based on student 
explanations. The study employs an Algebra Model Analysis task that is employed in 
several Cognitive Math Tutors [17]. In this task students are given worked algebraic 
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models of real-world problem situations and are asked to describe what each hierar-
chical component of the symbolic model represents in the real world. We recently re-
ported a summative evaluation that compared two versions of this task, one in which 
students select their descriptions from a menu and one in which they type their de-
scriptions [18]. That study examined the impact of menu-based vs. typed explanations 
on learning time and learning outcomes. The two tutor versions provided step-by-step 
feedback and advice upon request in both conditions, but did not monitor the stu-
dents’ changing knowledge state as they worked through the fixed problem set. In this 
paper we retroactively examine the tutor logfiles that were generated in the study to 
ask two questions about modeling student knowledge based on student explanations: 
(1) Do the two interfaces lead to comparable student modeling accuracy? (2) Can we 
achieve greater modeling accuracy by focusing on semantic errors and ignoring more 
superficial errors. In the following sections, we describe the algebra model analysis 
task, briefly describe the Knowledge Tracing student modeling algorithm employed in 
Cognitive Tutors and describe the study itself. 

2   Algebra Modeling 

The Algebra Model Analysis Tool is employed in Cognitive Tutor Algebra and  
Pre-Algebra courses. A major objective in these courses is to introduce students to  
algebraic modeling of real-world problem situations. An example situation is: 

The Pine Mountain Resort is expanding. The main lodge holds 50 guests. 
The management is planning to build cabins that each hold 6 guests. 

This situation can be represented as a linear function with two co-varying quantities, 
the number of cabins and the total number of guests in the resort. Many Cognitive Tu-
tor units in the Pre-Algebra and Algebra courses engage students in generating Alge-
braic expressions to model situations, in this example, Y = 6X + 50. The Model 
Analysis Tool is a tutor unit that essentially provides worked examples of such mod-
eling problems. The tutor presents both the problem situation and an algebraic model 
of it and asks the student to describe the mapping from the hierarchical components of 
the algebra model to the components of the situation.  

Fig. 1 displays the menu-based Model Analysis Tool near the end of the Pine 
Mountain problem. The tutor was seeded with the problem description and algebra 
model at the top of the screen and with the six hierarchical components of the algebra 
model down the left side of the screen (50, 6, X, 6X, 6X+50, Y). The six text fields 
were initially blank and the student filled them with menu selections. For instance, the 
student selected “The number of guests in all the cabins” to describe 6X. Students re-
ceive immediate accuracy feedback on the menu entries they select and can ask for 
help on selecting the menu entries.  

The Model Analysis Tool has proven effective in both Algebra and Pre-Algebra 
courses [17]. It yields large student learning gains both in describing model compo-
nents, and more importantly, in generating algebraic models of problem situations. In 
a recent study we compared two versions of the Model Analysis Tool. One condition 
employed the basic Model Analysis Tool with menu-based entry and the second con-
dition employed a new ALPS (Active Learning in Problem Solving) version that is 
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designed to more closely simulate an interaction with a human tutor. In the ALPS  
version of the tutor unit, students type their descriptions instead of selecting them 
from a menu and receive feedback and hints via a video tutor window, as displayed 
on the right in Fig. 1. In the study, [18] students completed a pretest, a fixed set of  
tutor problems, a posttest and a transfer test. This summative evaluation yielded three 
main results: (a) students finished the fixed problem set faster in the menu-based  
condition than in the ALPS condition; (b) there were no reliable differences between 
the two conditions in pretest-posttest learning gains; and (c) students in the ALPS 
condition performed better than students in the menu condition on the transfer task  
in which students described algebraic models of problem situations with novel  
structures. 

 

  

Fig. 1. The menu-based Model Analysis Tool (left) and Type-in Model Analysis Tool (right) 

In this paper we retroactively apply the Cognitive Tutor Knowledge Tracing algo-
rithm to the logfiles of students’ problem-solving performance in the two tutor ver-
sions, to estimate individual differences in students’ knowledge based on their expla-
nations and to examine how accurately the model predicts individual differences in 
students’ test performance. 

3   Knowledge Tracing 

The cognitive modeling framework underlying Cognitive Tutors assumes that knowl-
edge can be represented as a set of independent production rules. Knowledge Tracing 
assumes a simple two-state learning model.  Each production rule is either in the 
learned state or the unlearned state and a rule can make the transition from the 
unlearned to the learned state at each opportunity to apply the rule in problem solving. 
Each time the student has the opportunity to apply one of the cognitive rules during 
problem solving, the tutor employs a simple Bayesian algorithm to update an estimate 
of the probability that the student knows the rule, contingent on whether the student’s 
action is correct or incorrect. The learning and performance assumptions that underlie 
Knowledge Tracing also predict the probability that a student will apply a production 
rule successfully, and Knowledge Tracing has been shown to accurately predict  
individual differences in test performance across students [15]. 

In this paper we compare two variations on Knowledge Tracing. First, we apply 
the standard Knowledge Tracing algorithm to student explanations in the menu-based 
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interface and the ALPS type-in interface and compare how well the student knowl-
edge estimates predict student test performance. In a second comparison, we modify 
the operational definitions of a “correct response” and “error” in student modeling. 
Standard Knowledge Tracing tracks whether the student’s first action at each problem 
solving step is correct or an error (with a hint request being equivalent to an error). 
The student may make multiple errors at a step before generating a correct action, but 
only the first action at a problem solving step is traced.  However, in the current 
Model Analysis unit, student self-explanation errors include relatively minor surface 
form errors as well as serious semantic errors. As a result, we examined whether we 
can obtain more accurate student modeling predictions from student explanations by 
tracking not just the student’s first explanation action at each step, but by tracking 
whether or not the student makes any substantial semantic error in the course of gen-
erating a correct description. 

4   Study Design 

Fifty-three students enrolled in the 7th, 8th or 9th grade completed this study for pay. 
Students completed six problems in a Model Analysis Tutor unit. Each problem  
presented a real-world problem situation and corresponding slope-intercept form al-
gebraic model (Y = MX+B) and students entered descriptions of what each of the hi-
erarchical components of the equation represented in the real-world situation. 
Twenty-eight students completed these problems with a menu-based tutor, and 25 
typed descriptions in their own words in the ALPS tutor. Students received accuracy 
feedback on each explanation and could request hints on entering each description. 

Three comparable paper-and-pencil tests were constructed, each containing two 
problems. The first problem presented a statement of a real-world situation and stu-
dents were asked to both solve three arithmetic questions and to generate a symbolic 
model of the situation. The second problem was analogous to the tutor problems. It 
presented a problem statement and slope-intercept form symbolic model of the situa-
tion and students wrote descriptions what each of the symbolic components repre-
sented in the situation. Students completed one test as a pretest, one as a midtest after 
three tutor problems and one as a posttest after finishing the tutor problems. The order 
in which these three test forms were presented was counterbalanced across students. 

A paper-and-pencil transfer test with four problems was designed to examine 
whether students’ skill in describing equation components generalizes to novel prob-
lem structures.  For example, one problem presented a problem situation that was 
modeled with a distributive form Algebraic model, Y = 4(X –1) + 10. 

Six canonical component descriptions for the Pine Mountain Resort problem are: 

50 The number of guests in the main lodge. 
6 The number of guests in each cabin. 
X The number of cabins. 
6X The number of guests in all the cabins. 
6X+50 The total number of guests in the main lodge and all the cabins. 
Y The total number of guests in the resort. 



 Modeling Students’ Natural Language Explanations 121 

In the ALPS self-generation condition, students were not required to type canonical 
descriptions, but were required to type descriptions that unambiguously referenced the 
appropriate component of the problem situation. The ALPS tutor employed a key-
word matching algorithm to process student entries and observed these principles: (a) 
synonyms were accepted (e.g., people for guests); (b) syntax was not enforced if the 
meaning could be inferred; (c) the description of the rate constant M (6 in the exam-
ple) required a synonym of “each,” as shown above; (d) the description of the MX 
product (6X in the example) required a variation of “all” as shown above; (e) the de-
scription of Y required some synonym of  “total,” as in “total guests”; and (f) the 
MX+B expression could be described in the same way as Y or as the sum of MX and 
B, as shown above. The ALPS version of each problem distinguished among an aver-
age of 47 error categories. Each error category was associated with a feedback mes-
sages, except for an “uninterpretable” error category. In the menu-based version of 
the Model Analysis Tool, the menu was seeded with three incorrect entries along with 
the six correct entries. The three incorrect entries for each problem were selected from 
common errors that had been observed previously, for example, the ambiguous  
description “the number of guests in cabins.” 

5   Results 

Two human judges categorized the descriptions students typed in the ALPS condition 
and met to resolve disagreements in their coding. The tutor accurately categorized 
90% of the descriptions as either correct or incorrect. More specifically, it correctly 
accepted 84% of the students’ correct descriptions and correctly rejected 98% of the 
incorrect descriptions. Among the incorrect descriptions the tutor accurately rejected, 
82% were assigned to the correct error category, while 18% were assigned to the 
wrong error category. We briefly examine the raw descriptions students enter in the 
menu-based and type-in conditions, then examine the success of knowledge tracing in 
predicting student test performance. 

5.1   Error Patterns and Error Coding 

Each student entered 36 descriptions in the curriculum (6 descriptions in each of 6 
problems). In these analyses a hint request is counted as equivalent to an error. 
Average student accuracy was almost identical in the two conditions, by two 
measures. Students in the menu-based condition entered 25.1 descriptions correctly 
on their first attempt, while students in the type-in condition entered 25.4 descriptions 
correct on their first attempt. Student in the menu-based condition averaged 28.3 total 
mistakes in entering the 36 descriptions and students in the type-in condition averaged 
27.1 total mistakes.  

For purposes of analysis, we can group the multiple error types into the following 
broader categories: 

• Applying a correct description of a symbolic model component to the wrong com-
ponent of the model, e.g., describing 6x as “the number of guests in each cabin”; 

• Entering a component description that might be clear in a real-life conversation, 
but is ambiguous out of context. Specifically, the description “The number of 
guests in cabins” is ambiguous with respect to 6 (the rate constant) and 6X”; 
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• Entering a description in which the quantity was omitted, e.g., “The total amount”; 
• Entering a description which only referenced a quantity noun, e.g., “the guests”; 
• Entering a description of a mathematical term rather than its mapping to the  

problem situation, e.g., describing X as “a variable”; 
• Entering a mapping description that employed mathematics, e.g., describing 6X as 

“the number of guests in each cabin times the number of cabins”; 
• Othr errors, for instance referring to a component that would exist in the problem 

situation but is irrelevant to the problem, for instance, a reference to “rooms”. 

Several patterns in the raw data suggest that students in the menu-based condition  
are thinking less deeply about the descriptions, as discussed in the following three 
sections. 

Confusing the Independent and Dependent Quantity. The X variable represents 
the independent quantity, e.g., the number of cabins. Four of the other five descrip-
tions describe the dependent quantity, e.g., the total number of guests, or an additive 
component (e.g., the number of guests in the main lodge). Confusing these two quan-
tities, i.e., applying the X description “number of cabins” to any of these four compo-
nents, or vice versa, is a fundamental semantic error. Students in the ALPS condition 
averaged 1.5 such errors across the six problems, while students in the menu condi-
tion averaged 3.9. 

Ambiguity. The description “The number of guests in the cabins” is ambiguous be-
tween the rate constant M (the number of guests in each cabin) and MX product (the 
number of guests in all cabins). In the ALPS condition, students generated this error 
an average of 3.6 times across the six problems. These  students were attempting to 
describe either M or MX 91% of the time. In the menu condition, students entered this 
error an average of 5.8 times, but only 54% of these errors were actually attempts to 
describe either M or MX. 

Hints. The previous results could suggest that students in the menu-based condition 
are more deeply confused about the mappings between the symbolic model and the 
problem situation, but students in the ALPS condition were far more likely to ask for 
help. Students in the ALPS condition averaged 8.2 help requests while students in the 
menu condition only averaged 1.0 help requests. 

This overall pattern of errors and hint requests suggests that students are more 
likely to “game the system” in the menu condition and simply try one menu entry af-
ter another until finding a correct one. So there is a preliminary reason to suspect that 
student performance with menu-based explanations may be less predictive of test  
performance than student performance in the ALPS type-in condition. 

5.2    Knowledge Tracing and Predicting Test Performance 

We fit two versions of the Knowledge Tracing model that varied in their definitions 
of an error to both the menu-based and type-in tutor, for a total of four fits. In the first, 
“standard” Knowledge Tracing version, we strictly coded whether the student made 
any type of error or asked for help on the first attempt at a description and ignored 
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subsequent errors or help requests on that step. In the second “semantic” Knowledge 
Tracing version, we monitored all errors at each step and traced whether the student 
made any substantial semantic error or asked for a hint before generating a correct de-
scription, while ignoring other errors. Our definition of semantic errors included just 
the first two categories in the list of seven above. These are complete descriptions that 
either are wrong or blur an essential distinction among model components. We ex-
cluded the other error categories as superficial form errors, addressing the wrong goal 
(e.g., describing X as a variable), or too incomplete to draw a strong conclusion about 
the student’s intended meaning. 

The cognitive model consisted of six production rules, one for each of the six types 
of component descriptions. Each student had six opportunities to apply each of the 
rules, one opportunity per problem. The Knowledge Tracing model assumes two 
learning parameters (the probability students already know the rule before the first 
opportunity to apply it and the probability of learning the rule at each opportunity to 
apply it) and two performance parameters (the probability of a slip in applying a 
known rule and the probability of guessing correctly if the rule is not known). We 
employed a curve fitting program to generate a set of best-fitting group estimates of 
these learning and performance parameters for each of the six rules in each of the four 
fits (two interface conditions crossed with two error definitions). We used the best-
fitting estimates to trace each student’s data and generate a probability estimate that 
the student knew each of the six rules in the cognitive model at the conclusion of 
problem solving. We computed the product of these probabilities to obtain a single 
measure of a student’s knowledge across the six rules, by analogy with [15]. Finally, 
we correlated this estimate of each student’s knowledge of linear algebraic models 
with (a) the student’s average post-test performance, (b) the student’s performance on 
each of the three post-test questions (numeric, model generation and model descrip-
tion), (c) the students average transfer test performance and (d) the student’s perform-
ance on each of the four problems on the transfer test. 

Standard Knowledge Tracing: Type-In Vs. Menu. Table 1 displays the predictive 
validity of the standard Knowledge Tracing model in the ALPs type-in condition and 
menu-based condition. Each cell contains the correlation coefficient (r) obtained in 
correlating the model’s estimate of each student’s knowledge with four measures of 
the student’s posttest performance (accuracy on each of the three separate questions 
and mean accuracy across the questions) and five measures of the student’s transfer 
test performance (accuracy on each of the four separate problems and mean accuracy 
across the problems). For the Type-in group, correlation coefficients ≥ 0.40 are sig-
nificant at the 0.05 level, as are menu group correlation coefficients ≥ 0.37 in Tables 1 
and 2.  As can be seen, the fit is better (higher correlation coefficient) in the ALPS 
type-in condition than in the menu-entry condition for all the comparisons except 
transfer problem 2. We computed a t-test across just the seven individual questions 
and this difference is reliable, t = 2.38, p = 0.05. We computed pairwise tests for the 
significance of the difference in correlation coefficients for independent samples 
across all nine measures. For the posttest question which asks students to generate a 
symbolic model of a problem situation, the difference in correlations coefficients, 
0.61 vs. 0.21 is marginally reliable z = 1.70, p < 0.1. 
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Table 1. Predictive Validity of the Standard Knowledge Tracing model based on the student’s 
first description at a problem solving step. Each cell shows the correlation coefficient (r) for 
predicted test accuracxy and actual test accuracy across students. 

 Post Test Transfer Test 
 Mean Num Gen Desc Mean 1 2 3 4 

Type-in 0.67 0.66 0.61 0.42 0.61 0.51 0.19 0.46 0.65 
Menu 0.41 0.33 0.21 0.41 0.38 0.39 0.34 0.25 0.33 

Semantic Knowledge Tracing: Type-In Vs. Menu. Table 2 displays the predictive 
validity of the semantic Knowledge Tracing model in the ALPS type-in condition and 
menu-based condition. Again, each cell contains the correlation coefficient (r) ob-
tained in correlating the model’s estimate of each student’s knowledge with four 
measures of the student’s posttest performance (accuracy on each of the three separate 
questions and mean accuracy across the questions) and five measures of the student’s 
transfer test performance (accuracy on each of the four separate problems and mean 
accuracy across the problems). Again, the fit is better in the ALPS type-in condition 
than in the menu-entry condition for all the comparisons except transfer problem 2. 
We computed a t-test across just the seven individual questions and this difference is 
significant, t = 2.40, p = 0.05. We again computed pairwise tests for the significance 
of the difference in correlation coefficients for independent samples across all nine 
measures. For the posttest question in which students are asked to generate a symbolic 
model of a problem situation, the difference in correlations coefficients, 0.73 vs. 0.27 
is reliable z = 2.23, p < 0.05. 

Table 2. Predictive Validity of the Knowledge Tracing model based on whether a student 
makes any substantial semantic error at a problem solving step. Each cell shows the correlation 
coefficient (r) for predicted test acuracy and actual test accuracy across students. 

 Post Test Transfer Test 
 Mean Num Gen Desc Mean 1 2 3 4 

Type-in 0.76 0.67 0.73 0.52 0.73 0.54 0.36 0.57 0.70 
Menu 0.51 0.41 0.27 0.50 0.52 0.49 0.44 0.40 0.39 

Student Modeling Error Definition. The first rows of Table 1 and Table 2 display 
the correlation coefficients for the ALPS condition under the two error definitions. As 
can be seen, the correlation coefficient is higher for the semantic Knowledge Tracing 
model than for the standard Knowledge tracing model for all nine correlations. This 
small but consistent difference is reliable in a t-test across just the seven individual 
questions, t = 3.95, p < 0.01. We computed pairwise tests for the significance of the 
difference in correlation coefficients for correlated samples across all nine measures 
and none is reliable. The second rows of the tables display the correlation coefficients 
for the menu condition under the two error definitions. Again, the correlation coeffi-
cient is higher for the semantic model than for the standard model for all nine correla-
tions. This consistent difference is reliable in a t-test across the seven individual  
questions, t = 7.86, p < 0.01. We computed pairwise tests for the significance of the  
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difference in correlation coefficients for correlated samples across all nine measures. 
The difference for mean transfer test performance, 0.73 vs. 0.52 is marginally reliable, 
t = 2.00, p < .10 as is the difference in correlation coefficients for transfer problem 3, 
0.57 vs. 0.40, t = 2.02 p < .10. 

6   Conclusion 

The analysis of raw error patterns suggested that there is a tendency for students in the 
menu-based condition, to game the system, trying one menu entry after another until 
finding a correct description. This pattern raises suspicions that the menu-based inter-
face may yield less accurate predictions of student test performance. The results of the 
Knowledge Tracing analysis confirmed these suspicions. Each of the two Knowledge 
Tracing versions predicted test performance more accurately in the ALPS type-in 
condition than in the menu-based condition. There is a further interesting trend in the 
data. The difference in predictive accuracy between the two interface conditions is 
almost non-existent for the posttest model-description questions, which are identical 
to the tutor task. Instead, the differences emerge most strongly for parts of the transfer 
test and for the posttest model generation question, which is itself a type of transfer 
task. This suggests that the ALPS interface is tapping students’ deep semantic knowl-
edge that supports such transfer. These results suggest that the substantial extra effort 
required to develop type-in interfaces and the additional effort required of students in 
typing rather than selecting explanations can pay off in better modeling and conse-
quently more valid individualization by the tutor.  

The second analysis revealed that in both interface conditions, the semantic 
Knowledge Tracing model that tracks whether a student makes any substantial seman-
tic error in generating a correct description yields consistently better predictive accu-
racy than the standard Knowledge Tracing model that tracks whether a student makes 
any kind of error on the first attempt at generating a description. This study employs a 
fairly simple model of deep and superficial errors and suggests that additional re-
search in defining the content of student errors could yield additional improvements 
in predictive accuracy. Student explanations should be particularly useful for examin-
ing this issue, since the student’s behavior is intended to be a direct report of what the 
student is thinking. 
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Abstract. Usability of complex dynamic human computer interfaces can be 
evaluated by cognitive modeling to investigate cognitive processes and their 
underlying structures. Even though the prediction of human behavior can help 
to detect errors in the interaction design and cognitive demands of the future 
user the method is not widely applied. The time-consuming transformation of a 
problem “in the world” into a “computational model” and the lack of fine-
grained simulation data analysis are mainly responsible for this. Having realized 
these drawbacks we developed HTAmap and SimTrA to simplify the 
development and analysis of cognitive models. HTAmap, a high-level 
framework for cognitive modeling, aims to reduce the modeling effort. SimTrA 
supports the analysis of cognitive model data on an overall and microstructure 
level and enables the comparison of simulated data with empirical data. This 
paper describes both concepts and shows their practicability on an example in 
the domain of process control.    

Keywords: usability evaluation, human computer interaction, cognitive 
modeling, high-level description, analysis. 

1   Introduction 

Recent introductions of new information technologies in the range of dynamic 
human-machine systems (e.g. process control systems in the chemical industry or 
airplane cockpits) have led to increasing cognitive requirements caused by a shift 
from operation of processes to the management of processes. This calls for user 
interfaces which are characterized by a high complexity and a high degree of 
dynamics. Because of the integrated functionality and the complex data structures, 
these interfaces require more cognitive information processing. One aim is to design 
systems which support the cognitive demands of users.  

Cognitive modeling seems to be a good candidate for this purpose and makes it 
possible to understand cognitive aspects of human behavior in a more specific way 
than empirical or heuristic methods. But despite the promising potential, this method 
is still rarely used in industrial research departments. The main reasons are time and 
cost efforts for developing and analyzing cognitive models caused by a lack of 
support tools and by sophisticated knowledge in both cognitive psychology as well as 
artificial intelligence programming [9].  
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Having realized this drawback we present HTAmap (Hierarchical Task Mapper) 
and SimTrA (Simulation Trace Analyzer), two new approaches to simplify the 
development and analysis of cognitive models and thereby reducing costs and time. 
HTAmap provides two key features: firstly, it uses a plain high-level description 
based on appropriate task analysis methods. Secondly, it supports the reuse of 
cognitive model components based on cognitive activity pattern. SimTrA provides 
applications to extract and process cognitive model data on an overall and 
microstructure level. It allows to analyze cognitive model data and to compare the 
data with empirical data afterwards. Both are part of a series of software tools within 
an integrated modeling environment for analyzing, implementing, and validating 
cognitive models. 

2   Potentials and Constraints of Cognitive Modeling   

Cognitive architectures incorporate psychological theories (e.g. visual information 
processing, decision making, motor commands) and empirically based representations 
about aspects of human cognition. There is general agreement that these cognitive 
aspects are relatively constant over time and relatively task-independent [11]. 
Therefore, cognitive architectures present these aspects in a software framework to 
explain and predict human behavior in a detailed manner. In this context, a cognitive 
model can be seen as an application of a cognitive architecture to a specific problem 
domain with a particular knowledge set.  

Building a cognitive model, the modeler must describe cognitive mechanisms in a 
highly-detailed and human-like way. Two levels of cognitive architectures can be 
differentiated [17]. High-level architectures (e.g., [3]) describe behavior on a basic 
level and define interactions as a static sequence of human actions. Low-level 
architectures (e.g. ACT-R, SOAR or EPIC, for an overview see [2]) describe human 
behavior on an atomic level. They allow a more detailed insight into cognitive 
processes than high-level architectures. Most low-level architectures use production 
systems to simulate human processing and cognition. The use of independent 
production rules allows cognitive models to react on external stimuli (bottom-up 
processes) and to model interruption and resumption of cognitive processes in 
contrast to high-level architectures which are usually controlled top-down. The 
research presented in this paper uses the cognitive architecture ACT-R [1].  

In a practical application cognitive models can be used to evaluate the usability of 
prototypes. This helps to detect errors in the interaction design of interfaces and gives 
indications about the cognitive demands of the future user. Cognitive models extend 
classical usability methods and expand the repertoire by cognitive aspects. However, 
this method is seldom employed in usability research and development because of a 
lack of support tools for creating and analyzing cognitive models. 

2.1   Development Effort for Cognitive Models 

Various authors (e.g. [4], [9], [17]) analyzed the cognitive modeling process in  
detail, together with the necessary subtasks and requirements. Transformation of  
task knowledge into the computational description of the cognitive architecture is 
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challenging and requires extensive programming experience. The resulting high 
cost/benefit ratio is an important constraint on the practical application. The real 
bottleneck lies in the preliminary task analysis process and is caused by the 
differential level of task decomposition and formalization. Task analysis methods 
formalize knowledge about cognitive processes with a greater degree of abstraction 
and formalization compared to low-level modeling approaches such as ACT-R. For 
example, an operator “read button” at the level of task analysis corresponds to a 
complex sequence of production rules in ACT-R (e.g. retrieve-position, find-position, 
attend-position, read and store results). It is up to the cognitive modeler to fill the 
“transformation-gap” between the high-level task description and low-level cognitive 
modeling implementation. A current topic in the cognitive research community is to 
minimize this gap with the development of high-level languages to model human 
cognition based on low-level cognitive architecture (for an overview of current 
approaches see [15]). The main objectives are to simplify the model-building process 
and to improve concepts for sharing and reusing model components [4]. 

2.2   Analyzing Effort for Simulation Data 

Most low-level simulation experiments use global information to analyze the model 
and its fit to empirical data (e.g. errors or times). Two problems are connected with 
this procedure. Firstly, in order to validate that a current cognitive model acts like a 
human, not only the results of a cognitive model and the human have to be the same, 
but also the kind of computations to achieve the results [19]. Secondly, cognitive 
models can predict the same behavior but can differ in underlying sub-processes. 
With the psychological theories implemented in low-level cognitive architectures a 
more detailed analysis of cognitive model data is possible to enrich the explanatory 
power of cognitive models. This makes it possible to analyze the kind of 
computations that lead to a result and to determine the level of correctness of the 
cognitive model. For this purpose fine-grained patterns can be detected in the 
simulation data to enrich the explanatory power of cognitive models (e.g., sequence of 
actions). For example, the arrangement and the appearance of elements of an interface 
can be evaluated with respect to theories of eye-movement or signal detection. But 
using cognitive models reveals some problems. Cognitive architectures and models 
are incomplete and describe only a small part of the processes that are responsible for 
human cognition. Reasons for this are the partial knowledge of internal cognitive 
processes in cognitive science and the insufficient implementation of all cognitive 
aspects that are needed to handle a task. Aspects like esthetics, boredom, fun or 
personal preferences which can be observed in empirical settings are not implemented 
[2]. When analyzing and comparing cognitive model data with empirical data, these 
difference have to be taken into account. So far, no tools exist for the extraction of 
fine-grained information from model data for the evaluation of user interfaces. 

3   Integrated Environment for Cognitive Modeling and Analysis 

To reduce the effort for developing cognitive models in ACT-R and to support the 
analysis of simulation and empirical data in a systematic way, HTAmap (Hierarchical 
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Task Mapper) and SimTrA (Simulation Trace Analyzer) were developed. The 
placement of HTAmap and SimTrA within the general cognitive modeling process 
(consisting of the four steps: task analysis, empirical data collection, model 
implementation and validation) is shown in Figure 1. On the following pages the 
concepts, paradigms and first implementations of HTAmap and SimTrA are described 
in detail. 

HTAmap

Model ValidationTask Analysis Empirical Data Model Implementation

SimTrA
 

Fig. 1. Placement of HTAmap and SimTrA within the general cognitive modeling process 

3.1   HTAmap 

Building cognitive models is not easy and involves a strong process of synthesis, i.e. 
building a new solution by putting parts together in a logical way. For developing 
cognitive models in ACT-R this implies programming in a “cognitive assembly 
language”. Behavior is expressed in terms of production-rules that manipulate 
knowledge expressed in declarative memory elements. To open cognitive modeling 
for a wider user group and make the developing task easier and more accessible, 
HTAmap addresses (1) a structured formalization method to minimize the 
“transformation-gap” between the high-level and low-level approaches of cognitive 
modeling, and (2) programming paradigms with more immediate results. These can 
be achieved by model reuse, domain-oriented paradigms and model adaptation.  

3.1.1   Pattern-Oriented Cognitive Modeling  
HTAmap provides cognitive modeling based on predefined and modifiable “cognitive 
activity patterns” (CAP) so that much of the cognitive model building process is 
transformed to a pattern-oriented modification task. A CAP represents a generally 
valid solution for execution of a task using cognitive resources to tackle a recurrent 
problem in a specific context. Building cognitive models composed of CAPs require a 
preliminary structured task analysis. For this purpose the “sub-goal template (SGT)” 
method [13] is used. The SGT method extends the “hierarchical task analysis (HTA)” 
method [18] by providing a nomenclature for stereotypical operator tasks. Four steps 
are essential (see Figure 2 left): the (1) initial task/subtask decomposition to the point 
where (2) “information-handling operations” (IHO) are recognized, followed by the 
(3) strategic decomposition and the (4) redescription in terms of sub-goal templates. 
Information handling operations are divided into three classes: receiving (IHOR), 
evaluating (IHOE) and acting on information (IHOA). The identified IHOs are 
redescribed as predefined operator tasks regarding one of the four sub-goal templates: 
(A)ct, (E)xchange, (N)avigate and (M)onitor. In addition, the SGT method defines the 
plan in which IHOs are sequenced relative to each other (i.e. fixed, free, parallel or 
contingent sequence) and specifies information requirements needed by an operator 
needs to carry out tasks during operation of a technical system.  
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The redescription to the level of SGTs is the starting point for the HTAmap 
approach (see Figure 2 left). “Cognitive activity patterns” (CAP) were used to solve 
the high to low level mapping-problem. Within HTAmap, CAPs add a layer between 
a higher-level behavior specification in terms of SGTs and the lower-level behavior 
specification in terms of ACT-R. Examples of CAPs are scan, observe, monitor, 
execute or regulate (for an overview and a definition of operator activities see [10]). 
Compound CAPs (cCAP) are composed by setting relations between elementary 
CAPs (eCAP). In general, the presented CAP approach allows the transition of IHOs 
into the less abstract level of ACT-R. In detail, a CAP comprises the necessary 
ACT-R declarative and procedural structures and provides interfaces for 
parameterization regarding various task environments and flows of execution. To 
summarize, with HTAmap cognitive models are described at a meta description level 
and composed by parameterized  CAPs and relations between them. 

3.1.2   Formalization and Implementation  
The CAPs are implemented using a specific notation based on the “Extensible 
Markup Language (XML)” standard. The notation specifies semantic information 
about the pattern, descriptions of functionality in terms of ACT-R primitives, the 
relations to other CAPs and a structured documentation. The CAP implementation 
concept provides reusable and task independent components, i.e. generic cognitive 
behavior blocks in the form of associated production rules and the specification of 
domain dependent components within one structure. The latter offers possibilities to 
parameterize the CAPs regarding particular task situations. The HTAmap-model 
represents the meta-description of an ACT-R model concerning its associated high-
level task model defined by elementary and compound cognitive activity patterns 
(eCAP/cCAP), a description of the used tasks interface elements (GUI element) and 
required strategies that handle the perception and action of models.  

To build a cognitive model within HTAmap, the modeler selects one of the 
predefined CAPs stored in the CAP repository. In addition, compound CAPs are 
composed by their associated elementary CAPs and their relations to each other (e.g., 
sequencing information). Afterwards, the CAPs are parameterized on the basis of the 
predefined GUI elements and their associated strategies using the AGImap [20] 
approach. The high-level task is now specified as HTAmap-model in terms of the 
low-level cognitive architecture ACT-R relating to a specific task environment. The 
resulting HTAmap-model is transformed into specific ACT-R constructs and is 
executable within the cognitive framework. 

3.2   SimTrA 

For the analysis of cognitive model data the simulation data has to be preprocessed 
and provided conveniently. For this reason the simulation data of cognitive models in 
ACT-R is transferred into a general-purpose format for complex, hierarchically 
structured data (XML). This forms the basis for a general algorithm-based analysis of 
the interaction processes. Two levels of abstraction have to be observed in order to 
analyze the model’s performance on the basis of the integrated psychological theories 
(e.g. visual perception and processing): the global structure and the microstructure 
level to identify the underlying processes [7]. For the global structure, aspects of the 
model’s overall performance are analyzed (e.g. times, errors, and transition-matrices 
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Fig. 2. Overview of the implementation concept of  HTAmap (left) and SimTrA (right) 

of areas of interest). The microstructure can be characterized by the sub-processes of 
the cognitive model, i.e. repeated short sequences of action such as control-loops, or 
scanpaths. For the automated simulation data analysis, algorithms are implemented 
and integrated in a software tool. The results are plotted as in classical usability-
evaluation methods. Finally, applicability of the implemented algorithms is validated 
by empirical data. The model data is compared with human data regarding the quality 
of the underlying parameters. 

3.2.1   Analyzing Cognitive Model Data 
The important role of eye-movement studies in psychological and cognitive research 
shows that eye movement data is able to give an insight into human behavior and its 
underlying cognitive processes ([12], [14], [16]). Cognitive models with ACT-R can 
process visual information, providing spatial and temporal information of the 
simulated eye movement as in empirical studies. The extraction of this information 
provides a way to analyze and compare cognitive model data with empirical data on 
an global (e.g., number of fixations) and microstructure level (e.g., scanpaths). That is 
the reason for the implementation of SimTrA for eye-movement data (empirical and 
simulated). The process is divided into three steps: the (1) preprocessing of the raw 
data, the (2) analysis of the preprocessed data and the (3) comparison with further 
models or empirical data (see Figure 2 right). This allows the independent 
development of each module and an easy extension of its functionality in the future. 
The tool SimTrA enables the user to apply basal applications regarding the process of 
analyzing and comparing. After each step the processed data is stored in a general-
purpose format and is usable with external tools (e.g. MatLab, R, SPSS). It is possible 
to import empirical data into SimTrA for comparison with cognitive model data.  
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3.2.2   Preprocessing 
For the preprocessing of the raw data the empirical data and the cognitive model data 
are transferred into a general-purpose format (see Figure 2 right). The transformation 
allows processing of the data with different quality and origin (e.g. different cognitive 
architectures, empirical study) with the same algorithms afterwards. In this step the 
data is scaled to a similar resolution to ensure that it is comparable. In the cognitive 
data, as well in the empirical data, two similar interpolation points have to be set before 
the experiment and identified by the user in the plotted data to allow the algorithm to 
calculate the scaling-factor. After the transformation, the data is enriched by additional 
information that is needed for the analysis. This is done by using the preprocessing 
interface. The first step is finished by choosing the desired analysis methods. 

3.2.3   Analysis 
This module enables the analysis of the preprocessed data (see Figure 2 right). The 
algorithms for the analysis are implemented in R, a free tool for statistical computing. 
The data is analyzed and saved in datasets and as graphical plots. For example, in this 
step algorithms are implemented to analyze the transition frequencies [6] and the local 
scanpaths [8]. 

3.2.4   Comparison 
The process ends with the comparison between the analyzed data from cognitive 
models or empirical studies (see Figure 2 right). This allows the rating of the 
simulation experiment and the simulated behavior with respect to empirical findings 
and psychological theories. This last step enables the iterative adjustment of cognitive 
models (see Figure 1). Therefore the analyzed data is revised by the user in the 
provided interface (e.g. missing data, insufficient data points) and compared by 
algorithms implemented in the software R. The evaluation is done by descriptive 
methods because cognitive model data do not have a high variance and statistical 
interference methods are not applicable. 

4   Practical Application: Process Control System 

The use of HTAmap and SimTrA can be illustrated by considering a user's interaction 
with a complex dynamic interface of a process control system (see Figure 3). The aim 
is to stabilize the level of liquid in a container which is moderated by inflow, outflow 
and evaporation.  
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Fig. 3. Schematic representation of the empirical study and the simulation experiment with the 
areas of interest (AOI) for the human and the models interface 
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4.1   Pattern Based Modeling of the Task  

In dynamic human-machine systems, the human-machine dialogue is normally based 
on different levels of manual and supervisory control actions. Using the SGT method 
the regulation task is broken down into the IHOs: get a general idea of the system 
state (IHOR), evaluate the system state (especially the level of the container) (IHOE) 
and, as necessary, make adjustments to control the level (IHOA). The identified IHOR 
is mapped within the HTAmap-model to the compound CAP “scan” (see Table 1). 
The compound CAP “scan” is composed of a sequence of elementary “observe” 
CAPs, executed in turn. Required task information for the “observe” CAPs are the 
interface elements and their values. Within the HTAmap-model the predefined 
“observe” CAPs are parameterized in the task environment by choosing the relevant 
GUI elements (i.e. valve, heater and level) and their associated perception strategies 
(i.e. read-button and read-level) from the particular repositories (see Figure 3). With 
the compound CAP “scan” two types of sequencing the “observe” CAPs have been 
implemented: a predefined order (fixed sequence: state-based/top-down control) and a 
non-defined order (free sequence: reactive/bottom-up control). 

4.2   Analysis of the Simulation Trace 

After simulating the user behavior by the constructed model the simulation data was 
analyzed by the tool SimTrA. To analyze the microstructure behavior, the local 
scanpaths (consistent patterns of consecutive fixations) [8] of actual perceptions were 
analyzed. They represent stimuli-driven bottom-up processes. Therefore the stimuli 
were divided in suitable areas of interest (AOI) in the first step (preprocessing): 
heater: H, valve: V and level: L (see Figure 3). All theoretical triples of AOIs were 
determined by the algorithm in the second step (analysis) whereas any sequence of 
fixations falling into the same AOI is treated as a single gaze fixation and the number 
of occurrence in the whole sequence of AOIs is assigned to them (e.g. AOIs: 1, 2 - 
Sequence: 2122112 - triple: 121: 1, 212: 2). Ordering these by frequency shows the 
most important local scanpaths. Comparing the outcomes with empirical data of a 
previous experiment in the last step (comparison) reveals that the important local 
scanpaths in model and empirical data are almost congruent [5]. Therefore local 
scanpaths with a frequency 3% were excluded and the remaining five important 
scanpaths that cover 90% of the model data were used for the comparison human -
model. These scanpaths are found to be important for the subjects as well (all five 
scanpaths cover 80% of the subject’s data) and the rank order of the first 3 empirical 
and predicted scanpaths is the same. The mean relative frequencies of 3 model’s 
scanpaths are within one standard deviation of the subject’s data. The mean deviation 
between the frequency of all scanpaths in the model and human data is about 4%. The 
mean deviation of predicted interaction behavior and human interaction behavior 
around 5 % is acceptable for decisions concerning theoretical and practical aspects.  

5   Outlook 

We designed HTAmap, a pattern-oriented approach for high-level description of 
cognitive models. Within this approach the cognitive activity patterns (CAP) are the 
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central elements that specify a generic solution for a stereotypical operator task on the 
description level of ACT-R. Currently, only a selection of CAPs is specified. To 
transfer more “associated” production rules into CAPs, further work on verification 
and validation is required. An editor for building HTAmap-models is being 
implemented and an usability evaluation will be conducted. Further work is needed on 
the extension of the analysis tool SimTrA. It has to be found which additional 
usability related analysis algorithms can be integrated for this purpose. Subsequently 
a second experiment is planned where different interface designs for the task 
described above are tested with humans and with a cognitive model. HTAmap and 
SimTrA are being integrated in a cognitive modeling environment which strives to 
implement and analyze cognitive models. We believe that building cognitive models 
with the help of HTAmap makes the modeling process more accessible for a wider 
user group, simplifies the reuse of model fragments and improves the model 
communication. SimTrA enables the comparison of cognitive model behavior with 
human behavior on a global and a microstructure level. Both together could lead to an 
increased application of cognitive models in the usability evaluation of human-
machine systems. 
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Abstract. In this paper we show how model identifiability is an issue for 
student modeling: observed student performance corresponds to an infinite 
family of possible model parameter estimates, all of which make identical 
predictions about student performance. However, these parameter estimates 
make different claims, some of which are clearly incorrect, about the student’s 
unobservable internal knowledge. We propose methods for evaluating these 
models to find ones that are more plausible. Specifically, we present an 
approach using Dirichlet priors to bias model search that results in a statistically 
reliable improvement in predictive accuracy (AUC of 0.620 ± 0.002 vs. 0.614 ± 
0.002). Furthermore, the parameters associated with this model provide more 
plausible estimates of student learning, and better track with known properties 
of students’ background knowledge. The main conclusion is that prior beliefs 
are necessary to bias the student modeling search, and even large quantities of 
performance data alone are insufficient to properly estimate the model.  

1   Introduction and Motivation 

The problem of student modeling, using observations of learner behavior to infer his 
knowledge, is a well studied one. However, the problem of accurately inferring the 
student’s (not directly observable) mental state is challenging. Although knowledge 
tracing [1] claims to enable such inference, there are statistical difficulties that restrict 
how can we can interpret its claims. In this paper we identify this difficulty, then 
propose and validate a method for correcting it. First, we will provide a brief 
overview of knowledge tracing and identify a crucial shortcoming with the approach. 

1.1   Description of Knowledge Tracing 

The goal of knowledge tracing is to map student performance (observable) to an 
estimate of the student’s knowledge (unobservable). For example, Figure 1 shows 
hypothetical student performance (on the left) and learning (on the right) curves. In 
both graphs, the x-axis represents the number of practice opportunities a student has 
with a particular skill. For the performance graph, the y-axis is the probability a 
student with that amount of practice will respond correctly. Since student performance 
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is observable, this value can be directly estimated from the data. For the learning 
curve, the y-axis is student knowledge, which cannot be directly observed from the 
data. Instead, we rely on knowledge tracing to provide an estimate of the student’s 
knowledge.  Knowledge tracing infers student knowledge by first estimating four 
model parameters for each skill: 

• K0:  P(student knows the skill when he starts using the tutor) 
• T:  P(student learns the skill as a result of a practice opportunity) 
• Slip:  P(incorrect response | student knows the skill) 
• Guess:  P(correct response | student doesn’t know the skill) 

The first two parameters, K0 and T, are called the learning parameters of the model 
and represent the student’s knowledge of the skill. The final two parameters, slip and 
guess, are called the performance parameters in the model. They are the reason that 
student performance cannot be directly mapped to knowledge. Perhaps the student 
generated a correct response because he knew the skill, or perhaps he made a lucky 
guess? The slip and guess parameters account for several aspects in student 
performance, including lucky guesses, baseline performance for some testing formats 
(e.g. multiple choice tests), using partial knowledge to answer a question, using a 
weaker version of the correct rule to solve a problem, or even the inaccuracy from 
using a speech recognizer to score the student’s performance [2]. All of these factors 
serve to blur the connection between student performance and actual knowledge.   

 

Fig. 1. Hypothetical performance and learning curves 

1.2   Problems of Knowledge Tracing 

Although the student performance curve can be obtained directly from the data, the 
learning curve must be inferred statistically. This inference would not be a problem if 
there were a unique, best fitting model. Unfortunately, such is not the case. Consider 
the three sets of hypothetical knowledge tracing parameters shown in Table 1. The 
knowledge model reflects a set of model parameters where students rarely guess, the 
guess model assumes that 30% of correct responses are due to randomness. This limit 
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of 30% is the maximum allowed in the knowledge tracing code1 used by the 
Cognitive Tutors [3]. The third model is similar to those used by Project Listen’s 
Reading Tutor [4] for performing knowledge tracing on speech input [2]. This 
model’s guess parameter is very high because of inaccuracies in the speech 
recognition signal. As seen in Figure 2, the three models have identical student 
performance2—somewhat surprising given that the models appear so different. The 
much larger surprise is that in spite of having identical performance, their estimates of 
student knowledge (right graph in Figure 2) are very different.     

Table 1. Parameters for three hypothetical knowledge tracing models 

Model 
Parameter 

Knowledge Guess Reading Tutor 

K0 0.56 0.36 0.01 
T 0.1 0.1 0.1 

Guess 0.00 0.30 0.53 
Slip 0.05 0.05 0.05 

 

 

Fig. 2. Three knowledge tracing models illustrating the identifiability problem 

Given the same set of performance data, we have presented three knowledge tracing 
models that fit the data equally well. Even if the guess parameter is capped at 0.3, 
there are still two competing models that perform equally well. In fact, the situation is 
considerably worse since there is an infinite family of curves that fit the data of which 
we are presenting three examples. Without loss of generality we will restrict the 
discussion to the three presented learning curves. One natural question is, given the 
ambiguity of the performance data in estimating the student’s knowledge, which of 
three curves is correct? Unfortunately, the situation is more bleak: the question of 
which model is “correct” is not a meaningful one to ponder. All three of the sets of 
parameters instantiate a knowledge tracing model that fit the observed data equally 

                                                           
1  Source code is courtesy of Albert Corbett and Ryan Baker and is available at 

http://www.cs.cmu.edu/~rsbaker/curvefit.tar.gz 
2  Technically the three curves are not perfectly identical, however they are equivalent under 

finite precision arithmetic.   
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well; statistically there is no justification for preferring one model over another.  This 
problem of multiple (differing) sets of parameter values that make identical 
predictions is known as identifiability.   

In general, researchers are not hand generating models and selecting which one fits 
the data. Instead we use optimization software that finds parameters that best fit our 
data. The optimization software’s optimization method will drive which set of 
parameters it returns for a particular skill, and consequently the ensuing estimates of 
the student’s knowledge—a rather odd dependency. This problem is not one of 
getting stuck in a local (rather than global) maximum. Rather, the space has several 
global maxima (for example, the three presented knowledge tracing parameter sets) 
all of which make different assertions about student knowledge.   

1.3   Motivation 

One reasonable question is why we should care about the randomness in how 
knowledge tracing maps observations of student performance to student internal 
knowledge.  After all, all of the models have the same degree of model fit and make 
identical predictions, so what does it matter which one we select? The difficulty is 
that we do not train models to fit the data well, we train models to use them in actual 
adaptive systems. For example, the knowledge model predicts students will need 24 
practice opportunities to master (have a greater than 95% chance of knowing) a skill, 
while the Reading Tutor model predicts 32 practice opportunities are needed.  Which 
model’s predictions should we believe? Another difficulty is tutorial decisions made 
on the basis of estimated student knowledge. For example, the Reading Tutor displays 
instruction if it believes the student’s knowledge is below a certain threshold.   

Another rationale is efforts at conducting learning sciences research or educational 
data mining. Imagine if the desired end product is a graph of the efficacy of a 
particular treatment when the student’s knowledge is low, medium, or high. If some 
skills are modeled with parameters similar to knowledge while others are modeled 
with parameters similar to guess, the graph will not show the sharp contrast desired.   

Generally, we have two desired outcomes for our student models: to accurately 
describe the student’s knowledge and to make predictions about his behavior. In the 
past, some researchers have used accuracy in predicting student performance as 
evidence that the model was an accurate model of the student [2]. Unfortunately, 
given Figure 2, such claims are unwarranted as very different estimates of knowledge 
can predict the same performance.   

2   Approach 

The goal of this work is to address the identifiability problem by finding metrics that 
let us determine which of two equally accurate models is better, and finding a way to 
bias the search process to make it more likely to find such better models. Our 
approach is first to instantiate knowledge tracing in a graphical modeling framework. 
The Bayes Net Toolkit for Student Models (BNT-SM) [5] provides a framework for 
replicating knowledge tracing with a Bayesian network [6]. The reason for using 
graphical models is that they may provide a way out of our dilemma. We have more 
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knowledge about student learning than the data we use to train our models.  As 
cognitive scientists, we have some notion of what learning “looks like.” For example, 
if a model suggest that a skill gets worse with practice, it is likely the problem is with 
the modeling approach, not that the students are actually getting less knowledgeable. 
The question is how can we encode these prior beliefs about learning? 

2.1   Encoding Prior Beliefs as Dirichlets 

Graphical models provide a means of encoding prior probabilities of the parameters in 
the model.  A common method for representing such priors is to use the Dirichlet 
distribution [7]. To determine the Dirichlet priors for each parameter, we first 
examined histograms from our previous knowledge tracing experiments to see what 
values each parameter took on. We did not attempt to create Dirichlet distributions 
that perfectly mimicked those histograms or that minimized the sum-squared error. 
Our reasoning is that some of the parameter estimates were clearly nonsense. For 
example, approximately 10% of words had a T parameter that would result in students 
mastering the word after a single exposure, while 10% of the words would never be 
mastered.  So we used the histograms as a starting point for the prior probabilities, but 
tempered them with our knowledge of student learning.   

Figure 3 shows the prior probabilities we selected for our experiments. The x-axis 
is each possible value the four knowledge tracing parameters can take and the y-axis 
is the density of the distribution at that point. For example, the most likely value of 
the K0 parameter is 0.6; it is only about half as likely that K0 will take on a value of 
0.45.  The T parameter peaks at around 0.1, and has a long positive tail; most skills 
are learned relatively slowly but perhaps some are easier to acquire.   

Our Dirichlets take as input two parameters that correspond to the number of 
positive and number of negative examples seen. The curve represents the likelihood 
of each possible probability value for P(positive). For example, the K0 curve was 
generated with 9 positive and 6 negative examples, which can be thought of as 9 cases 
of knowing the skill initially and 6 cases of not knowing the skill initially. The mean 
of this distribution is 9/(6+9) = 0.6.  The odds that P(knows the skill initially) (i.e. the 
K0 parameter) is 0.3 is quite low, as can be seen from the graph. If instead of 9 
positive and 6 negative, we had instead created the distribution with 90 positive and 
60 negative examples, the mean would still be 0.6. However, the distribution would 
have a much sharper peak at 0.6 and consequently a much lower variance. Thus, we 
control not only the mean of the distribution but also our confidence in how close 
most skills are to that value. For the T parameter we used 2 and 9 positive and 
negative examples, for the guess parameter 19 and 9, and for the slip parameter 1 and 
15. The reason for the high guess rate is that we are using a speech recognizer to score 
student input, and is has a tendency to score incorrect reading as correct [2].   

A plausible objection is there is no objective basis for preferring the numbers we 
used to generate these distributions and therefore this entire step should be omitted.  
However, skipping the step of creating a distribution is the same as asserting that the 
distribution is flat across the entire range of [0,1] and all possible values of the 
parameter are equally likely. Such an assertion seems questionable at best.   
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2.2   Using Dirichlets to Initialize Conditional Probability Tables 

Once we have constructed a set of distributions for K0, T, slip, and guess, we use their 
associated parameters to initialize the conditional probability tables (CPT) in the 
graphical network. The CPTs keep track of counts of different types of events. For 
example, the Dirichlet distributions for slip and guess would be used to instantiate the 
CPT shown in Table 2 that maps student knowledge to expected performance.   

 

Fig. 3. Prior probabilities for knowledge tracing parameters 

Table 2. Using Dirichlet priors to initialize conditional probability tables 

Knowledge  
Doesn’t know Knows 

Incorrect 9 1 
Correct 

Correct 19 15 

The mental model of this process is the Dirichlets are used to seed the CPT, then as 
actual observations accumulate those are added to the values in the CPT. Thus, if a 
skill has little training data available it will be biased towards the average distribution.  
If there are many training data, then that skill’s parameters can deviate substantially 
from the mean. Thus the initialization step does not force parameters to have a 
particular value, but simply provides a bias.  As mentioned previously, the number of 
positive and negative instances affects the shape of the distribution and consequently 
the amount of bias.  Higher counts provide stronger bias.   

3   Experimental Design and Results 

The goal of our experiment is to validate whether our approach of using Dirichlet 
priors results in a better student model.  We operationalize “better” as providing more 
believable estimates of the student’s knowledge, without loss in predictive accuracy 
compared to a baseline model. Our approach is to use the BNT-SM to construct two 
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knowledge tracing models.  We constructed the first model using Dirichlet priors with 
the parameter values described previously.  We did not examine the testing data when 
constructing the Dirichlet priors, and these results are for our first attempt at creating 
such priors (so they have not been tuned, and represent a lower bound on 
improvement). We constructed the second, baseline, model by initializing each 
parameter to be the mean value that parameter had in a previous experiment (the same 
data we examined to generate the Dirichlets). Note that our comparison condition is 
with knowledge tracing, the closest thing the student modeling community has to a 
standard statistical model. Furthermore, prior research with knowledge tracing 
estimated model parameters using conjugate gradient descent. Instead, we estimate 
parameters with expectation-maximization which we have found produces better 
parameter estimates [5]. So our baseline condition is far from a strawman.     

Our data came from 360 children who were mostly between six and eight years old 
and who used Project LISTEN’s Reading Tutor in the 2002-2003 school year. Over 
the course of the school year, these students read approximately 1.95 million words 
(as heard by the automatic speech recognizer). On average, students used the tutor for 
8.5 hours. For modeling purposes, this paper treats each of the 3532 distinct English 
words that occurred that year as a separate skill.  We had three hypotheses: 

1. The approach of using Dirichlet priors would result in a poorer model fit 
for the training data since the priors provide bias. We were not sure if the 
Dirichlet approach would better predict the testing data than the baseline.   

2. The student learning curves for the models constructed using Dirichlet 
priors will look more believable. 

3. The knowledge tracing parameter values obtained by the Dirichlet priors 
approach will better fit what is known about the domain. 

To test our hypotheses, we randomly assigned students to either the train or to the test 
set with an approximately equal number of data in each set. To test the first 
hypothesis, we measured each approach’s predictive accuracy using the Area Under 
Curve (AUC) metric for Receiver Operator Characteristic (ROC) curves. AUC is used 
for binary classification tasks when the true cost of each type of misclassification is 
unknown [8]. For the training set, both the Dirichlet and baseline had an AUC of 
0.653 ± 0.002. This result contradicts our hypothesis; apparently the Dirichlet priors 
did not interfere with fitting the training data. For the testing set, the Dirichlet 
approach had an AUC of 0.620 ± 0.002 while the baseline approach had an AUC of 
0.614 ± 0.002. Thus, Dirichlets resulted in a small but detectable improvement in 
model accuracy on unseen test data.   

To test the second hypothesis, whether using Dirichlet priors would result in more 
plausible learning curves, we randomly selected three words that were at the 25th 
(“twist”), 50th (“Rome”), and 75th (“bought”) percentiles for amount of training data.  
We then plotted the learning curves (see Figure 4) for the models derived using the 
Dirichlet and baseline approaches. The learning curves associated with Dirichlet 
priors look reasonable, while the three curves from the baseline approach do not show 
evidence that students learn. The Dirichlet approach asserts that students would 
require 24, 16, and 15 practice opportunities to master the words “bought,” “Rome” 
and “twist,” respectively.  The baseline model believes those numbers should instead 
be 302, 5306, and 22313 practice opportunities.  Reasonable people can disagree over 
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how much practice is required for the average student to learn a word, but few people 
would assert that over 5000 exposures to a single word are necessary.   

Perhaps these randomly selected three learning curves are not representative?  
These three words had an average T parameter of 0.14 in the Dirichlet approach vs. 
only 0.002 in the baseline approach. Across all 3532 words, both the Dirichlet and 
baseline approaches had an average T parameter of 0.11. However, 918 skills had a T 
parameter of 0.002 or lower in the baseline, compared to 0 such skills for the Dirichlet 
approach. Thus, roughly ¼ of words with the baseline approach were learned as 
slowly as those shown in the right graph compared to none with the Dirichlet. 

 

Fig. 4. Comparing learning curves for Dirichlet vs. baseline approach 

Testing the third hypothesis, whether Dirichlet priors enabled knowledge tracing 
parameter estimates that better fit with domain knowledge, was more problematic.  
What do “better” parameter values look like? Except in gross circumstances, such as 
Figure 4, it is hard to distinguish what makes one set of parameters better than 
another. However, it is possible to take advantage of the domain we are studying, 
reading, by using known properties of how students learn words. The K0 parameter 
represents the knowledge students have when they first start using the tutor.  
Unfortunately, we do not have a history of all of the words the student encountered 
before using the Reading Tutor. However, we do have word frequency tables of 
English text.  These tables are not perfect at telling us which words a student has seen, 
since students will naturally read different material and thus see somewhat different 
sets of words, but the tables provide a starting point. Specifically, students should be 
more knowledgeable about words they encounter more frequently.  Therefore, there 
should be a positive correlation between a word’s frequency and its K0 parameter.  

The percent of text made up by the most frequent word, “the,” is approximately 
7.1%, while the least frequent word (of words occurring in both our training data and 
our word frequency table) was “shear” which only makes up 0.000085% of text. Since 
the most frequent word is over 80,000 times more frequent than the least frequent, we 
performed a log-transform on the percentages before attempting to find a relation. 
Figure 5 shows the plot of log-percent vs. the K0 parameter for both the Dirichlet 
priors and the baseline approaches. A linear regression for each approach results in an 
R2 of 1% for the baseline and 16% for using Dirichlets. Thus, using the Dirichlet 
approach produces the expected lawful relationship between prior knowledge and 
exposure to English text, while parameters estimated with the baseline approach 
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exhibit almost no such relation. Interestingly, the Dirichlet priors were not tuned based 
on word frequency, nor did the priors assigned to a word vary based on its frequency. 
Simply providing the underlying distribution for the various parameters (as per  
Section 2.1) enabled it to correctly assign parameters that track with word frequency. 

4   Future Work, Contributions, and Conclusions  

The largest limitation of this work is that it has only been evaluated on one (rather 
large) data set from Project Listen’s Reading Tutor, so it is possible the results may 
not transfer to other tutoring domains. However, the problem of knowledge tracing 
sometimes returning parameter values that “just don’t look right” is well known. In 
fact, this work was motivated by the difficulties a researcher (Hao Cen) had with 
applying knowledge tracing to some Cognitive Geometry Tutor data.  Furthermore, 
the Cognitive Tutor knowledge tracing code’s caps on the slip and guess parameters 
strongly suggest this problem occurred sufficiently often in the past that it was worth 
modifying the code.  However, validating our approach on another tutor’s data set is 
much needed and high on our priority list. 
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Fig. 5. Word frequency vs. estimated prior knowledge 

The second big open question is how the Dirichlets should be generated. One 
possible critique is that our method of findings parameters isn’t replicable across 
domains. While we acknowledge this argument may have merit, it is not obvious to us 
whether it is a serious flaw. Encoding the beliefs of domain experts is something that 
must be done on a case by case basis. If researchers working on the Geometry Tutor 
wish to apply our approach of using Dirichlets, they would need to think about what is 
a reasonable prior distribution for their data. That said, it would be nice to have some 
guidelines about what reasonable means and variances tend to be, and the best way to 
use existing data to guide the selection of priors. 

This paper makes several basic contributions to student modeling. First, it shows 
how identifiability is a problem for knowledge tracing. Given a set of performance 
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data, there is an infinite family of knowledge tracing models that can mimic student 
performance. Unfortunately, those models all make different claims about the 
student’s knowledge. Although capping the performance parameters alleviates this 
issue somewhat, it is still a problem. We have not proven it, but we suspect 
identifiability affects not just knowledge tracing but any modeling approach that 
acknowledges student performance is a noisy reflection of his knowledge. 

Second, we have shown that predictive accuracy is severely lacking as an 
evaluation metric for student models. We do not have a strong alternative, but have 
illustrated that two other techniques, examination of learning curves and inspection of 
model parameter estimates, can be used to evaluate models.   

Third, this paper has proposed and validated a solution to the identifiability 
problem. The use of Dirichlet priors is a graceful way of biasing the model search 
process to result in more sensible models that (in this case) are slightly more accurate. 

The main conclusion of this paper is that, as system developers and learning 
science researchers, we must take the assertions of our student model about the 
student’s knowledge with a large grain of salt. Furthermore, acquiring additional 
training data is not a solution to this problem. Even with an order of magnitude more 
data, there are still many sets of parameters that will fit the student data equally well.  
We need to encode prior beliefs in order to do a satisfactory job of modeling student 
knowledge; performance data are not enough.   
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Abstract. In this paper, we investigate the utility of providing users with the 
system’s rationale in a mixed-initiative system for GUI customization. An 
evaluation comparing a version of the system with and without the rationale 
suggested that rationale is wanted by many users, leading to increased trust, 
understandability and predictability, but that not all users want or need the 
information. 

1   Introduction 

In recent years, substantial research efforts have been dedicated to finding ways to 
provide users with customized graphical user interfaces (GUIs) as a means of coping 
with the problem of increasing GUI complexity (e.g., [5, 14]). Solutions can be 
divided into three categories: i) adaptive: the system customizes the interface (e.g., 
[6]), ii) adaptable: the user customizes the interface (e.g. [14]), or iii) mixed-initiative 
[10]: the system and user cooperate to customize the interface through a combination 
of automation and direct manipulation (e.g., [2], [5, 15]). In combining aspects of 
adaptive and adaptable interfaces, mixed-initiative approaches address a number of 
their common disadvantages. In particular, by automatically generating customization 
recommendations, a mixed-initiative approach addresses concerns with adaptable 
interfaces related to the fact that they require additional user effort [13] and that not 
all users make good customization decisions [1]. By letting users make the final 
decision on when and how to customize, the mixed-initiative approach addresses one 
of the main drawbacks in purely adaptive approaches – lack of user control [9]. 

With a mixed-initiative approach, however, if users don’t understand why and how 
the customization suggestions are generated, two potential disadvantages of adaptive 
interfaces remain: 1) lack of transparency, and 2) lack of predictability [9]. In this 
paper we explore whether both issues can be partially addressed by providing the user 
with access to the rationale underlying the customization suggestions. We investigate 
this concept within the MICA (Mixed-Initiative Customization Assistance) system, 
which provides support for GUI customization in Microsoft Word (MSWord) [2]. 
One of MICA’s distinguishing traits is that its customization recommendations rely 
on a formal assessment of the performance savings, based on information on user 
expertise, task, and interface layout. MICA also includes an interface mechanism to 
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explain its decision-making process to the user. A previous evaluation provided 
evidence that MICA’s suggestions have a positive impact on task performance and 
that its mixed-initiative support is preferred to the purely-adaptable alternative [2]. 
The main contribution of this paper is a formal evaluation of MICA’s rationale, which 
provides insight into the qualitative impact of including rationale within a mixed-
initiative system for GUI customization. 

There are numerous examples of adaptive or mixed-initiative systems that provide 
access to all or part of their rationale (e.g., [4, 16]), but none that do so in the context 
of GUI customization. For example, inspectable student models allow users to view 
and sometimes edit their student model, which in turn gives them a sense of what 
causes the particular adaptive behaviour to occur (e.g., [4, 16]). Provision of rationale 
has also been explored in recommender systems (e.g., [8]) and in expert systems (e.g., 
see [11]). Evaluations provide encouraging evidence that the rationale can increase 
transparency [16], promote reflection [16], and improve users’ reactions to system 
recommendations [8]. If not properly designed, however, rationale can be difficult to 
use [4], and can even lead to less favourable responses towards the system [8]. 

Since, to our knowledge, there has been no work investigating rationale utility 
within mixed-initiative GUI customization systems, little is known about what 
information to include in the rationale, whether users want access to it, or how it will 
affect users’ impressions of the system. We show that providing access to system 
rationale in this context has the potential to be beneficial for many users, but that 
impressions of its utility vary widely from user to user.  

2   The MICA System 

We begin by outlining MICA’s mixed-initiative customization support. A more 
complete description can be found in [2].  

MICA, whose architecture is depicted in  
Fig. 1, helps users customize within a two-
interface version for Microsoft Word 
(MSWord) [14]. The two interfaces are: 1) the 
Full Interface (FI), which is the default full 
MSWord interface (Fig. 2, right), and 2) the 
Personal Interface (PI), a feature-reduced 
version, containing only features that the user 
has chosen to add (Fig. 2, left). A toggle 

button (circled in Fig. 2) allows the user to switch between interfaces. 
MICA tries to identify the user’s optimal PI by evaluating which features should be 

included in the PI and which should reside solely in the FI. The Customization 
Support Module (CSM) is responsible for determining this optimal PI and generating 
 

 

Fig. 2. The two-interface model. The PI is only the left; the FI on the right. 

 

User Model 

Knowledge BaseCustomization Support 
Module (CSM) 

Two-Interface Model/ 
 Customization Mechanism 

Fig. 1. MICA’s architecture 
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Fig. 3. MICA’s customization interface 

corresponding customization suggestions. To do so, the CSM relies on the User 
Model, which assesses the user’s time performance given a particular PI. This 
assessment is done in cooperation with the Knowledge Base using a novel extension 
of a cognitive modelling technique known as GOMS analysis [3]. The performance 
assessment relies primarily on three factors. 1) Expected Usages: how often the user 
is expected to access each feature. 2) Expertise: the amount of time the user takes to 
locate each feature in the interface (users with lower expertise are likely to be more 
negatively impacted by excess functionality [1]). 3) Interface Characteristics: 
detailed layout information on the FI and the PI currently under consideration, 
including the number of features present and where they are located.  

It should be noted that Expected Usages and Expertise are not yet assessed on-line. 
Although there are techniques that could guide both types of assessments (e.g., 
[7],[12]), we felt that giving priority to investigating rationale utility would provide 
the most benefit to GUI customization research, despite a user model with some 
“black box” components.   

Fig. 3 shows MICA’s mixed-initiative customization interface for adding features 
to the PI (a direct extension of the adaptable mechanism proposed in [14]). The 
central part of Fig. 3 shows the dialogue box that pops up when the user initiates 
customization. MICA’s recommended additions are made visually distinct within the 
menus and toolbars (by yellow highlighting or a yellow square). Users can accept the 
recommendations using any combination of three methods: 1) selecting features as in 
normal usage, 2) selecting from a list accessible through the “Show Add 
Recommendations” button, and 3) using the “Accept All” button.  

3   MICA’s Rationale 

MICA’s rationale component describes why the system is making recommendations 
and the relevant user- and interface-specific factors impacting its decision-making 
process. Presenting this rationale has the potential to provide valuable insight into 
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how the system works; however, 
effectively communicating the 
information to the average user is a 
challenging design task, particularly 
since MICA’s algorithm is relatively 
complex. 

Since this is the first attempt at 
providing rationale in GUI 
customization research, we 

undertook an iterative design and evaluation process. During the evaluation of a 
previous version of MICA [2], none of the study participants accessed the rationale 
spontaneously because of both usability and study methodology issues. We were, 
however, able to gather usability feedback by asking participants to view the rationale 
during post-session interviews, which we used to redesign the interface. Next, we 
pilot tested the new design with eight computer science graduate students. The pilot 
evaluation consisted of 30-minute interviews targeting issues such as: 1) wording 
clarity, 2) missing/unnecessary information, and 3) whether it was clear where to 
access, and how to navigate through the rationale. The pilot testing led to a number of 
improvements to the interface. One worth mentioning here is stressing that the 
rationale contains personalized information as opposed to canned text, because the 
pilot participants found this information most compelling. 

In the final interface resulting from the aforementioned iterative design process, 
users can access the rationale by clicking on the “More” button next to the line 
“Explain recommendations in terms of my personal information” (Fig. 3, bottom). 
Once clicked, the dialogue box in Fig. 3 expands to include information on why and 
how the system makes recommendations. The “Why” component, displayed in Fig. 4, 
indicates that the recommendations are based on time savings and provides an 
estimated savings per feature invocation (based on the User Model’s performance 
assessment) should the user choose to accept all recommendations. 

The “How” component is a simplified explanation of MICA’s decision-making. 
The first screen, “How: Recommendations Factors,” explains that MICA balances the 
three factors described in Section 2, with their names altered based on pilot feedback: 

1) Usage Frequencies (i.e., Expected Usages), 2) 
Expertise, and 3) Interface Size (i.e., Interface 
Characteristics). Next, three screens describe 
each factor in greater detail (two are in Fig. 5). 
The Usage Frequencies and Expertise screens 
also display the recommendations ranked 
according to the User Model assessments for that 
factor (e.g., Fig. 5, top).  

4   Evaluation 

To understand the utility of the rationale, we 
compared two versions of the MICA system: one 
with and one without the rationale. The goal was 

 

Fig. 4. The “Why” component of the rationale 

 

Fig. 5. Usage Frequencies and
Interface Size factors, excluding the
navigation bar (see Fig. 4) 
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to better understand the qualitative impact of the rationale on users’ attitudes toward 
the system. Based on user feedback from the previous informal studies, we 
anticipated large individual differences along this dimension. We did not, however, 
expect rationale to significantly impact customization decisions, since in our earlier 
study, participants already followed most of the system’s recommendations (96%) for 
additions to the PI without accessing the rationale [2]. While there would be room for 
improvement in terms of following recommendations for deletion, previous work has 
shown users to be very reluctant to do so [2], [14]. Therefore, we anticipated the most 
interesting findings to come from the qualitative data on user attitudes and 
preferences. Based on previous feedback, we expected that some users would 
appreciate the rationale and find it useful, while others would find it unnecessary. We 
wanted to better understand the reasons underlying different reactions, and the 
qualitative advantages and disadvantages of providing access to rationale information.  

4.1   Method 

Sixteen participants, recruited throughout the University of British Columbia campus, 
completed the experiment. The experiment was within subjects with two conditions:  
1) Rationale, the MICA system with the rationale accessible (see Fig. 3) and 2) No-
Rationale, the system without the rationale. A within-subjects design was chosen to 
elicit direct comparative statements. To account for carry-over effects, version order 
(Rationale vs. No-Rationale) and task order (described below) were counterbalanced.  

In this section we briefly describe the experiment methodology, a direct extension 
of our previous methodology [2]. With this methodology, interacting with the 
rationale is not an explicit experimental task. Instead, the majority of the session is 
spent performing pre-assigned word-processing tasks with the target application, 
MSWord. Alternatively, we could have required users to interact with the rationale 
for a period of time, for example, by having them complete a worksheet or 
questionnaire based on information in the rationale (e.g., [4, 16]). We chose to build 
on our previous methodology, as opposed to designing tasks specific to the rationale, 
because we felt that it would generate more realistic feedback about when and why 
users may access the system’s rationale. 

The experimental procedure was as follows. First, participants completed a detailed 
questionnaire designed to assess their expertise for each interface feature used in the 
experiment. The questionnaire results were used to initialize the “Expertise” portion 
of the User Model since, as discussed earlier, it cannot yet assess expertise on line. 
Participants then performed two tasks, one with each version of the system (Rationale 
and No-Rationale). Prior to each task, the appropriate system version was briefly 
demonstrated. After finishing the tasks, participants completed a post-questionnaire 
and were interviewed by the first author using a semi-structured interview format. A 
session typically lasted 3 hours, but ranged from 2 hours 45 minutes to 4 hours.  

We used a guided task structure [2], where users were provided with a list of  
step-by-step instructions and a target final document. The guided tasks served two 
purposes: 1) they required a large number of menu selections (necessary for 
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customization to be beneficial) while still being of reasonable length, and 2) they 
provided “Expected Usage” information for the User Model. We further motivated 
customization through task repetition and a small amount of deception. Each task was 
actually repeated three times, however, participants were told that the tasks would be 
repeated up to five times. If at the end of the second task repetition the participant had 
yet to customize, the experimenter asked her do so at a point of her own choosing 
during the third repetition. We did so in hopes of achieving a higher customization 
rate than in our previous experiment, which was 66% without prompting. 

Our goal was to give participants as much autonomy as possible with respect to 
rationale usage; however, we did want participants to look at it. To balance these two 
objectives, we showed participants where to access the rationale during the initial 
interface demonstration and requested that the participants “look through the 
information at some point.” Apart from this request, no prompting to look at the 
rationale was done during the experiment.  

4.2   Main Measures 

Our emphasis in the evaluation was on qualitative measures. The questionnaire 
gathered preference information. In particular, participants who viewed the rationale 
during the study were asked which version of the system they would choose to install 
(Overall Preference). The post questionnaire also asked participants to state which 
version they preferred, or whether they found the two equal, for the following five 
criteria: 1) agreeing with the system recommendations (Agreement); 2) trusting the 
system to make good recommendations (Trust); 3) understanding why the system was 
making  specific recommendations (Specific Understandability); 4) understanding 
why the system was making recommendations in general (General 
Understandability), and 5) ability to predict future recommendations (Predictability). 
The interview gathered more detailed qualitative data on topics such as: 1) influence 
of study methodology on rationale viewing, 2) additional reasons for viewing (or not 
viewing) the rationale, 3) the impact of the “Why” component on motivation to accept 
recommendations, and 4) impressions of the utility of the “How” component. 

In addition to qualitative measures, we report the time spent viewing the rationale 
and the percentage of add and delete recommendations followed in both conditions.  

4.3   Results 

Similar to our last experiment, 69% of participants (11/16) customized in both 
conditions without any prompting. Once prompted, the remaining 5 participants 
customized. Since separate analysis of those who were prompted versus those who 
were not failed to reveal any substantial differences, the remainder of the analysis 
includes data from all participants.  

In the Rationale condition, 94% (15/16) of participants accessed the rationale. Of 
these participants, 47% (7/15) accessed the “Why” component only, with an average 
viewing time of 15.1 seconds (sd: 9.6 seconds). The remaining 53% (8/15) accessed 
all of the rationale, with an average viewing time of 63.4 seconds (sd: 30.4 seconds). 

To analyze the qualitative data, the interviews were first transcribed. Next, detailed 
coding was done by the first author, based on thorough analysis of the interviews and 
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questionnaires. We report themes 
and trends that emerged from this 
analysis, along with the number of 
participants whose statements 
matched the given theme or trend. 
Our intention was not to prove or 
disprove hypotheses through 
statistical analysis, which, given the 
anticipated diversity of opinions, 
would have required a much larger 
number of participants. 

Preference. Fig. 6 depicts the preference data both overall and for each of the 
individual criteria, and indicates that, in general, the preference data was mixed. 
When forced to choose, the majority of participants indicated that they would prefer 
to install the Rationale version (60%); however, the No-Rationale also had reasonable 
support (40%). For the individual criteria, participants were given the option of rating 
the two conditions “Equal.” Having the rationale appeared to have the largest impact 
on both Specific and General Understandability, as well as the Predictability of the 
recommendations. While the Rationale version was preferred by some users for 
Agreement and Trust, the most popular response for these criteria was “Equal.”  

Influence of Study Methodology on Rationale Viewing. To understand whether 
users looked at the rationale solely because of the request during interface 
demonstration, users were asked i) why they looked at the rationale, and ii) to 
comment on the role of the request. Out of the 15 users who viewed the rationale, 
33% (5/15) said they were not influenced by the request. Another 20% (3/15) 
indicated that they were partially influenced by the request, but had additional reasons 
for accessing the rationale. The remaining 47% (7/15) said the request during 
interface demonstration was their sole reason for accessing the rationale. Just over 
half of these users (4/7) said that there would be circumstances where they would 
want the information, but that our particular study methodology did not provide the 
right motivating conditions. Finally, three users indicated that they had no interest in 
the rationale. Therefore, 80% (12/15) of the participants either i) viewed the rationale 
for reasons other than our particular study methodology or ii) could see circumstances 
outside of the study where they would want to view the rationale.  

Additional Reasons for Viewing or Not Viewing the Rationale. Three reasons were 
given for viewing the rationale by the 53% (8/15) that accessed it for reasons other 
than the request during interface demonstration. The first was general curiosity (3/8). 
The second was to have the recommendations explained (3/8), e.g., “if something is 
customizing it for you […] I want to have an understanding of why it is doing things.”  
The third reason was to have an aspect of the interface explained, such as an 
explanation of how the PI works (2/8).  

The three users who were not interested in the rationale gave unique reasons for 
why not. One felt that the rationale is unnecessary in a mixed-initiative system, since 
she could follow the recommendations if she found them useful or customize on her 
own if she didn’t. Another pointed to the fact that the rationale is embedded within a 
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productivity application: “…when it comes to a program like Microsoft Word most of 
the time you only care about getting the job done. You don’t really care about why.”  
The final participant expressed trust in the system: “I just assume recommendations 
are because they are useful for you. That’s all really I need to know.” 

Effectiveness of Rationale: Impact of “Why” on Recommendation Acceptance. 
Out of those who accessed the rationale, 93% (14/15) indicated that they actually read 
the “Why” component. Since its purpose is to illustrate the potential time savings that 
could result from accepting recommendations, we asked users to discuss whether or 
not this information was, in fact, motivating. Of these users, 43% (6/14) felt that the 
“Why” component motivated them to accept recommendations. Another 43% (6/14) 
were generally interested in having a PI that would save time, but were not motivated 
by the particular amount of time savings listed. They either felt that the amount of 
time savings was too small, or that its expression was unintuitive:  “I couldn’t relate it 
to the real world. It was like saying how fast you are driving in meters per second...”   

In this study, three users did delete features and did so after having viewed the 
rationale. For two of the three users, the time savings was a motivating factor.  

Effectiveness of Rationale:  Usefulness of the “How” Information. Only 47% 
(7/15) of those who accessed the rationale indicated that they read the “How” 
component. To obtain as much feedback as possible, during the interview we asked 
all 16 users to read through the information and comment on its usefulness. After 
reading the information 62% (10/16) found it useful, including six of the seven users 
who read the information while customizing, however, 38% did not (6/16). Table 1 
summarizes their reasons. The most popular reason for finding the information useful 
was gaining a better understanding of how the system makes recommendations or 
confirming their existing understanding. For those who didn’t find the information 
useful, the majority indicated that it was unnecessary or “just common sense.”  

We also asked users to indicate which pieces of information, if any, were most or 
least useful. While participants responded favourably to the Expertise and Usage 
Frequencies factors, 50% (8/16) disliked the Interface Size factor. Many commented 
correctly that this factor wasn’t as personalized, or that having a small interface was 
the point of customization. Participants didn’t seem to understand that MICA 
balances this factor with both usage frequencies and expertise. This result is 
consistent with our pilot feedback, which indicated that users respond most 
favourably to information that is personalized.  

Impact on Recommendations Followed. To analyze the impact of the rationale on 
the percentage of recommendations followed, we ran repeated-measures ANOVA 

Table 1. Reasons for finding the “How” component useful or not useful 

 “How” Useful (10/16)  “How” Not Useful (6/16) 

• Gained a better understanding (or confirmed) (5/10) 
• Recommendations more trustworthy/believable (3/10) 
• Simple explanation (1/10) 
• Could use knowledge to become more efficient (1/10) 

• Unnecessary or common sense 
(4/6) 

• Too technical (1/6) 
• Didn’t influence customization 

decisions (1/6) 
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with Version (Rationale or No-Rationale) as the within-subjects factor. Version Order 
and Task Order were included as between-subjects controls.  

As anticipated, the percentage of Add recommendations followed was similar in 
both conditions, with participants following 94.2% (sd: 21.6%) of the Add 
Recommendations in the Rationale condition, compared to 93.5% (sd: 9.0%) in the 
No-Rationale condition (F(1, 11) = 0.001, p = 0.982). In terms of Delete 
recommendations, three users did delete, leading to an average of 14.2% (sd: 34.3%) 
Delete recommendations followed in the Rationale condition compared to 7.2% (sd: 
24.8%) in the No-Rationale, a difference which was also not statistically significant 
(F(1, 11) = 0.978, p = 0.334). 

Another result of interest was a marginally-significant between-subjects order 
effect for the percentage of Add recommendations followed (F(1,11) = 3.990, p = 
0.071). Participants who completed the Rationale condition first followed more Add 
recommendations overall (average: 99.1%, sd: 2.5%) than those who completed the 
Rationale condition second (average: 87.9%, sd: 14.3%). This order effect was 
anticipated; we expected knowledge that the system would make principled 
recommendations in the first condition to transfer to the second. This result suggests 
that the rationale may be most effective when viewed earlier rather than later and that 
frequent viewing isn’t necessary.  

4.4   Discussion 

Our findings indicate that the majority of users prefer to have the rationale present, 
but that a non-insignificant group of users do not need or want the information. For 
some users, the rationale led to increased trust, understanding, predictability, and 
motivation to accept recommendations. Some users, however, felt that the rationale 
was just common sense, or was unnecessary in a mixed-initiative system or 
productivity application. Others expressed an inherent trust in the system. These 
findings may suggest that, contrary to previously stated guidelines [9], transparency 
and predictability may not, in fact, be important to all users in all contexts. However, 
since some users found the rationale to be just common sense, it may be that our 
particular design did not always succeed in improving transparency and predictability. 

In terms of rationale design, feedback from our iterative design and evaluation 
process suggests that the personalized aspects of the rationale should be emphasized 
when possible. In addition, since reactions to the rationale are mixed, the information 
should clearly visible for those who want it without disrupting those who don’t, which 
was the approach taken here.  Finally, we might see different reactions to more 
lightweight graphical representations of the rationale. 

While the rationale was a motivating factor for two of the three users who deleted, 
and participants who viewed the information in the first condition tended to accept 
more add recommendations overall, the rationale had limited quantitative impact. 
Understanding whether the rationale could have a larger quantitative impact may 
require finding a target application where users are less likely to accept 
recommendations without the rationale, for reasons such as recommendations being 
contrary to expectations or a higher cost associated with accepting recommendations. 
Alternatively, it may be the laboratory environment that led to such high acceptance 
of recommendations. The rationale may have a larger impact in the field, where users 
might have lower levels of trust in the system. 
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5   Summary and Future Work 

This paper described the iterative design and the formal evaluation of rationale 
provision within a mixed-initiative system for GUI customization. Qualitative 
reactions to having this information varied across individuals. While the evaluation 
revealed aspects of our rationale that could be improved, the most promising avenue 
of future research would be to gain a more global understanding of when and why 
rationale is useful. In particular, we are interested in evaluating how user variability, 
the target application’s complexity, and the division of control between the system 
and the user affect the qualitative and quantitative utility of a system’s rationale.  
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Abstract. Web personalization has demonstrated to be advantageous for both 
online customers and vendors. However, its benefits may be severely counter-
acted by privacy constraints. Personalized systems need to take users’ privacy 
concerns into account, as well as privacy laws and industry self-regulation that 
may be in effect. In this paper, we first discuss how these constraints may affect 
web-based personalized systems. We then explain in what way current 
approaches to this problem fall short of their aims, specifically regarding the 
need to tailor privacy to the constraints of each individual user. We present a 
dynamic privacy-enhancing user modeling framework as a superior alternative, 
which is based on a software product line architecture. Our system dynamically 
selects personalization methods during runtime that respect users’ current 
privacy concerns as well as the privacy laws and regulations that apply to them.  

1   Introduction  

Numerous consumer studies and lab experiments (see [17, 22] for an overview) 
suggest that privacy concerns may prompt people to withhold information about 
themselves when interacting with personalized systems, thereby preventing users to 
fully benefit from the potential of personalization. These studies also show that 
people’s privacy preferences differ to some extent. Since personalized websites 
collect personal data, they are also subject to prevailing privacy laws and regulations 
if the respective individuals are in principle identifiable. As we will show below, such 
laws often not only affect the data that are collected by the website, but also the 
personalization methods that may be used for processing them. 

In this paper, we will investigate how personalized web-based systems can be 
compliant with the privacy constraints that are currently in effect for each individual 
user (namely privacy laws, industry and company regulations, and privacy 
preferences of every user). We propose a novel approach based on software product 
lines that allow the configuration of the employed personalization methods to be 
tailored to each user’s privacy constraints. We will first analyze how such privacy 
constraints may affect the admissibility of personalization methods, both with regard 
to individual privacy concerns and privacy laws. We then review existing approaches 
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for handling the differences in privacy constraints that apply to different users, and 
analyze their shortcomings. Thereafter we present our software product line approach 
in Section 4, an illustrative example for its operation in Section 5, and conclusions 
and future work in Section 6. 

2   Impacts of Privacy Constraints on Web Personalization  

2.1   Impacts of Users’ Privacy Concerns 

Numerous opinion polls and empirical studies have revealed that Internet users harbor 
considerable privacy concerns regarding the disclosure of their personal data to 
websites, and the monitoring of their Internet activities. These studies were primarily 
conducted between 1998 and 2003, mostly in the United States. In the following, we 
summarize a number of important findings (the percentage figures indicate the ratio 
of respondents from multiple studies who endorsed the respective view). For more 
detailed discussions we refer to [17, 22]. 

Personal Data  
1. Internet users who are concerned about the privacy or security of their personal 

information online: 70% - 89.5%; 
2. People who have refused to give personal information to a web site at one time or 

another: 82% - 95%;  
3. Internet users who would never provide personal information to a web site: 27%;  
4. Internet users who supplied false or fictitious information to a web site when asked 

to register: 6% - 40% always, 7% often, 17% sometimes;  
5. People who are concerned if a business shares their data for a different than the 

original purpose: 89% - 90%. 

Significant concern over the use of personal data is visible in these results, which may 
cause problems for all personalized systems that depend on users disclosing data 
about themselves. False or fictitious entries when asked to register at a website make 
all personalization based on such data dubious, and may also jeopardize cross-session 
identification of users as well as all personalization based thereon. The fact that 80-
90% of respondents are concerned if a business shares their information for a different 
than the original purpose may have impacts on central user modeling servers (UMSs) 
[16] that collect data from, and share them with, different user-adaptive applications.  

User Tracking and Cookies 
1. People concerned about being tracked on the Internet: 54% - 63%;  
2. People concerned that someone might know their browsing history: 31%;  
3. Users who feel uncomfortable being tracked across multiple web sites: 91%; 
4. Internet users who generally accept cookies: 62%;  
5. Internet users who set their computers to reject cookies: 10% - 25%;  
6. Internet users who delete cookies periodically: 53%. 

These results reveal significant user concerns about tracking and cookies, which may 
have effects on the acceptance of personalization that is based on usage logs. 
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Observations 4–6 directly affect machine-learning methods that operate on user log 
data since without cookies or registration, different sessions of the same user can no 
longer be linked. Observation 3 may again affect the acceptance of the central user 
modeling systems which collect user information from several websites. 

Kobsa [17] suggests that developers of personalized system should however not 
feel discouraged by the abundance of stated privacy concerns and their potential 
adverse impact on personalized systems. Rather, they should incorporate a number of 
mitigating factors into their designs that have been shown to encourage users’ 
disclosure of personal data. Such factors include perceived value of personalization, 
previous positive experience, the presence of a privacy seal, catering to individuals’ 
privacy concern, etc. The approach proposed here addresses this last factor. 

2.2   Impacts of Privacy Laws and Regulations 

Privacy Laws. Legal privacy requirements lay out organizational and technical 
requirements for information systems that store and/or process personal data, in order 
to ensure the protection of these data. Those requirements include proper data 
acquisition, notification about the purpose of use, permissible data transfer (e.g., to 
third parties and/or across national borders) and permissible data processing (e.g., 
organization, modification and destruction). Other provisions specify user opt-ins 
(e.g., asking for their consent before collecting their data), opt-out, users’ rights (e.g., 
regarding the disclosure of the processed data), adequate security mechanisms  
(e.g., access control), and the supervision and audit of personal data processing.  

Our review of over 40 international privacy laws [24] shows that if such laws apply 
to a personalized website, they often not only affect the data that is collected by the 
website and the way in which data is transferred, but also the personalization methods 
that may be used for processing them. The following are some example codes: 

1. Value-added (e.g. personalized) services based on traffic or location data require 
the anonymization of such data or the user's consent [9]. This clause clearly 
requires the user’s consent for any personalization based on interaction logs if the 
user can be identified. 

2. The service provider must inform the user of the type of data which will be 
processed, of the purposes and duration of the processing and whether the data 
will be transmitted to a third party, prior to obtaining her consent [9]. It is 
sometimes fairly difficult for personalized service providers to specify beforehand 
the particular personalized services that an individual user would receive. The 
common practice is to collect as much data about the user as possible, to lay them 
in stock, and then to apply those personalization methods that “fire” based on the 
existing data. 

3. Users must be able to withdraw their consent to the processing of traffic and loca-
tion data at any time [9]. In a strict interpretation, this stipulation requires person-
alized systems to terminate all traffic or location based personalization immedi-
ately when asked, i.e. even during the current service. A case can probably be 
made that users should not only be able to make all-or-none decisions, but also 
decisions on individual aspects of traffic or location based personalization. 
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4. Personal data must be collected for specified, explicit and legitimate purposes and 
not further processed in a way incompatible with those purposes [8]. This 
limitation would impact central UMSs, which store user information from, and 
supply the data to, different personalized applications. A UMS must not supply 
data to personalized applications if they intend to use those data for different 
purposes than the one for which the data was originally collected.  

5. Usage data must be erased immediately after each session (except for very limited 
purposes) [7]. This provision could affect the use of machine learning methods 
when the learning takes place over several sessions.  

 

Company and Industry Regulations. Many companies have internal guidelines in 
place for dealing with personal data. There also exist a number of voluntary privacy 
standards to which companies can subject themselves (e.g., of the Direct Marketing 
Association, the Online Privacy Alliance, the U.S. Network Advertising Initiative, the 
Personalization Consortium, and increasingly the TRUSTe privacy seal program).  

3   Existing Approaches to Address the Variability of Privacy 
Constraints 

No systematic approach has so far existed for building websites that cater to the 
different privacy constraints of different users. Sites that aimed at addressing this 
problem had to use simple escape strategies, which we list below.  
 

Pseudonymous Personalization. Basically, this approach allows users to remain 
anonymous with regard to the personalized system and the whole network 
infrastructure, whilst enabling the system to still recognize the same user in different 
sessions and cater to her individually [19]. At first sight, this seems to be a panacea 
because in most cases privacy laws do not apply any more when the interaction is 
anonymous. However, anonymity is currently difficult and/or tedious to preserve 
when payments, physical goods and non-electronic services are being exchanged. It 
harbors the risk of misuse, and it hinders vendors from cross-channel marketing (e.g. 
sending a product catalog to a web customer by mail). Moreover, users may still have 
additional privacy preferences such as not wanting to be profiled even when this is 
done merely pseudonymously, to which personalized systems need to adjust. 

 

Largest Permissible Dominator. Ideally, this approach means that only those 
personalization methods that meet all privacy laws and regulations of all website 
visitors are used. The Disney website, for instance, meets the European Union Data 
Protection Directive [8] as well as the U.S. Children’s Online Privacy Protection Act 
(COPPA) [1]. This solution is likely to run into problems if more than a very few 
jurisdictions are involved, since the largest permissible denominator may then become 
very small. Individual user privacy concerns are also not taken into account. 
 

Different Country/Region Versions. In this approach, personalized systems have 
different country versions, with personalization methods only that are admissible in 
the respective country. If countries have similar privacy laws, combined versions can 
be built for them using the above-described largest permissible denominator 
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approach. For example, IBM’s German-language pages meet the privacy laws of 
Germany, Austria and Switzerland [2], while IBM’s U.S. site meets the legal 
constraints of the U.S. only. This approach is also likely to become infeasible as soon 
as the number of countries/regions, and hence the number of different versions of the 
personalized system, increases. Individual user privacy concerns are also not taken 
into account. 
 

P3P. The Platform for Privacy Preferences (P3P) [25] enables websites to express 
their privacy policies in a standard machine-readable format that can be retrieved 
automatically and interpreted by user agents. Client-side agents can then inform users 
about the sites’ privacy policies and warn them when those deviate from previously-
specified preferences. P3P does not enforce privacy policies nor does it support 
different policies for different users. By itself, it is therefore not an answer to the need 
for privacy tailored to different user constraints. However, several proposals for 
individual negotiation of P3P policies have been made [5, 20]. The results of such 
negotiations could become the input to our own approach. 

4   A Dynamic Privacy-Enhancing User Modeling Framework 

User Modeling Servers (UMSs) store and represent user characteristics and behavior, 
integrate external user-related information, apply user modeling methods to derive 
additional assumptions about the user, and allow multiple external user adaptive 
applications to retrieve user information from the server in parallel [16]. UMSs are 
widely used for supporting user-adaptive applications. Our solution enhances a 
regular UMS by a new dimension of personalization, namely adaptation to each user’s 
potentially different privacy constraints.  

For many personalization goals, more than one method can often be used that 
differ in their data and privacy requirements and their anticipated accuracy and 
reliability. For example, a personalized website could use incremental machine 
learning to provide personalization to visitors from Germany (where user logs must 
be discarded at the end of a session to comply with Code 5 in Section 2.2), while it 
can use possibly better one-time machine learning with user data from several 
sessions to provide personalization to web visitors from the U.S. who are not subject 
to this constraint.  

We propose a software architecture that encapsulates different personalization 
methods in individual components and, at any point during runtime, ascertains that 
only those components can be operational that are in compliance with the currently 
prevailing privacy constraints. Moreover, the architecture can also dynamically select 
the component with the optimal anticipated personalization effects among those that 
are currently permissible [15]. To implement this design, we utilize a product line 
approach from software architecture research and, simplistically speaking, give every 
user their own UMS instance which incorporates those user modeling methods only 
that meet the user’s current privacy constraints [23]. 

Product Line Architectures (PLAs) have been successfully used in industrial 
software development [4]. A PLA represents the architectural structure for a set of 
related products by defining core elements that are present in all product architectures, 
and variation points where differences between individual product architectures may 
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occur. Each variation point is guarded with a Boolean expression that represents the 
conditions under which an optional component should be included in a particular 
product instance. A product instance can be selected out of a product line architecture 
by resolving the Boolean guards of each variation point at design-time, invocation-
time or run-time [13]. 

Figure 1 shows an overview of our PLA-based user modeling framework. It 
consists of external user-adaptive applications, the Selector, and the LDAP-based 
UMS of Kobsa and Fink [18] which includes the Directory Component and a pool of 
user modeling components (UMCs). External personalized applications can query the 
UMS for existing user information, so as to provide personalized services to their end 
users, and can supply additional user information to the UMS. The Directory 
Component is essentially a repository of user models, each of which stores and 
represents not only users’ characteristics, behavior and inferences, but also their 
potentially different individual privacy constraints. The UMC Pool contains a set of 
UMCs, each of which encapsulates one or more user modeling methods (e.g., 
collaborative filtering) that make inferences about users based on existing user data.  

The novel privacy enhancement consists in every user having their own instance of 
the UMC Pool, each containing only those user modeling components that meet the 
privacy requirements for the respective user (users with identical UMC Pool instances 
share the same instance). To realize this, the above framework has been implemented 
as a PLA, with the UMCs as optional elements [14] guarded by a Boolean expression 
that represents privacy conditions under which the respective UMC may operate (e.g. 
“(CombineProfile == allowed) && (TrackUser == allowed)”).  

 

Fig. 1. A Dynamic Privacy-Enabling User Modeling Framework 
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At the beginning of the interaction with a user, the Selector verifies for every UMC 
whether it may operate under the privacy constraints that apply to the specific user, 
and creates an architectural instance with these permissible UMCs (or lets the user 
share this instance if one already exists). Moreover, in order to maximize the benefits 
of personalization, the Selector can further select the UMCs with the optimal 
anticipated personalization effects among those that are currently permissible based 
on a designer-specified preference order. The PLA management environment that we 
employ [3] supports dynamic runtime (re-)configuration, which allows the Selector to 
react immediately, e.g., users change their privacy preferences during the current 
session. The framework therefore allows a personalized website to adjust its data 
practices to the user’s preferences in a nuanced and highly dynamic manner. The fact 
that if two or more users have the same set of privacy constraints they will share a 
single personalization architecture is key to the scalability of our solution.  

5    An Illustrative Example  

Assume that MyTaste is a mobile web service that provides restaurant recommenda-
tions worldwide based on customers’ current location (collected from their GPS-
embedded mobile devices), their food preferences and demographics as well as the 
proximity of nearby restaurants and their ratings by other customers. Upon 
registration, users will be asked to disclose their identities and optionally disclose 
some information about themselves (e.g., their food preferences). The system will 
then automatically retrieve their demographics from commercial databases or credit 
bureaus. The system also encourages users to rate places they have patronized, by 
offering discounts for restaurants that will be recommended to them in the future. The 
processing of all personal data is described in a privacy statement, i.e. the disclosure 
duties of Code 2 in Section 2.2 are being met. 

The MyTaste web server relies on our privacy-enabling user modeling framework 
to infer information about users to provide recommendations. Table 1 summarizes the 
usage of data and inference methods for each user modeling component. For example, 
UMC1 can recommend restaurants based on ratings of people in the same nationality 
cluster. If a user indicates a high interest in a specific type of food, UMC2 can 
recommend nearby restaurants that have good ratings in this category.  

We have three hypothetical adult users, Alice from Germany, Cheng from China, 
and Bob from the U.S. Cheng dislikes being tracked online, while Alice and Bob do 
not express any privacy preferences. MyTaste.com can tailor its provided personaliza-
tion to the different privacy constraints of these users in the following manner:  

1. When users log into the website, the system gathers their current privacy 
constraints, namely those imposed by privacy laws and regulations as well as their 
personal privacy preferences. Users can specify their privacy preferences and 
change them anytime during the interaction with the personalized system.  

2. Our framework determines which UMCs may operate for each user given their 
privacy constraints. For example, the German Teleservices Data Protection Act [7] 
and the EU Directive on Electronic Communications [9] apply to Alice, with the 
following consequences: 



164 Y. Wang and A. Kobsa 

Table 1. The UMC pool of MyTaste 

UMC Data used Method used 
UMC1 − Demographic (such as age, gender, 

profession, nationality) 
− Clustering techniques 

UMC2 − Food preferences − Rule-based reasoning 
UMC3 

 
− Demographic 
− Food preferences 

− Rule-based reasoning 

UMC4 − Food preferences  
− Current session log (MyTaste pages that 

the user visited in the current session) 

− Incremental machine 
learning  

UMC5 
 

− Food preferences 
− Last n session log (MyTaste pages that 

the user visited across sessions) 

− One-time machine 
learning across  
several sessions  

UMC6 
 

− Demographic  
− Food preferences 
− Location data  
− Last n session log  

− One-time machine 
learning across  
several sessions 

− In the light of Code 4 in Section 2.2, UMC1, UMC3 and UMC6 are illegal 
without Alice’s consent because the demographic data that the website retrieves 
from commercial databases and credit bureaus had not been originally collected 
for personalization or recommendation purposes. 

− In the light of Code 5, UMC5 and UMC6 are illegal because they both use  
cross-session log data. 

− In the light of Code 1, UMC6 is illegal without Alice’s consent because it uses 
location data without anonymizing it. 

Hence UMC1, UMC3, UMC5 and UMC6 cannot be used for Alice without her 
explicit consent.  

3. With similar analyses, the system can determine that UMC4, UMC5 and UMC6 
cannot be used for Cheng who does not like to be logged. No privacy restrictions 
apply to Bob.  

4. The system will thus instantiate three different UMCs pools for these three users, 
i.e. each user will have his own instance of the personalized system that meets her 
current privacy constraints. 

6    Conclusions and Future Work 

Privacy constraints in the domain of web personalization derive from users’ personal 
privacy preferences, privacy laws and regulations. These privacy constraints have 
substantial impacts on the ways in which web-based personalized systems may 
operate internally, and indirectly on how much personalization they are consequently 
able to provide. Existing approaches fall short of a flexible, systematic and scalable 
solution to respecting privacy constraints that may differ among users. Our proposed 
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PLA-based user modeling framework allows personalized websites to address the 
combinatorial complexity of privacy constraints in a systematic and flexible manner, 
which builds on state-of-the-art industry practice for managing software variants at 
runtime. It should however not be misunderstood as a complete solution to all privacy 
issues in personalized web-based systems. Our approach focuses on the architectural 
aspects of user-tailored privacy provisioning but does not control (let alone enforce) 
what and how user data are or may be collected.  

While we currently use Boolean variables to express identified privacy constraints 
[23], ultimately these constraints should be expressed in a privacy constraint 
specification language such as APPEL [6] or EPAL [21], or with semantic web 
technologies [10]. Unfortunately though none of these proposals has gained much 
impact so far. Future plans of P3P [25] include the support of privacy policy 
negotiation, whose results can be used as privacy constraints input to our system.  

Conditions on the applicability of our constraints (e.g. the user’s country) are 
currently fully “factored out”, and nuances in the meanings of the same constraints in 
different contexts (e.g. countries) are currently represented by using different Boolean 
variables. It would be worthwhile to study the applicability of conditional constraints 
[11] and context-sensitive constraints [12], which allow for more compact 
representations and are also closer to the original legal phrasing. 

Performance and scalability are of critical interest in practice, specifically if 
systems are expected to provide personalization services to hundreds of thousands of 
users from all over the world. We ran some basic performance experiments based on 
our current prototype [23]. The results imply that the overhead incurred by product 
line architecture is not negligible. We are currently experimenting with different ways 
of optimizing the architectural selection process. Fortunately though, since the 
number of privacy jurisdictions is limited (currently to about 40 countries and 100 
states), we assume that many of our users will share the same architecture. The 
resource-intensive architecture selection and instantiation process is therefore likely 
not to be invoked too often. This reusability is key to performance and scalability, but 
its effects will need to be more thoroughly tested.  
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Abstract. In virtual environments (VEs) there are often many routes available 
to a destination and each route has its own unique characteristics. At the same 
time, each VE user has unique preferences when selecting a route. In this paper, 
we present a new methodology for developing a personalized route preview 
interface, which provides a preview of several routes to a destination that 
closely match the user’s preferences.  The user’s preferences are modeled by an 
automatically generated user profile that does not require any explicit input 
from the user. Simulation experiments have shown the potential of this 
approach in both accurately learning the user’s preferences and personalizing 
the preview interface. 

Keywords: Virtual Environments, Route Selection, Previews, Personalization. 

1   Introduction 

Virtual environments (VEs) provide a computer-synthesized world in which users can 
interact with objects, perform various activities, and navigate the environment.  In 
some VEs, there are often several alternative routes available to a destination. Each 
one of these routes has its own unique characteristics that make it more or less 
preferable to different users. For example, one user may prefer to take a longer scenic 
route to a certain destination, while another user may prefer to take the shortest route 
to the same destination. In VEs with multiple routes to a destination, selecting an 
appropriate route is an important factor in determining the quality of the overall VE 
experience. This paper discusses a personalized route preview interface to help VE 
users with the route selection process.  

In our previous research, we introduced the Frequent Wayfinding-Sequence (FWS) 
methodology to find “preferable” routes of travel in a VE [6]. In this methodology, 
the routes taken by the experienced users of a VE are recorded as a set of coordinates 
and pre-processed to form Wayfinding-sequences (W-sequences). A W-sequence is a 
formalized symbolic representation of a route in a VE from one landmark (i.e. 
memorable and distinctive object) to another landmark.   

Once a W-sequence database is established, a sequence mining algorithm is 
executed to find all W-sequences for each landmark pair Li-Lj. All sub W-sequences 
are counted in the mining process. The W-sequences found for a landmark pair Li-Lj, 
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correspond to the different routes taken by the experienced users while traveling 
between landmark Li and landmark Lj.  Frequent W-sequences for a landmark pair Li-
Lj are those W-sequences with a frequency of occurrence above a statistical 
confidence threshold. The frequent W-sequences are equated as the “preferred” routes 
of travel between the landmark pairs. Our present goal is to develop a personalized 
route preview interface so that VE users can select a suitable route out of a pool of 
FWS routes to a destination.   

2   Related Research 

Wayfinding is a difficult task for users of large virtual environments. Users often feel 
lost, disoriented, and lack the spatial knowledge needed to pick an appropriate route 
to a destination. To alleviate these problems, navigation aids such as maps have been 
introduced as part of the VE interface [2, 6].   

Personalization systems create user profiles (i.e. model of user’s preferences) and 
make recommendations based on data that is either implicitly or explicitly acquired.   
The advantage of explicit knowledge acquisition (e.g. asking users questions about 
their interests) is that it directly gathers data from the source, thus reducing the 
amount of ambiguity in the data collection process. On the other hand, the main 
disadvantage is that extra time and effort is required from the user. The main 
advantage of gathering data in an implicit manner (e.g. unobtrusive observation of the 
user’s behavior) is that it does not impact the user’s regular activities. The 
disadvantage to this approach is that it requires some interpretation to understand the 
user’s preferences since the data is acquired indirectly [4]. 

Previews have been utilized in various domains, such the Web, digital libraries, 
music, and movies, to help users determine the relevance of contents retrieved or 
recommended by a system (e.g. [1]). In the domain of VEs, the Worlds in Miniature 
(WIM) approach can be used to preview an immersive VE [7]. Worldlets provide a  
3-D preview of landmarks in VEs [3].   

3   Route Selection Factors 

Route selection in VEs is defined as the process of choosing a route of travel from 
one location to another location out of several alternative routes. There are many 
different factors (F) that influence the route selection process in VEs. These factors 
can be categorized as being quantitative factors or qualitative factors. Examples of 
quantitative factors include time to travel the route, the length of the route, and the 
number of intersections encountered along the route. Qualitative factors correspond to 
the 3-D models that are rendered in the virtual environment ALONG routes. A model 
m ALONG a route r means that the model m is accessible to the VE user from the route 
r. For example, the user can enter the virtual building from the route.  Different users 
prefer the presence or absence of different models ALONG a route, and thus these 
models are also factors that influence the route selection process.  
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            a) Scenic static        b) Interactive static    c) Scenic dynamic  d) Interactive dynamic  

Fig. 1. Examples of models 

These 3-D models can be categorized as being static models or dynamic models 
(See Fig. 1). Static models are those models that will always be rendered in a fixed 
location within the VE. These static models can further be categorized as scenic or 
interactive. Scenic static models are models that primarily have only an aesthetic 
value associated with them (e.g. trees). Interactive static models are models that the 
user can interact with in some way (e.g. stop sign). Dynamic models are those models 
that will be rendered on a conditional basis, and they may also be rendered in 
different locations each time. Dynamic models can also be scenic (e.g. snow) or 
interactive (e.g. avatars of other users).   

4   Route Preview Interface 

A route preview interface has both a text component and an image component that 
provide information about alternative routes to a destination. The text component 
highlights the quantitative attributes of each route. The image component consists of n 
representative image snapshots of each one of the routes. Fig 2 shows an example of 
such an interface that provides a preview of four alternative routes to each destination.  
Users can view snapshots of each route and get directions by clicking on the 
appropriate button. 

 

Fig. 2. Route preview interface 

Our previous research explains how to capture n informative image snapshots of 
each route [5]. In short, a uniqueness value is assigned to each candidate snapshot of a 
route, and this value is a function of the saliency of the static models that are ALONG 
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the route and clearly visible in the snapshot. Those n snapshots of a route with the 
highest uniqueness value are featured as the image component in the route’s preview. 
Our experiments showed that this approach leads to the selection of informative, 
descriptive, and salient snapshots [5]. 

4.1   Route Preview Design: An Average-User Approach 

Our initial route preview interface offered a preview of the top four routes to the 
destination with the highest statistical confidence as found by the FWS approach [5]. 
These routes are not optimized for any particular route selection factor, instead they 
serve as good general recommendations since they were taken by a significant 
number of previous experienced users. Limiting the number of routes displayed in the 
preview interface to four per destination ensures that the user is not overburdened by 
the interface and can use the interface to make a quick yet informative route selection 
decision. Therefore, the approach is scalable no matter how complex the environment, 
because only four routes per destination are previewed. 

Although the average-user route preview interface is beneficial to the user, the 
approach is rigid. That is, all users regardless of their route preferences are offered the 
same four alternative routes to a destination. Other routes found to the destination 
besides the top four FWS routes are not considered, and this is problematic since such 
routes may actually be preferable to some users. Therefore, our goal is to consider the 
entire pool of FWS routes found to a destination, and offer each individual user a 
preview of routes determined to be preferable to the unique user.   

4.2   Route Preview Design: A Personalized Approach 

Our goal is to personalize the route preview interface for each user by offering four 
alternative routes to the destination that are the closest to the user’s actual unique 
route preferences (П). The proposed design requires no additional explicit input as 
compared to the average-user approach. Therefore, any improvements will not be at 
the cost of requiring extra effort from the user.  

For each route in a VE, it is possible to develop a route profile (rPi) as a 
comprehensive summary of the characteristics of the route, ri.  The structure of the 
route profile can be conceptualize as a n x 1 table with a numeric value in each of the 
n cells that represents one qualitative or quantitative route factor. For quantitative 
route factors the numeric value represents the actual value of the quantitative factor 
(e.g. 50 distance units, 25 units of time), while for qualitative route factors the 
numeric value represents the number of occurrences of the model ALONG the route 
(e.g. 40 trees, 4 stop signs). In order to implement the personalized route preview 
interface, the system develops and centrally stores the profile of all FWS routes of 
travel between a landmark Li to landmark Lj. Each profile is normalized (i.e. range of 
[0, 1]) to avoid overweighting those features that usually have large values.  

The user profile (uP) is a representation of the user’s actual route preferences (П). 
The route preferences of the user are not known to the system, therefore the system 
unobtrusively observes the normal process of using the route preview to select a route 
to learn and model the user’s preferences. Each time a user selects a route, the user 
profile is updated to reflect the new bit of knowledge gained about the user’s 
preferences.   
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The structure of the user profile (uP) is identical to the structure of the route profile 
(rP), where each normalized numeric value in the n x 1 cells represents the system’s 
estimation of the user’s preference level for the particular route selection factor.  For 
each new user, an initial normalized user profile consisting of .5 preference level is 
assumed for all factors. Each time the user selects a new route, the user profile is 
updated with the following learning function: 

  uP(Fi)New_Value  = uP(Fi)Old_Value +   α (rP(Fi)Selected_Route - uP(Fi)Old_Value) .        (1) 

where: 

- α is the learning factor which is 1/(k+1) and k is the kth route selection by the user  

The routes displayed in the route preview interface are dependant on the user 
profile. Each time a user selects a new destination, the system examines all available 
routes to the destination found by the FWS methodology, and displays the top four 
that are the most similar to the user profile. The measure of similarity used is the 
Euclidean distance measure (D) for n-dimensional space, where n is the number of 
factors considered. 

D(uP, rP) = 2
i

i

i ))F(P)F(P( ru
n

−∑ . (2) 

Table 1. Profile of all FWS routes to a destination sorted based on confidence 

Factor 
ID 

rP1 rP2 rP3 rP4 rP5 rP6 rP7 rP8 

F1 0.25 0.51 0.13 0.51 0.29 0.55 0.79 0.37 
F2 0.65 0.28 0.23 0.11 0.65 0.25 0.41 0.35 
F3 0.66 0.22 0.84 0.73 0.43 0.65 0.48 0.79 
F4 0.46 0.54 0.30 0.34 0.95 0.75 0.65 0.65 
F5 0.64 0.71 0.69 0.31 0.16 0.39 0.75 0.40 

 
Confidence .25 .20 .15 .12 .10 .8 .5 .5 

Table 2. Demonstration of selecting routes to display in the preview based on the user profile 

                              a) User profile                                   b) Distance between uP and rPs 

 Current uP  Distance 
uP(F1) 0.50 D(uP, rP1) 0.71 
uP(F2) 0.20 D(uP, rP2) 0.62 
uP(F3) 0.60 D(uP, rP3) 0.77 
uP(F4) 0.80 D(uP, rP4) 0.49 
uP(F5) 0.30 D(uP, rP5) 0.56 

D(uP, rP6) 0.13 
D(uP, rP7) 0.61 

 

 

D(uP, rP8) 0.33 

As an example, assume that there is a pool of 8 routes found by the FWS 
methodology to a destination. The normalized profiles of these routes are listed in 
Table 1. The routes are sorted according to the confidence level as established by the 
FWS methodology. That is, route 1 has the highest confidence; route 2 has the second 
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highest confidence, and so forth. Table 2a has the current user profile of a 
hypothetical user, and Table 2b shows the distance between the user profile and the 
eight route profiles using Equation 2.  

 

Fig. 3. The methodology of the average-user route preview approach 

 

Fig. 4. The methodology of the personalized route preview approach 
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Based on the similarity analysis, rP4, rP5, rP6, and rP8 are the most similar to the 
user profile (i.e. smallest distance). Therefore, in the enhanced personalized version of 
the route preview interface, these four routes would be displayed to the user. Fig. 3 
and Fig. 4 show the difference between the average-user approach and the 
personalized approach for this example. The average-user approach would 
automatically display previews of Route 1, Route 2, Route 3, and Route 4 to all users 
since they are the top four FWS routes based on confidence levels. However, the 
personalized version of the route preview interface would display previews of Route 
6, Route 8, Route 4, and Route 5 (i.e. ordered based on similarity) for a user with the 
user profile in Table 2a. Of course if the user profile was different, then it is highly 
likely that the routes featured in the preview would also be different. 

5   Experiments and Discussion 

The goal of the simulation experiments was to compare the average-user approach to 
the personalized approach. A large-scale VE (200 landmarks) was simulated with  
10 FWS routes of travel between any landmark pair, Li-Lj. The FWS routes for each 
landmark pair, Li-Lj, were sorted based on confidence levels. For this simulation,  
10 route selection factors were considered.  Normalized route profiles were generated 
for each FWS route. As an example, Table 3 shows the normalized route profiles of 
the 10 FWS routes found for a hypothetical landmark pair, Li-Lj.   

Table 3. Ten sample FWS routes sorted based on confidence levels 

Factor 
 ID 

rP1 rP2 rP3 rP4 rP5 rP6 rP7 rP8 rP9 rP10 

F1 0.26 0.04 0.93 0.29 0.80 0.77 0.76 0.14 0.54 0.48 
F2 0.45 0.29 0.46 0.08 0.98 0.46 0.13 0.13 0.66 0.43 
F3 0.19 0.23 0.89 0.43 0.43 0.66 0.74 0.94 0.84 0.76 
F4 0.34 0.51 0.65 0.14 0.66 0.76 0.35 0.30 0.46 0.97 
F5 0.65 0.71 0.98 0.17 0.76 0.72 0.33 0.92 0.70 0.56 
F6 0.80 0.84 0.14 0.22 0.23 0.32 0.34 0.11 0.78 0.77 
F7 0.18 0.09 0.44 0.84 0.23 0.95 0.53 0.57 0.25 0.29 
F8 0.24 0.69 0.64 0.22 0.68 0.63 0.57 0.23 0.24 0.60 
F9 0.17 0.12 0.69 0.54 0.96 0.09 0.53 0.36 0.15 0.44 
F10 0.85 0.37 0.86 0.02 0.69 0.80 1.00 0.71 0.75 0.69 

 
Confidence .20 .16 .15 .12 .8 .8 .6 .5 .5 .5 

Table 4. The route preferences (П) of a hypothetical user 

 П 
П (F1) 0.5 
П (F2) 0.2 
П (F3) 0.6 
П (F4) 0.8 
П (F5) 0.3 
П (F6) 0.25 
П (F7) 0.75 
П (F8) 0.4 
П (F9) 0.4 

  П (F10) 0.9 

Fifty VE users were simulated. Each user was randomly assigned a unique set of route 
preferences, and these preferences were not provided as input to the navigation system. 
As an example, Table 4 shows the route preferences (П) of one hypothetical user.   
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A two-stage experiment was performed. The first stage simulated users using the route 
preview interface designed by the average-user approach. Each route selection case 
involved simulating the process of presenting the top four FWS routes with the highest 
confidence to a destination, and the user selecting one of the four routes.  In each route 
selection simulation, the route most similar to the user’s actual preferences (П) out of the 
four alternatives was selected. Equation 3 shows the measure of similarity used.   

D( П, rP) = 2
i

10

1i

i ))F(P)F(( r−Π∑
=

.                                  (3) 

Table 5 shows the distance between the hypothetical user preferences in Table 4 
and the profiles of the top four FWS routes from Table 3. Since the distance between 
П and rP3 is the smallest, Routes 3 would be the selection of the user in this simulated 
route selection case. 

Table 5. A sample route selection case of the average-user approach 

D(П, rP1) D(П, rP2) D(П, rP3) D(П, rP4) 
1.15 1.35 1.04 1.17 

The second stage of the experiment simulated the same users using the route 
preview interface designed by the personalized approach. Each route selection case 
involved simulating the process of presenting the four routes out of the ten available 
FWS routes to a destination that are the most similar to the user’s current profile, and 
the user selecting one of the four routes. In order to determine which route choices to 
offer to the user in each selection case, the distance between the user’s current profile 
(uP) and the ten available FWS routes were computed. As an example, Table 6b shows 
the distance (see Equation 2) between the hypothetical user profile shown in Table 6a 
and the ten FWS routes in Table 3. The four routes with profiles that are the closest to 
the user’s profile are offered to the user in the route preview interface as available 
personalized routes to the destination. In this example, previews of Route 7, Route 6, 
Route 10, and Route 8 (i.e. sorted based on similarity level) are offered to the user.    

Table 6. Demonstration of distance computation between the uP and all ten route pofiles 

               a) Sample user profile                                 b) Distance analysis 
 uP  Distance 

uP (F1) 0.45 D(uP, rP1) 1.09 
uP (F2) 0.3 D(uP, rP2) 1.21 
uP (F3) 0.75 D(uP, rP3) 1.05 
uP (F4) 0.62 D(uP, rP4) 1.02 
uP (F5) 0.25 D(uP, rP5) 1.28 
uP (F6) 0.33 D(uP, rP6) 0.72 
uP (F7) 0.69 D(uP, rP7) 0.61 
uP (F8) 0.48 D(uP, rP8) 0.92 
uP (F9) 0.31 D(uP, rP9) 0.93 
uP (F10) 0.7 

       

D(uP, rP10) 0.79 

In the simulation, the route that was selected for a user in each route selection case 
was the one route out of the four personalized routes that was the most similar to the 
user’s actual preferences (П). Table 7 shows the distance (see Equation 3) between the 
hypothetical preferences (П) from Table 4 and the route profiles of Route 7, Route 6, 
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Route 10, and Route 8 (i.e. the personalized recommendations for this route selection 
case). Since the distance between П and rP7 is the smallest, Routes 7 would be the 
selection of the user in this simulated route selection case. After each selection, the 
route profile of the selected route is used to update the user’s profile as described by 
Equation 1. 

Table 7. A sample route selection case of the personalized approach 

D(П, rP7) D(П, rP6) D(П, rP10) D(П, rP8) 
0.64 0.73 0.86 1.00 

For each of the fifty users, 100 route selection cases were simulated using the 
average-user approach, and 100 route selection cases were simulated using the 
personalized approach. Fig. 5 shows the average distance between the users’ profiles 
(uP) and the users’ preferences (П) for the fifty users in the 100 route selection cases 
of the personalized approach. As can be seen from the graph, as the number of route 
selection cases increases, the user profile becomes more accurate since there are more 
learning opportunities.   
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Fig. 5. Average distance between the users’ profiles (uP) and preferences (П) of the fifty users  

The average distance between the 100 selected routes and П in each approach was 
also calculated for each user. Figure 6a shows the distribution of these average values 
of the fifty users for the average-user approach, and Figure 6b shows this data for the 
personalized approach. Analysis revealed that for all fifty users, the average distance 
is always less when the personalized approach is used instead of the average-user 
approach.  In fact, a t-test analysis (H0: μA-uA = μPA (reject null), Ha: μA-uA > μPA, 
t=7.491, p<.001, α =0.01) showed a statistically significant difference between the 
average-user approach (μA-uA = 1.02, standard deviation =.08) and the personalized 
approach (μPA = .90, standard deviation =.08). In other words, the use of the 
personalized approach provides users with route choices that are closer to the user’s 
actual preferences.   

Although, only a modest 12% improvement is gained by the use of the 
personalized approach, this level of improvement should be analyzed while keeping 
in mind two considerations.  First, this improvement is gained without requiring any 
extra efforts, tasks, or time from the user. The second consideration is that the limiting 
factor on the improvement level and the learning process is the size of the pool of 
route choices (e.g. 10) available to a destination and the number of VEs used by the 
user. Better results can be expected by not limiting the pool to only FWS routes and 
analyzing the data from the user in multiple VEs instead of just one.  
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                a) Average-user Approach                                   b) Personalized Approach 

Fig. 6. Route selection results for all fifty users  

6   Conclusions 

In this paper, we introduced a route preview tool that can be used by VE users to 
select personalized routes. The system automatically creates a user profile and 
updates this profile based on the user’s route selections. The user profile serves as a 
model of the user’s actual preferences, and is used to recommend several routes to a 
desired destination that would be deemed as preferable to the specific user.  
Simulation experiments demonstrated the potential of this approach over a general 
route preview interface that makes route recommendations that are of common 
interest to all users and not personalized to specific users. Future work will be 
directed at modifying the approach to detect and adapt to changing preferences, and 
conducting real-world experiments. 
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Abstract. Using an eye-tracker, this paper investigates the information that 
learners visually attend to in their open learner model, and the degree to which 
this is related to the method of displaying the model to the learner. Participants 
were fourteen final year undergraduate students using six views of their learner 
model data. Results suggest some views of the learner model information may 
be more likely to encourage learners to inspect information about their level of 
knowledge, whereas in other views attention is directed more towards scanning 
the view, resulting in a lower proportion of time focussed on knowledge-related 
data. In some views there was a difference according to whether the learner 
model view was one of the participants' preferred formats for accessing their 
learner model information, while in other views there was little difference. This 
has implications for the design of open learner model views in systems opening 
the learner model to the learner for different purposes. 

I   Introduction 

Open learner models - learner models that are accessible to users - are becoming more 
common in adaptive learning environments. Examples include simple presentations of 
the learner model data such as skill meters [1,2,3,4,5,6]; or more complex 
presentations such as a textual description of knowledge and misconceptions [7]; a 
text explanation of a fuzzy logic model [8]; a hierarchical tree structure [9]; a 
conceptual graph [10]; a graphical representation of a Bayesian model [11]. Reasons 
for opening the learner model to the user are varied (see [12]), but those particularly 
relevant to our current discussion include promoting learner reflection on their 
knowledge, facilitating planning, self-monitoring or navigation, and allowing the user 
to contribute information about their knowledge to improve the accuracy of their 
learner model in order to improve system adaptation.  

While multiple representations to support learning or problem-solving have been 
investigated (e.g. [13,14]), the use of alternative presentations of the open learner 
model within a system has received less attention. However, in systems which do 
offer a choice of learner model presentations, it has been found that users have 
different preferences for how to access their model both when simple formats are used 
[15], and when more complex presentations are available [16]. Furthermore, students 
sometimes prefer or reject model presentation formats for what seem like similar 
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reasons, as illustrated by the following excerpts from open-ended questionnaire 
responses: "The concept map was the most useful as it shows the relationship between 
all subject areas and where my weaknesses lie"; "Concept map is a bit complex 
compared to the others, making it a bit difficult to understand". We therefore do not 
intend to recommend a single presentation or a specific set of presentation methods 
for open learner models based only on the type of information and level of detail that 
the learner model externalisations display. Rather, the purpose of this paper is to 
investigate the information that learners look at in their open learner model, taking 
into consideration whether the particular view is one of the user's preferred methods 
for accessing their model, and the structure of the model view. Based on this 
information we will consider requirements for the design of presentation formats for 
open learner models, which also allow for individual differences amongst users. 

In line with previous studies of use of educational environments employing eye-
trackers to record gaze, for example to help detect motivational factors [17] or 
enhance the interaction between a learner and software agent [18], we here describe a 
study of students' attention to the various components of the Flexi-OLM open learner 
model [19] revealed by use of an eye-tracker following students' inspection of six 
learner model views. While eye-tracking to determine gaze direction has been 
questioned as a way of identifying attention because it is often based on visual search 
(which is only one of the tasks a user may be undertaking) [20], here it is precisely 
visual search or scanning of the learner model that we are interested in measuring. 

2   What Do Students Attend to in Their Open Learner Model? 

In this section we investigate students' use of an open learner model with multiple 
views using the 'EyeLink 2' head-mounted binocular eye-tracking device which 
measured their gaze position to an accuracy of 0.5°-0.1° visual angle with a sample 
rate of 500 Hz, relative to a 22 inch computer monitor screen. The fact that the learner 
model information for an individual student was identical across learner model views 
(as these were representing the same underlying model), allows us to make 
comparisons between what learners visually attended to in the various views. 

2.1   Participants, Materials and Methods 

The Flexi-OLM open learner model was implemented for the domain of C 
programming. Participants were 14 final year undergraduate students who had 
completed a C programming course, and who had knowledge of what an open learner 
model represents, all having previously used a simple open learner model [1] in two 
of their courses. Students had not yet used more complex open learner model views as 
offered by Flexi-OLM, in any of their courses. However, they had participated in a 
two-hour lab session where their Flexi-OLM learner models were constructed, and 
their preferences for the learner model views investigated using questionnaires (data 
which was used in the current study). The eye-tracking study was therefore measuring 
their gaze in a learner model with which they were familiar.  
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Fig. 1. The structure of the open learner model views: list ranked according to knowledge level, 
text summary, hierarchical lecture structure, hierarchical topic/concepts structure, prerequisite 
relationships, concept map 

Flexi-OLM aims to help learners identify their learning needs for themselves, by 
permitting them access to the contents of their learner model constructed according to 
their answers to multiple choice and short answer questions. Flexi-OLM has seven 
views of the learner model data which are accessible at any time, to allow students to 
view the information about their understanding in the format or formats that suit them 
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best: alphabetical index, list ranked according to knowledge level, text summary, 
lecture structure (i.e. structured according to the lecture course in which Flexi-OLM is 
deployed), related topics/concepts hierarchical structure, concept map, and 
prerequisite relationships. Previous studies have demonstrated that students differ in 
their preferences for the Flexi-OLM learner model views [16,19]. The eye-tracking 
was insufficiently accurate to determine the focus of visual attention confidently for 
the alphabetical index, so we here consider visual attention in the remaining six 
views. The differing layouts of these learner model views are illustrated in Figure 1. 

In all but the text summary, coloured boxes or nodes indicate knowledge level 
(shades of green - for high levels of knowledge, through yellow, to white - 
representing low knowledge; and red for topics with misconceptions). Text statements 
of probable misconceptions are also given in each view, accessed by clicking on the 
links associated with the red nodes. In this study, given the size of the learner model 
and the fact that the previous lab session in which the learner models were 
constructed, lasted two hours only, all participants had more grey (insufficient data) 
areas in their learner models than coloured nodes. However, all data included here is 
from users who interacted sufficiently to allow a learner model with a variety of 
instantiated nodes to be built. This allowed investigation of visual attention in the 
context of a mix of instantiated and incomplete learner model information, potentially 
relevant to open learner model settings where students are encouraged to view their 
learner model to prompt self-monitoring or reflection, facilitate planning or 
navigation, or where they may contribute information directly to the model to increase 
its accuracy - thereby leading to improved adaptation. 

 

Fig. 2. Video excerpt showing part of screen illustrating visual attention  

Figure 2 illustrates an excerpt from an eye-tracking video, showing the user's focus 
of visual attention. The 'EyeLink 2' system consists of a head-mounted camera system 
and two PCs for processing data and running experiments. On the head-mounted 
device, both left and right eye pupil position and the head position relative to 
computer monitor, were tracked. Combining the position of the head with the pupil 
movement relative to the screen, enabled recording of the gaze direction. Eye tracking 
data for both eyes was captured at a sample rate of 500Hz (2ms samples) with a 
resolution of 0.01º visual angle. The effective resolution, however, was limited by the 
calibration process, which provided an accuracy of typically 0.5° - 1.0° visual angle. 

In addition to recording gaze direction, the eye tracker also detected eye movement 
types such as saccades, fixations and blinking. Fixation events, assigned to their 
nearest visual focus (i.e. nodes in the learner model), were used as the unit of analysis. 

Sessions commenced by calibrating the eye tracker. This took 5-15 minutes. In 5 
sessions, eye movement recordings showed poor calibration, so these have been 
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omitted from this study. Rejection criteria were horizontal and/or vertical offsets in 
gaze direction, loss of gaze altogether, and general corruption in the eye signal, 
making the eye movement unintelligible. There are a number of causes for calibration 
failure. Overt indications of errors during recording occurred if a subject inadvertently 
moved the eye tracker when coughing, gesticulating or touching his or her face. As 
the human scalp is elastic, the head mounted device was also liable to moving. The 
eye tracker was also sensitive to the ambient light levels in its environment. 

Once comfortable with the eye-tracker, students logged on to Flexi-OLM, 
accessing the learner model created in the previous lab session (see above). While 
students could move freely, they were requested to restrict their head movements as 
far as possible. They were instructed to continue using Flexi-OLM as they had 
previously, in order to avoid potentially biasing their choice of learner model views to 
access, and their behaviour within a view. Interaction may have involved answering 
additional questions, editing the learner model, or attempting to persuade the system 
to change the learner model contents (see [19]). This allowed the interaction to 
proceed as naturally as possible, observing attention in the context of using the system 
as a whole. The eye-tracking sessions lasted around 10 minutes to ensure that the 
calibration remained sufficiently accurate for the whole interaction. The eye-tracking 
data for each view was analysed from the videos, and compared against the data for 
the other learner model views and against the learner's preference for the view as 
indicated in their questionnaire responses (on a 5 point scale) in the previous lab 
session. As the participant numbers are relatively low, the figures were checked to 
ensure that they were not biased by unusual behaviour by a small minority of users. 

2.2   Results 

12 of the 14 participants stated in the questionnaire that the open learner model was 
useful (giving a score of 4 or 5 on a 5 point scale); 1 gave a neutral response (3);  
and 1 gave a negative response (2). 13 stated that they understood their learner model; 
the remaining student gave a neutral response. 4 students stated that they would 
regularly use 1 of the views only; 5 would use 2 views; 2 would use 3 views; 1 would 
use 4 views; and 2 would use 5 views. 

During the 10 minute eye-tracking period, students spent an average of 145 
seconds in their learner model (median - 143; range 70-261 seconds), spending up to 
30 seconds in their learner model at any one viewing. The rest of the time was spent 
answering questions (all students), editing the model (7 students) and attempting to 
persuade the system that the learner model was incorrect (8 students). 5 students 
attempted to both persuade the learner model, and edit it directly. 

Figure 3 shows the breakdown of visual attention to information in the learner 
model according to whether students were using one of their preferred views, as 
indicated in their questionnaire responses. 'High' indicates gaze focused on nodes 
showing a high level of knowledge for a topic or concept; 'medium' indicates a 
medium level of knowledge; 'low' indicates a low level of knowledge; and 'unknown' 
indicates that there is insufficient data on knowledge of that topic or concept for it to 
be modelled. The numbers in brackets show participants who claimed to be either 
users or non-users of a view (total = 84: 14 users x 6 views).  
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Figure 3 suggests that there is little difference in the distribution of visual attention 
according simply to whether a student is using one of their preferred views. However, 
there was a slight tendency for misconceptions to be accessed relatively more 
frequently in views that participants would be more likely to use. 
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Fig. 3. Visual attention according to whether participants were users/non-users of the views  
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Fig. 4. Visual attention according to learner model view, and view users/non-users  

Figure 4 gives the breakdown of the proportion of time participants spent viewing 
the various components of each of the learner model views according to whether they 
claimed that they would use the particular view in their questionnaire responses. As 
found previously [16,19], participants had different preferences for which views to 
use. Because not all participants had misconceptions, resulting in some of the 
categories in Figure 4 having no misconceptions to view, in order to compare the 
relative percentage of time directed to viewing knowledge level versus lack of data 
the figures for viewing misconceptions have been omitted. (In all but one category - 
non-users of the prerequisites view - in cases where students had misconceptions they 
tended to view them.) 

Figure 4 shows differences between the learner model views with reference to the 
information users focus on. The text and ranked list appear to focus students' attention 
to a greater extent onto their level of knowledge than do the other views, regardless of 
whether these are the students' preferred views (40-51% of the time spent inspecting 
the view). The hierarchy view has a similar effect only for those who would tend not 
to use that view (50% of inspection time). The concept map focuses attention on 
knowledge to a lesser extent than the other views for both users and non-users (up to 
18% of inspection time), as does the pre-requisites view for non-users, where focus on 
knowledge was particularly low (5%).  
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2.3   Discussion 

Students generally claimed to find their learner model useful. Viewing the model 
prompted both selection of areas on which to answer questions, and interactions 
aimed at changing the learner model more directly. In this paper we are concerned 
with how students inspect their learner model rather than the resulting choice of task, 
as task selection may depend on what is found in the model. (Future work will 
investigate possible differences between browsing the model and using it for a 
specified purpose.) 

When considering only whether students are using a learner model view that they 
regard as useful according to their individual preferences, there is very little variation 
in what they attend to - though there is a slightly higher tendency to access 
descriptions of misconceptions relatively more frequently in a view that they prefer. 
However, when separating out the data for the individual views it was found that 
variations between views resulted in gaze being directed towards different 
information. Using the concept map, regardless of whether participants considered 
this as one of their preferred views, they focussed less on their knowledge, exploring 
the areas with insufficient data in more detail. This may be due to the complexity of 
this view: students can easily see the differences in knowledge level at a glance due to 
the size of the nodes, but perhaps require more effort to gain an overview of the 
relationships between the concepts even when already familiar with the layout of the 
concept map; or, indeed, they may be particularly interested in gaining an 
understanding of such relationships. Of course, given the level of system usage at the 
time of the study there were still relatively many uninstantiated nodes in the learner 
model views, so this factor is likely to also contribute to the amount of time spent 
investigating this information. Nevertheless, the relative complexity of the model 
might still result in a broader spread of attention in a more complete model. 

In contrast, using the text description and ranked list, although attention is still on 
the areas with insufficient data, 40-51% of the visual attention is directed at the nodes 
indicating knowledge level. This is likely to be because both the ranked list and the 
text summary sequence the information from known, to moderate knowledge, to 
limited knowledge, with the remainder of the concepts listed as having insufficient 
data to model them. Because of this sequencing of information this is not a surprising 
finding; however, we can now suggest that even when students are familiar with a 
learner model view, they may still follow it sequentially or focus more on the initial 
information if it is inherently a list format - regardless of their focus of attention in 
other layouts of the same information about their understanding. (It should be noted 
that preference for view has not been found to match a user's learning style (see [16]), 
as measured by Felder and Silverman's learning style classification [21].) 

Interestingly, if our comment about ease of noticing knowledge level quickly in the 
concept map is correct, it is perhaps surprising that the same results were not observed 
in the pre-requisites structure. Clearly this was the case for the majority claiming to be 
non-users of this view; however, the 4 who found it a useful presentation format were 
looking at the nodes representing knowledge level to a greater extent. Perhaps for 
users who find that a structure showing pre-requisite relationships helps them to more 
easily identify the most appropriate areas to work on, are less distracted by the overall 
structure - a finding that did not seem to apply with the concept map.  
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Conversely, users of the hierarchical relationships structure seem to focus less on 
the knowledge-related nodes than do the non-users. It may be that users of this view 
are keen to understand the relationships and work out how their knowledge fits into 
the overall structure, whereas non-users do not find this helpful. 

Although the number of participants is relatively low, there do appear to be some 
differences between the learner model views in terms of where gaze is directed - this 
sometimes being related to whether students find the particular view useful. However, 
it is rather early to be confident of the reasons for this - our suggestions are, at this 
stage, simply suggestions. But whatever the reasons, there does seem to be something 
happening. Congruent with one of the reasons suggested for offering multiple external 
representations in learning environments more generally [22], we have previously 
recommended that because students have different preferences for views to use when 
offered a choice, it is useful to offer multiple-view open learner models ([15,16]). 
Given the above findings we would now argue that consideration should also be given 
to whether it is important that students focus primarily on their knowledge level - for 
example to promote reflection and raise their awareness of their knowledge and 
difficulties, or to facilitate planning of learning episodes within or outside the system. 
Alternatively, a purpose of opening the model may be to allow the learner to provide 
information where there is, as yet, insufficient data, where focus specifically on those 
areas will be necessary - for example, where one of the aims is to use an open learner 
model to highlight gaps in knowledge to the learner; or if it will be important that the 
learner can review areas where their knowledge is low, as well as refer to areas with 
insufficient data in order to distinguish between these two types of information. An 
open learner model to facilitate navigation may also need to focus attention on both 
areas with low knowledge and areas with insufficient data - though other issues 
relating to the structure of the view may also be more relevant (for example, 
navigation might also be facilitated in particular by inclusion of information about 
pre-requisite relationships or the overall lecture structure of a course). In an open 
learner model designed primarily to allow the learner to correct inaccurate model data 
(or attempt to correct the data, but requiring system approval), it may be useful to use 
a presentation that encourages broader scanning. Thus, although we still maintain that 
individual preferences are important both to facilitate students' understanding of their 
learner model and to motivate them to access their model data, it may also be that 
different views of the learner model are better suited to different purposes for 
accessing the model. Students spent up to 30 seconds in their learner model at any one 
time. Therefore a format that encourages attention to be directed quickly at the 
components most relevant for the purpose of viewing the model in a particular 
system, would appear to be useful. This point does, however, need to be judged 
alongside consideration of a format that is appropriate for the domain. For example, if 
topics are defined very broadly in a system, it may be harder to design a useful 
concept map in sufficient detail; or if there is a range of topics and/or concepts that 
have few pre-requisite relationships, a pre-requisite structure will be less appropriate; 
or if the learner modelling is very coarse-grained, e.g. with concepts modelled simply 
as 'known' or 'not known', a ranked list may be less useful. Similarly, if a system 
expects users to understand relationships between different aspects of the domain, a 
learner model view that reflects these relationships may be more useful generally. 
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Of course, if students have only one or two learner model views available, they 
may focus more on aspects that they neglected in some of the views when they had a 
greater choice. Thus it may not be the case that a particular learner model view 
structure will necessarily encourage or inhibit attention to certain components. 
Nevertheless, given that students were often scanning their learner models quite 
quickly, it is still likely to be useful to consider what students would naturally attend 
to when designing an open learner model - if they find a particular structure difficult, 
they may be less inclined to use it. 

Based on the above, our overall recommendation at this stage of the research in 
open learner modelling is to design open learner models that take into account: (i) the 
requirements of the domain as represented in the system; (ii) the educational aims of 
the system and the purpose of opening the model to the user; (iii) the individual 
preferences of the user; (iv) the user's focus of attention in the learner model. 

Clearly there are limitations to this study, the most obvious being that using an 
eye-tracker may influence the natural choices of the user, given that they are aware 
that their gaze is being monitored. Furthermore, this was necessarily an experimental, 
lab-based study. It would obviously be impractical to measure use of Flexi-OLM in 
this way in a natural setting, where users are accessing the system regularly alongside 
a lecture course. However, given the results obtained, an interesting next step would 
be to follow up a set of users later on in a course to see whether their use of the 
learner model differs when they have had extensive previous interaction with it.  

3   Summary 

This paper has described an investigation into visual attention in an open learner 
model. Using an eye-tracker, students' use of a multiple-view open learner model was 
observed. Results indicate that, although in general students' preferences for learner 
model view do not affect the information that they visually attend to, some of the 
individual views do have a tendency to focus attention on information relating to 
knowledge level more than others. This suggests that, as well as considering 
individual differences in preference for the presentation of an open learner model, 
where it is important in a system that the learner model data is used for a particular 
purpose it may be useful to consider the information that students are likely to 
visually attend to in different model presentation formats. 
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Abstract. We have begun to model changes in electroencephalography (EEG)-
derived measures of cognitive workload, engagement and distraction as 
individuals developed and refined their problem solving skills in science. For 
the same problem solving scenario(s) there were significant differences in the 
levels and dynamics of these three metrics.  As expected, workload increased 
when students were presented with problem sets of greater difficulty. Less 
expected, however, was the finding that as skills increased, the levels of 
workload did not decrease accordingly. When these indices were measured 
across the navigation, decision, and display events within the simulations 
significant differences in workload and engagement were often observed. 
Similarly, event-related differences in these categories across a series of the 
tasks were also often observed, but were highly variable across individuals.  

1   Introduction 

Skill development has been described as occurring in stages that are characterized by 
distinctive amounts of time and mental effort required to exercise the skill [1] [10]. 
Given the complexities of skill acquisition it is not surprising that a variety of 
approaches have been used to model the process. For instance, some researchers have 
explored the improved powers of computation in combination with machine learning 
tools to refine models of skill acquisition and learning behaviors in science and 
mathematics. Such systems rely on learner models that include continually updated 
estimates of students’ knowledge and misconceptions based on actions such as 
choosing an incorrect answer or requesting a multimedia hint. Although such learner 
models are capable of forecasting student difficulties, [12] or identifying when 
students may require an educational intervention, they still rely on relatively 
impoverished input due to the limited range of learner actions that can be detected by 
the tutoring system (e.g., menu choices, mouse clicks) and latency.  

Application of neurophysiologic approaches, including the quantification of EEG 
correlates of workload, attention and task engagement have also been used to provide 
objective evidence of the progression from stage 2 to stage 3 [2] [3]. There is a large 



188 R.H. Stevens, T. Galloway, and C. Berka 

and growing literature on the EEG correlates of attention, memory, and perception 
[5], although there is a relative dearth of EEG investigations of the process skill 
acquisition and learning. EEG researchers have generally elected to employ study 
protocols that utilize training-to-criterion to minimize variability across subjects and 
to ensure stable EEG parameters could be characterized. In most studies, the EEG 
data is not even acquired during the training process leaving a potentially rich data 
source untapped.  

Thus, while advanced EEG monitoring is becoming more common in high 
workload / high stress professions (such as tactical command, air traffic controllers) 
the ideas have not been comprehensively applied to real-world educational settings, 
due in part to some obvious challenges. First, the acquisition of problem solving skills 
is a gradual process and not all novices solve problems in the same way, nor do they 
follow the same path at the same pace as they develop domain understanding. Next, 
given the diversity of the student population it is difficult to assess what their relative 
levels of competence are when performing a task making it difficult to accurately 
relate EEG measures to other measures of skill. This is further complicated as 
strategic variability makes analyzing the patterns of students’ problem solving record 
too complicated, costly, and time consuming to be performed routinely by instructors. 
Nevertheless, there are many aspects of science education that could benefit from 
deriving data from advanced monitoring devices and combining them with real-time 
computational models of the tasks and associated outcomes conditions.  

This manuscript describes a beginning synthesis of 1) a probabilistic modeling 
approach where detailed neural network modeling of problem solving at the 
population level provides estimates of current and future competence, and, 2) a 
neurophysiologic approach to skill acquisition where real-time measures of attention, 
engagement and cognitive work load dynamically contribute estimates of allocation 
of attention resources and working memory demands as skills are acquired and 
refined.  

2   Methods 

2.1   The IMMEX™ Problem Solving Environment 

The software system used for these studies is termed IMMEX™ whose program 
structure is based on an extensive literature of how students select and use strategies 
during scientific problem solving [6] [15]. 

To illustrate the system, a sample biology task called Phyto Phyasco provides 
evidence of a student’s ability to identify why the local potato plants are dying. The 
problem uses a multimedia presentation to explain the scenario and the student’s 
challenge is to identify the cause. The problem space contains 5 Main Menu items 
which are used for navigating the problem space, and 38 Sub Menu items describing 
local weather conditions, soil nutrients, plant appearance, etc. These are decision 
points, as when the student selects them, s/he confirms that the test was requested and 
is then presented the data. When students feel they have gathered the information 
needed to identify the cause they attempt to solve the problem.  
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Fig. 1. Sample IMMEX™ simulation. In the Phyto Phyasco simulation, the farmer’s potato 
plants are dying and the challenge for the student is to identify the cause by examining local 
weather conditions, nutrients, etc. Students navigate throughout the problem space using the 
Main Menu items and select data resources and make decisions using the Sub Menu Items. The 
resulting data is shown in the Display. 

The IMMEX database serializes timestamps of how students use these items, 
which are then used to train competitive, self-organizing ANN [11]. As IMMEX 
problem sets contain many parallel cases learning trajectories can then be developed 
through Hidden Markov Modeling (HMM) that not only reflect and model students’ 
strategy shifts as they attempt series of cases, but also predict future problem solving 
performance.   

Students often begin by selecting many test items, and consistent with models of 
skill acquisition [4], refine their strategies with time and select fewer tests, eventually 
stabilizing with an approach that will be used on subsequent problems. As expected, 
with practice solve rates increase and time on task decreases. The rate of stabilization, 
and the strategies stabilized with are influenced by gender, experience [13], and 
individual or group collaboration. Students often continue to use these stabilized 
strategies for prolonged periods of time (3-4 months) when serially re-tested [11].  

IMMEX problem solving therefore represents a task where it is possible to 
construct probabilistic models of many different aspects of problem solving skill 
acquisition. The constraints of working memory are likely to be relevant during such 
skill acquisition where working memory capacity can become exceeded, and the 
ability to combine probabilistic performance models with EEG workload metrics 
could shed light on how different working memory capacities are needed as students 
gain experience and begin to stabilize their strategies? 

2.2   The B-Alert®System 

A recently developed commercial wireless EEG sensor headset has combined a 
battery-powered hardware and sensor placement system to provide a lightweight, 
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easy-to-apply method to acquire and analyze six channels of high-quality EEG 
(Advanced Brain Monitoring, Inc. Carlsberg, CA). This headset requires no scalp 
preparation and provides a comfortable and secure sensor-scalp interface for 12 to 24 
hours of continuous use. Standardized sensor placements include locations over 
frontal, central, parietal and occipital regions (sensor sites: F3-F4, C3-C4, Cz-PO, F3-
Cz, Fz-C3, Fz-PO). Data are sampled at 256 samples/second with a bandpass from 0.5 
Hz and 65Hz (at 3dB attenuation). Quantification of the EEG in real-time, referred to 
as the B-Alert® system, is achieved using signal analysis techniques to identify and 
decontaminate fast and slow eye blinks, and identify and reject data points 
contaminated with excessive muscle activity, amplifier saturation, and/or excursions 
due to movement artifacts. Wavelet analyses are applied to detect excessive muscle 
activity (EMG) and to identify and decontaminate eye blinks. 

2.3   Subjects and Study 

Subjects (n=12) first performed a single 30-minute baseline EEG test session to adjust 
the software to accommodate individual differences in the EEG (Berka, 2004). They 
then performed multiple IMMEX problem sets targeted for 8th-10th grade students. 
 

 

Fig. 2. Relating EEG Workload and Engagement Indexes with Problem Solving Events. The 
user (not described in the text) is shown engaged in IMMEX problem solving while keyboard 
and mouse events are simultaneously recorded. Below shows the real-time output of the B-
Alert cognitive indexes where workload and engagement data streams were linked with events 
in the log. In the lower right corner, the timestamps of IMMEX data requests and displays are 
integrated with the EEG workload indices and then plotted against the one-second epochs of the 
task. The upper left histograms average the workload indices for each of the IMMEX events 
including the one second prior to and after the event.  
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These included Phyto Pyiasco, the biology problem described above, Get Organized 
where the goal is to diagnose disorders of organ systems, and a mathematics problem 
called Paul’s Pepperoni Pizza Palace.  

Subjects generally performed at least 3 cases of each problem set allowing the 
tracking of strategies and cognitive changes across problem sets as well as cases while 
students gained experience. Then we aligned the EEG output metrics on a second-by-
second basis with the problem solving actions to explore the within-task EEG metric 
changes. For this alignment, we used software (Morea, Techsmith, Inc.) that captures 
output from the screen, mouse click and keyboard events as well as video and audio 
output from the users (Figure 2).  

The B-Alert software output includes EEG metrics (from 0.1-1.0) for distraction 
(DT), engagement (E), and workload (WL) calculated for each 1-second epoch using 
quadratic and linear discriminant function analyses of model-selected EEG variables 
derived from power spectral analysis of the 1-Hz bins from 1-40Hz.   

These metrics have proven utility in tracking both phasic and tonic changes in 
cognitive states, and in predicting errors resulting from either fatigue or overload [3].  
The cognitive indices are expressed as histograms for each 1-second epoch of the 
problem solving session and show the probability of WL, E, or DT. By integrating  
B-Alert and IMMEX data request time stamps, the navigation, decision, and display-
related events are then overlaid onto the cognitive indices. 

3   Results 

3.1   Distributions of Engagement, Distraction and Workload During IMMEX 
Problem Solving 

Figure 3 illustrates the dynamics of the B-Alert EEG measures during IMMEX 
problem solving for six students over a ten-minute period. In each window, the top 
display is E, the middle is DT and the bottom is E. Each bar in the histograms 
represents averaged metrics at 1-second epochs.  

Panels A, C and to a lesser extend F most closely represents students who were 
productively engaged in problem solving; workload levels were moderate and the 
levels were alternating with cycles of high engagement. Many cycles were associated 
with navigation and interpretation events (data not shown). Panel B illustrates a 
student who may be experiencing difficulties and might not be prepared to learn. The 
workload and engagement levels were low and distraction was consistently high.  

The student in Panel D encountered a segment of the simulation that induced 10-15 
seconds of distraction (middle row) and decreased workload and engagement.  
Through the data interleaving process the data that the student was looking at was 
retrieved, which in this case was an animation of a growing plant. Panel E shows a 
student who, while not distracted, appeared to be working at beyond optimal capacity 
with workload levels consistently near 100%. Probabilistic performance models  
for this student [11] [13] suggested a difficulty in developing efficient strategies on 
his own. 
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Fig. 3. Dynamics of WL, D and E for Six Students on IMMEX Tasks. This figure shows 10 
minute segments of the B-Alert cognitive metrics while students performed IMMEX problems.      

3.2   Increases in Problem Solving Skills Are Not Accompanied by Decreases in 
Cognitive Workload or Engagement 

We next measured the seconds needed to solve the first, second and third cases of 
Paul’s Pepperoni Pizza (n=7) and calculated the average WL and E across these three 
performances. As shown in Table 1, while the time needed to complete the task 
significantly decreased, there were no significant changes in either WL or E. 

Table 1. Changes in Time on Task, WL and E With Problem Solving Experience 

Performance Speed (seconds) WL E 
1 422 ± 234 .629 ± .07 .486 ± .09 
2 241 ± 126 .625 ± .08 .469 ± .08 
3 136 ± 34 .648 ± .06 .468 ± .09 

3.3   Students Apply Similar Workload to Similar Problems and More Workload 
to More Difficult Problems 

Five students also performed 3 cases of Phyto Phyasco which is also a middle school 
IMMEX problem. There were no significant differences between the WL (0.64 ± .05 
vs. 0.63 ± .05, p =.42) and E (0.51 ± .07, 0.51 ± .04, p = .92) across the two problem 
sets. Two individuals also solved the more difficult high school chemistry problem 
Hazmat. For both of these individuals the WL was significantly greater for the  
three cases of Hazmat than for Paul’s Pepperoni Pizza. (Subject 103: 0.76 ± .02 vs. 
0.71 ± .03, p< 0.001; Subject 247: 0.57 ± .02 vs. 0.49 ± .03, p< 0.005). 

Five of the students missed one or more of the cases in the problem set and a 
paired samples test was performed to determine if, at a performance level, differences 
existed in WL, E, or DT when the subjects were correctly, or incorrectly, solving a 
problem.  None of these differences were significant. 
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3.4   The Navigation and Decision-Related Events in IMMEX May Be 
Behaviorally Relevant 

We next increased the granularity of the analysis by dividing performances into 
segments related to problem framing, test selections, confirmation events where the 
student decides whether to select data, and closure where the student decides on the 
problem solution. We then compared the WL and E values across the different events 
within the different single IMMEX performances.  The WL and E values at each 
subtask boundaries [7] (e.g. Main Menu, Sub Menu, etc.), as well as the epochs 
immediately before and after the event were averaged across the problem set.  As 
shown in Figure 4 there were often significant differences among these averages at 
the different events. These differences, however, were neither uniform nor predictable 
across individuals or tasks. 

 

 

 

Mean Thinking = 0.628
Mean Main Menu = 0.681
Mean Sub Menu = 0.568
Mean Confirm = 0.699
Significance Thinking vs Main Menu = 0.101
Significance Thinking vs Sub Menu = 0.014
Significance Thinking vs Confirm = 0.003
Significance Main Menu vs Sub Menu = 0.009
Significance Main Menu vs Confirm = 0.571
Significance Sub Menu vs Confirm = 0.000  

Fig. 4. Linking Cognitive Workload Indices with IMMEX-related Events. Left: The 
timestamps of IMMEX data requests and displays are integrated with the EEG workload 
indices and then plotted against the one-second epochs of the task.  The upper left histograms 
average the workload indices for each of the IMMEX events including the one second prior to 
and after the event. Right: Table of significant differences between WL events. 

We more closely examined events from one student who performed the IMMEX 
mathematics problem Paul’s Pepperoni Pizza. The particular student being illustrated 
missed solving the first case, correctly solved the second case, and then missed the 
third case indicating that an effective strategy had not yet been formulated. 

The problem framing event was defined as the period from when the Prologue  
first appeared on the screen until the first piece of data information is chosen. For  
this subject the HWL decreased from the first to the third performance (.72 ± .11 vs. 
.57 ± .19, t = 28.7, p < .001), and engagement increased .31 ± .30 vs. .49 ±.37, t = 4.3, 
p <.001). The decreased workload was similar to that observed in other subjects; the 
increasing E may relate more to the student missing the problem. During the decision-
making process, students often demonstrated a cycling of the B-Alert cognitive 
indexes characterized by relatively high workload and low engagement which then 
switched to lower workload and higher engagement (Figure 5). The cycle switches 
were often, but not always, at boundaries associated with the selection of new data. 
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Fig. 5. Fluctuations in WL and E during Problem Solving. The bars indicate the epochs where 
the student made test selections. 

The closing sequences of a problem are complex where the student first makes an 
irrevocable decision to attempt a solution. Then, the he must make a selection choice 
from an extensive list of possible solutions. Finally, they must confirm their choice. 
After that they receive feedback on their success / failure; the students have two such 
solution attempts. The dynamics of WL and E for one student’s first and second 
solution attempts of Paul’s Pepperoni Pizza are shown in Fig. 6.  

In the 10 seconds before solving the problem (epochs 354 – 364 (I)) there was WL 
which decreased as the student made his decision (II, III). Two seconds before the 
student confirmed his choice (epoch 377, IV) there was an increase in engagement 
which was maintained as the student realized that the answer was incorrect (V). 

 

(a) (b) 

Fig. 6. (a) Workload and Engagement Events Related to Problem Closure on the First Attempt. 
(b) Workload and Engagement Events Related to Problem Closure on the Second Attempt. 

The workload and engagement dynamics were different on the second solution 
attempt. Here there was less WL and more E in the 10 seconds leading up to the 
decision to solve the problem (Epochs 582- 592, (I, II). At epoch 593 the choice to 
continue was confirmed, and two seconds before making this decision engagement 
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increased and was maintained during the selection and confirmation process. Between 
epochs 593 and 596 an incorrect answer was chosen and confirmed (III, IV). At epoch 
597 the selection was made and the student learned of the incorrect answer (V).  

4   Discussion 

We have described a web-based data acquisition architecture and event interleaving 
process that allows us to begin to map EEG-derived cognitive indices to behaviorally 
relevant aspects of the students problem solving. An unusual feature of these studies 
was the application of these technologies to every-day classroom activities that are 
quite distinct from highly controlled laboratory tasks.  In this regard the studies 
mirrored, and experienced similar challenges of aligning WL measures with subtask 
boundaries, that were reported by Iqbal et al., [7], and Lee & Tan, [8]  

As expected, WL increased when students were presented with problem sets of 
greater difficulty. Less expected, however, was the finding that as skills increased, the 
levels of WL did not decrease accordingly; suggesting significant mental commitment 
may be involved during strategic refinement. Given the anticipated differences 
between individual students’ experience and knowledge we have focused our studies 
on comparing differences within individuals as skills are developed, rather than 
extensively compare across individuals. 

By restricting the analyses to the seconds surrounding relevant problem solving 
events such as menu navigation and decision making more refined views of the 
changing dynamics of WL and E were obtained as skills were refined. Nevertheless, 
these measurements still accounted for only a small portion of the cognitive workload 
of the total performance suggesting the need for a finer grained analysis between 
these events. To this end, we have begun recording videos of the problem solving 
process as well as of the user on a second by second basis and interleaving them with 
EEG cognitive indices through log files generated by the problem solving application, 
the video recording software and the EEG acquisition system. With this more refined 
system we anticipate being able to link the majority of the WL and E fluctuations to 
observable events.  
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Abstract. Motivation is well-known for its importance in learning and its 
influence on cognitive processes. Adaptive systems would greatly benefit from 
having a user model of the learner’s motivation, especially if integrated with 
information about knowledge. In this paper a log file analysis for eliciting 
motivation knowledge is presented, as a first step towards a user model for 
motivation. Several data mining techniques are used in order to find the best 
method and the best indicators for disengagement prediction. Results show a 
very good level of prediction: around 87% correctly predicted instances of all 
three levels of engagement and 93% correctly predicted instances of 
disengagement. Data sets with reduced attribute sets show similar results, 
indicating that engagement level can be predicted from information like reading 
pages and taking tests, which are common to most e-Learning systems. 

Keywords: e-Learning, motivation, log files analysis, data mining, adaptive 
systems, user modeling. 

1   Introduction 

Although motivation is a key component of learning, the main focus in adaptive 
educational systems is on cognitive processes. There is a general agreement about the 
importance of motivation, but little research is done in this area. Most e-Learning 
systems, including adaptive systems are focused on cognitive processing and on 
knowledge acquisition. If motivation is considered when building a system, it only 
covers aspects of system design, in terms of how the content is structured and 
presented. Nevertheless, the influence of motivation on cognitive processes explains 
why some users achieve high performance while others perform poorly or even drop 
out [18].  

Adaptive systems work with user models of goals, knowledge and preferences in 
order to deliver personalized content and make learning more efficient. Given the 
close relation between cognitive processes and motivational states, a user model that 
would integrate information about knowledge and motivational states would lead to a 
more personalized and more efficient adaptation. Thus, we are interested in 
motivation diagnosis and in building a user model of the learner’s motivation. 

In this paper we present the results on the first step of our research project, which 
is focused on eliciting motivation knowledge from log files. The paper is organized as 
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follows. Section 2 discusses previous work related to motivation in e-Learning; it 
includes a description of our approach and of the common and the different points in 
terms of theoretical base and methodology; previous work related to the use of log 
files analysis in education is also presented, with a particular interest in approaches to 
motivation. The analysis of log files is discussed in Section 3, and Section 4 
concludes the paper with a summary and a brief description of further work. 

2   Previous and Current Research 

We will refer here only to research on motivation diagnosis, presenting a few relevant 
works for our approach. We also present our research and stress the communalities 
and the differences with previous approaches. 

2.1   Previous Research on Motivation Diagnosis 

Human tutors usually infer motivation from observational cues like mimics, posture, 
gesture, conversational cues etc. These are difficult to be processed by adaptive 
systems (e.g. [7], [8], [14]). Moreover, in regards to e-Learning, the amount and type 
of information that is available to humans and computers is quite limited. Previous 
approaches have focused on motivation diagnosis from cues that can be easily 
processed automatically, e.g. learners’ interactions with the system, time spent on a 
task, their statements about their motivation etc.  

Three of these approaches are of particular interest for our research. All of them are 
related to Keller’s ARCS model [16] which stands for Attention, Relevance, 
Confidence and Satisfaction. First, a rule-based approach has been suggested, 
inferring motivational states from two sources: the interactions of the students with 
the tutoring system and their motivational traits [6]. A second approach infers three 
aspects of motivation: confidence, confusion and effort, from several sources: the 
learner’s focus of attention, the current task and expected time to perform the task 
[21]. A third approach used factorial analysis to group user’s actions that predict 
attention and confidence [29]. 

2.1.1   Our Perspective on Motivation Diagnosis 
These approaches target a motivation diagnosis exclusively from the user’s 
interactions with the systems, without involving him/her in this process. We suggest 
that a motivational diagnosis based only on the interactions with the system is 
incomplete despite the obvious advantages of unobtrusive diagnosis. 

Moreover, we based our approach on a different theory of motivation: Social 
Cognitive Theory (SCT) [2] using concepts like self-efficacy (SE) and self-regulation 
(SR). SE is generally described by Bandura [2] as the confidence that the individual 
has in his/her ability to control his/her thoughts, feelings and actions; more 
specifically, it refers to a person’s belief/expectancy in his/her capacity to 
successfully complete a task. SR refers to a person’s ability to control his/her actions, 
in our case learning [24]. SCT is a sound theoretical base for motivation diagnosis as 
it is a well established construct in the literature. There is broad evidence that this 
theory has good application in classroom ([23], [25]), as well as in online learning 
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([12], [13]) and blended learning ([26]). The theory offers a variety of possibilities to 
intervene in order to motivate the learner, a framework for influencing the learner’s 
subjective control of the task through motivational beliefs (SE) and cognitive learning 
strategies (SR/ self-monitoring) and also fits very well in other current research 
directions in e-Learning (e.g. personalization, adaptivity, affective computing, 
collaborative learning) [5]. 

We propose a two-step approach for diagnosing motivation: First, the system 
would unobtrusively monitor the learners diagnose their disengagement based on log 
files. Then, learners identified to be disengaged will be engaged in a dialog in order to 
assess their self-efficacy, self-regulation and other related motivation concepts. In this 
paper we present results related only to the first step (i.e., analysis of log files). 

2.1.2   Communalities and Differences 
Unlike previous works, our approach exploits the interaction log only as a first step 
towards motivation diagnosis. Our purpose is to distinguish between engaged and 
disengaged learners in order to focus further on the disengaged. For this purpose we 
analyse the data from log files.  

In order to establish the user’s level of engagement we used an approach similar to 
the one used in [6]. In this study human tutors were asked to rate several motivational 
characteristics (e.g. confidence, effort, cognitive/sensory interest etc.) from replays of 
users interactions with a system. In our research, we use the actions and the 
timestamps registered in log files in order to rate only one motivational aspect: the 
engagement level of the user. 

2.2   Log Files in Research 

Logging the users’ interactions in educational systems gives the possibility to track 
their actions at a refined level of detail. Log files are easy to record for a large number 
of users, they can capture a large variety of information and they can also be 
presented in an understandable form. Thus, these data are a potentially valuable 
source of information to be analysed and used in educational settings. Automatic 
analysis of log data is frequently used to detect regularities and deviations in groups 
of users, in order to provide more information to tutors about the learners, and to offer 
suggestions for further actions, in particular for the “deviation” cases. 

2.2.1   Log Files in Educational Research  
Automatic analysis of interaction data is used in research areas such as educational 
systems, data mining and machine learning. Educational systems can benefit from 
data mining and machine learning techniques by giving meaning to click-through data 
and associating these data with educational information. 

Log file analysis has been used for a variety of purposes: provide information to 
tutors to facilitate and make more accurate the feedback given to learners [19], 
monitor group activity [15], identify benefits and solve difficulties related to log data 
analysis [11], use response times to model student disengagement [3], infer attitudes 
about the system used, attitudes that affect learning [1], developing tools to facilitate 
interpretation of log files data [20].  
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2.2.2   Log Files in Motivation Research 
Previous research in this area includes a few interesting approaches. A model for 
detecting learners’ engagement [3] was proposed in order to detect whether a student 
is engaged in answering questions based on item response theory (IRT). The input of 
the model was: difficulty of the question, how long the student took to respond and 
whether the response was correct. The output (obtained from the modified IRT 
formula) was the probability that a student was actively engaged in trying to answer a 
question. A second approach [9] related to user interests and motivation inferred from 
server log files, argued that time spent on pages is more important than simple “hits”. 
Usually, the way of determining user’s interest is to log the number of “hits” received 
per page. The author argues that this is inadequate because the browser will log “hits” 
not only for the page of interest, but also for every page the user visited to get  
there. He argues that a path independent measure of user interest is needed and that a 
time-based measure would be such a measure.  

3   Log File Analysis 

For the analysis presented here, we created several data sets from existing log files. 
The level of the learner’s engagement was rated by an expert. Eight different data 
mining methods were applied predicting the engagement level from the log data. 

3.1   Log File Description 

In our analysis we used log files from a system called HTML tutor, which is a web 
interactive learning environment based on NetCoach [27]. It offers an introduction to 
HTML and publishing on the Web; it is online and can be accessed freely, based on a 
login and a password. We don’t have any information about the users except the data 
from the log files. They could be of any age and using the system for different 
purposes. Table 1 presents the events registered in the log files and the attributes for 
each event that were included in the log file analysis. 

In a previous experiment [4] with a limited number of data, using the total time 
spent on a session (i.e., between login and logout) as attribute, the analysis showed 
that it is possible to judge whether a learner was engaged or disengaged only after 45 
minutes; the same analysis showed that most of the disengaged users left the system 
before that time. In order to overcome this problem, we decided to use for the 
following experiments sequences of 10 minutes instead of complete sessions. Thus, 
we split the sessions into sequences of 10 minutes; 943 sequences of 10 minutes and 
72 sequences varying between 7 and 592 seconds resulted from this process. 

Besides the attributes related to events, the data set contains a few more fields: a 
user ID, a session ID, a sequence ID and total time of the sequence. The number of 
entries in the data set is 1015, obtained from 48 subjects who spent on HTML tutor 
between 1 and 7 sessions, each session varying between 1 and 92 sequences. The 
events/attributes frequencies are displayed in Table 2. 
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Table 1. Logs events registered and the attributes analysed per session / sequence respectively 

Events Parameters/ Attributes 
Goal The selected goal (from a list of 12 goals) 
Preferences Number; Time spent selecting them 
Reading pages Number of pages; average time reading pages 
Pre-tests Number of pre-tests; average time; number of correct 

answers; number of incorrect answers 
Tests Number of tests; average time; number of correct 

answers, number of incorrect answers 
Hyperlink, Manual, Help, 
Glossary, Communication,  
Search, Remarks, Statistics, 
Feedback 

For each of these:  
Number of times accessed; average time 

Table 2. Frequency of events registered in log files  

Events/attributes Frequency of appearances (in 1015 sequences) 
Goal 59 
Preferences 7 
Reading pages 850 
Pre-tests 14 
Tests 458 
Hyperlinks 245 
Manual 7 
Help 11 
Glossary 76 
Communication 6 
Search 27 
Remarks 6 
Statistics 8 
Feedback 4 

3.2   Expert Ratings on Level of Engagement 

For each sequence of 10 minutes a value/code was assigned: engaged (e), neutral (n) 
and disengaged (d). In the previous experiment [4] we had only 2 categories: engaged 
and disengaged. Because we introduced the 10 minutes sequences, in some cases it 
was hard to decide whether overall the learner was engaged or disengaged. Thus, we 
introduced a third category: neutral. A detailed presentation of the criteria used for 
this rating is presented in Table 3, which contains the instructions given to a second 
coder in order to verify the reliability of the ratings.  

The investigation conducted in order to verify the coding reliability included two 
steps: 1) Informal assessment, conducted using only 10 sequences; the ratings based 
on the given instructions were discussed to prevent different results due to instruction 
vagueness or suggestibility; the percent agreement was 80% (only 2 different ratings 
from 10); the kappa measurement of agreement was .60 (p=.038) and the 
Krippendorff's alpha [10] was .60 as well; 2) Second expert rating. A second rater 
coded 100 sequences randomly sampled from the 1015 entries in the data set; the 
instructions used for the informal assessment were expanded with typical situations/  
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Table 3. Instructions for level of engagement rating 

Timeframes for HTML Tutor
- Necessary time for reading a page: varies from 30 sec. to a maximum of 4-5 minutes.
- Necessary time for a test: varies from just a few seconds to a maximum of 3-4 minutes.

Engaged (e) Disengaged (d) Neutral (n)
Spending reasonable time on pages
and tests given the characteristics
of HTML Tutor

Examples of patters:
- people focused reading – spend

most of the time reading and less
on other tasks

- people focused on taking tests -
spend most of the time taking
tests and less on other tasks

- people that read and take tests -
spend most of the time reading
and taking tests

Spending too much
time on pages/tests
Moving fast through
pages/tests
Automatic logouts

Examples of patterns:
- spend more than

reasonable time on
just one or a few
tasks

- move fast though
the same / different
tasks

Hard to decide if overall (for
the 10 minutes) the person is
engages or disengaged

E.g.: for approximately half
of the time the person seems
engaged and for the other half
seems disengaged

E.g.: can’t decide if overall
the person is moving too fast
through pages or the amount
of time spent on pages is
reasonable

 

patterns for each case. Table 3 includes the instructions given to the second rater 
(instructions used also for coding all sequences). 

The second expert rating resulted in a rater agreement of 92% (only eight different 
ratings from 100; in further discussion between the raters the eight disagreements 
were resolved) with a kappa measurement of agreement of .826 (p<.01) and 
Krippendorff's alpha of .8449. Although the percent agreement is high, we can see 
that kappa and Krippendorff's alpha have lower values. The percent agreement is not 
always the best indicator for agreement as it tends to be too liberal, while Cohen’s 
Kappa and Krippendorff's alpha are known to be more conservative [17]. Thus, 
overall, the values indicate high inter-coder reliability. 

3.3   Analysis and Results  

In order to perform the analysis, Waikato Environment for Knowledge Analysis 
(WEKA) [28] was used. Several methods were experimented to find which one is best 
for our purpose and to see if results are consistent over several methods. We present 
here trials used only on a reduced data set of 943 entries obtained from the 1015 
entries data set by eliminating the entries with time per sequence shorter than 10 
minutes. In order to explore the effect of the number of attributes included, we created 
three different data sets: 1) all 30 attributes except user ID called DS-30; 2) 10 
attributes related to the following events: reading pages, tests, hyperlinks and glossary 
(DS-10) and 3) six attributes related only to reading pages and tests. The experiment 
was done using 10-fold stratified cross validation iterated 10 times. 

The analysis included eight methods [28]: (a) Bayesian Nets with K2 algorithm 
and maximum 3 parent nodes (BN); (b) Logistic regression (LR); (c) Simple logistic 
classification (SL); (d) Instance based classification with IBk algorithm (IBk); (e) 
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Attribute Selected Classification using J48 classifier and Best First search (ASC); (f) 
Bagging using REP (reduced-error pruning) tree classifier (B); (g) Classification via 
Regression (CvR) and (h) Decision Trees with J48 classifier based on Quilan’s C4.5 
algorithm [22] (DT). 

The results are displayed in Table 4, which comprises the percentage of correctly 
classified instances, the true positives (TP) rate, the precision indicator and recall for 
disengaged class, and the mean absolute error.  

Table 4. Experiment results summary  

  BN LR SL IBk ASC B CvR DT 
%correct  87.07 86.52 87.33 85.62 87.24 87.41 87.64 86.58 
TP rate  0.93 0.93 0.93 0.92 0.93 0.93 0.92 0.93 
Precision  0.91 0.90 0.90 0.91 0.92 0.92 0.92 0.91 
Recall 0.93 0.93 0.93 0.92 0.93 0.93 0.92 0.93 

DS-30 

Error 0.10 0.12 0.12 0.10 0.10 0.12 0.12 0.11 
%correct  87.18 85.88 85.82 85.13 86.03 86.87 88.07 85.16 
TP rate 0.93 0.93 0.93 0.91 0.92 0.92 0.91 0.91 
Precision  0.91 0.89 0.89 0.92 0.91 0.91 0.92 0.90 
Recall 0.93 0.93 0.93 0.91 0.92 0.92 0.92 0.91 

DS-10 

Error 0.11 0.13 0.14 0.10 0.12 0.13 0.12 0.13 
%correct 86.68 84.15 84.05 83.18 86.95 86.90 87.21 86.20 
TP rate 0.93 0.93 0.93 0.90 0.92 0.92 0.91 0.92 
Precision  0.90 0.87 0.87 0.90 0.92 0.91 0.92 0.91 
Recall 0.93 0.93 0.93 0.90 0.92 0.92 0.91 0.92 

DS-6 

Error 0.12 0.15 0.15 0.12 0.12 0.13 0.13 0.13 

Table 4 shows very good prediction for all methods with a correct prediction 
varying approximately between 84% and 88%. Even better results are shown by the 
TP rate, precision and recall indicator for disengaged class: values between 87% and 
93%. The mean absolute error varies between 0.10 and 0.15. The very similar results 
obtained from different methods and trials shows consistency of prediction and of the 
attributes used for prediction.  

The highest percentage of correctly predicted instances was obtained using 
Classification via Regression (CvR) on all data sets, with a maximum for DS-10. This 
indicates that the attributes that predict the learner’s engagement/ disengagement most 
accurately are the one related to reading pages, taking tests, following hyperlinks and 
consulting the glossary. The percentage for DS-6 is slightly lower (87.21%), 
suggesting that hyperlinks and glossary events do not have a big contribution to the 
prediction model. The confusion matrix for this result is displayed in Table 5. 

Table 5. The confusion matrix for data set DS-6 using CvR 

  Predicted 
  Disengaged Engaged Neutral 

Disengaged  610 56 0 
Engaged 35 218 0 Actual 
Neutral 13 11 0 
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Fig. 1. Bayesian Network from data set DS-6  

If we focus on the disengaged learners we see that Bayesian Nets (displayed in  
Fig. 3) have the best performance on all data sets: 93%, even if the percentage of 
correctly predicted instances for all three classes varies between data sets. 

The Bayesian Network from DS-6 has an interesting structure: Number of False 
(TNoF) and Correct (TNoCor) Answers to Tests feed into the Number of Tests 
(Tests). Which itself, together with Average Time on Tests (AvgTimeT) feeds into 
Average Time spend on Pages (AvrTimeP). All of them also feed directly into the 
Level of Engagement (Eng/Diseng), i.e., the Bayesian Network structured the 
attributes in a semantically meaningful way. 

As good results were obtained for all trials with small differences between them, 
considering the MDL (minimum description length) principle we argue for the use of a 
minimum number of attributes: the six attributes used in DS-6. These attributes were 
ranked first from all attributes using information gain attribute evaluation. There are 
no particular attributes that give bad performance, but many of them do not contribute 
to prediction and thus, removing them does not affect the prediction performance, as 
we can see from the similarity of results from the three data sets. Thus, the attributes 
related to reading pages and taking tests are most valuable and as they are common to 
most e-Learning systems and most frequent actions that occur in using such systems, 
we argue for a prediction model that includes only these attributes. 

4   Summary, Implication and Future Perspectives 

We presented results of eliciting motivation knowledge from log files. The analysis 
showed good overall prediction e.g. 87% using classification via regression and even 
better value for prediction of disengagement e.g. 93% using Bayesian Nets. The 
analysis included 943 sequences of 10 minutes from 48 users, showing that a general 
indicator of the motivational level could be predicted from very basic data commonly 
recorded in log files, such as events related to reading pages and taking tests. A 
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prediction module could be included in educational systems that log learner’s actions. 
Our research plan includes further elicitation of motivation to be included in a user 
model in order to have a system that adapts to the motivational level of the learner. 

Further work includes an external validation of the expert rating and an analysis of 
log files from a different system in order to compare the results. We also plan a pilot 
study in order to compare the dialog responses of learners with their responses on 
questionnaires, to verify the validity and reliability of the measurement using the 
dialog. 
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Abstract. In this article, we develop and evaluate three Dynamic Bayesian 
Network (DBN) models for assessing temporally variable learner scientific 
inquiry skills (Hypothesis Generation and Variable Identification) in INQPRO 
learning environment. Empirical studies were carried out to examine the 
matching accuracies and identify the models’ drawbacks. We demonstrate how 
the insights gained from a preceding model have eventually led to the 
improvement of subsequent models. In this study, the entire evaluation process 
involved 6 domain experts and 61 human learners. The matching accuracies of 
the models are measured by (1) comparing with the results gathered from the 
pretest, posttest, and learner’s self-rating scores; and (2) comments given by 
domain experts based on learners’ interaction logs and the graph patterns 
exhibited by the models. 

Keywords: Scientific Inquiry Skills, Dynamic Bayesian Networks. 

1   Introduction 

Recently years have demonstrated the use of scientific-inquiry as an instructional 
strategy in computer-assisted learning environments such as the Belvedere [1], KIE 
[2], BGuiILE [3], SimQuest [4], SCI-WISE [5], Rashi [6], and SmithTown [7]. 
However, these systems are not equipped with an inference mechanism that allows 
modeling of learner’s scientific inquiry skills across time. To tackle the challenge 
with regards to time changes, probabilistic framework particularly the Dynamic 
Bayesian Network (DBN) approach has been proposed and employed in DT-Tutor 
[8], Prime Climb [9], and i-Tutor [10]. These systems share the common feature: the 
DBNs employed are having the nodes identical for all the n time slices. This 
approach, however, is not applicable to our proposed prototype, INQPRO, as it 
consists of six Graphical User Interfaces (GUIs). In INQPRO, there is a Bayesian 
Network (BN) for each GUI. Thus, the main challenge in this study is to identify a 
sound DBN model that allows different nodes in different time slices without 
affecting the accuracies in assessing learner’s scientific inquiry skills. In the rest of 
this article, we shall focus our discussion on (1) the characteristics of the three 



208 C.-Y. Ting and M.R.B. Zadeh 

different DBN models; (2) empirical evaluations of the DBN models in assessing 
learner’s scientific inquiry skills. 

2   The INQPRO Learning Environment 

INQPRO is an intelligent computer-based scientific inquiry exploratory learning 
environment for scientific inquiry skills acquisition in physics domain. The 
development of INQPRO is rooted in Scientific Inquiry Exploratory Learning Model 
[11]. It has seven GUIs namely the Scenario(Sce), Hypothesis Visualization(Vz), 
Verification(Vf), Formula(Fe), Simulation Experiment(Ex), Data Comparison(Dc), 
and Feedback. By actively interacting with the GUIs and Intelligent Pedagogical 
Agent, learners are ultimately expected to command two scientific-inquiry skills: 
Hypothesis Generation H (node Hypo in Fig. 1) and Variables Identification V (node 

Var in Fig. 1). Since H and V are interrelated, we introduce K (node 

KnowScientificInquiry in Fig. 1) to represent the combination of both H and V. 

 

 

Fig. 1. High-level presentation for a Bayesian network in INQPRO. Each Bayesian network 
contains 4 subnetworks namely the Domain Knowledge subnetwork, Scientific Inquiry 
subnetwork, Interface Interaction subnetwork, and self-Explain subnetwork.  

Fig. 1 depicts the general BN for the INQPRO GUIs. The network is categorized 
into four sub-networks and each sub-network consists of either observable or non 
observable nodes. The observable nodes (nodes with prefix of SA_, SQ_, AQ_, t_) are 
nodes that to be instantiated in light of receiving evidences.  Examples of observable 
nodes are AQ_Concept, SQ_Definition, and AQ_Scenario in Fig. 2(b). Non 
observable nodes are nodes that cannot be instantiated directly; however, they can be 
inferred once observable nodes are instantiated and BN is updated. Examples of non 
observable nodes in Fig. 2(b) are the nodes Hypothesis and Variable. To accurately 
model a learner’s H and V within a particular GUI, a BN needs to perform both 

diagnostic and predictive reasoning. By performing diagnostic reasoning, a learner’s 
H can be inferred from the following evidences: (1) the correctness of hypothesis  

 

Scenari

Domain  
Knowledge  
Sub-network 

Var 

Self-Explain 
sub-network 

Interface  
Interaction 
sub-network

SA_

SQ_

AQ_

t_
Meta 
Hypo

Meta 
Var

Hypo

Know
Scientific 

Inquiry

Scientific Inquiry sub-network 



 Assessing Learner’s Scientific Inquiry Skills Across Time 209 

statement (node SA_HypoStruct); (2) the correctness of variable relationships 
statement (node SA_HypoRelation); and (3) whether or not hint is requested from the 
agent (node SA_AskHypo). The predictive reasoning, conversely, offers an indirect 
assessment through the propagation of probability from nodes Hypothesis and 
Variable to KnowScientficInquiry. Detail explanations regarding the design and 
integration of nodes into the GUIs can be found in [11]. In the following section, we 
shall firstly present the general DBN model employed in INQPRO and further on with 
discussion of how the optimum DBN model is obtained from the empirical study.  

(a) (b)  

Fig. 2. (a) The Scenario GUI (b) Bayesian Network for Scenario GUI 

3   The Designs and Evaluations of DBN Models 

In this study, we employed DBN to tackle the challenges in assessing temporally 
variable learner’s scientific inquiry skills for three main reasons. First, a learner’s 
scientific inquiry skills evolve across time, thus capturing the dependencies between 
the temporally variable skills is crucial. Second, freedom to navigate from one GUI to 
another introduces complexity in predetermining a DBN. A predetermined DBN can 
easily become computationally intractable as it exhibits a 5n state spaces (combination 
of different navigation paths) with n ∈ {Integer > 0}. Third, if a static BN is 
employed, the interpretation of new evidences will lead to reinterpretation of previous 
evidences. In order to overcome this drawback, a DBN must be employed instead of a 
static BN. 

Fig. 3 depicts a general three time-slices DBN model employed in INQPRO. The 
time-slice ti represents the current INQPRO GUI accessed by a learner while time-
slice ti-1 describes the immediate previous state. To describe the immediate subsequent 
interface accessed, the time-slice ti+1  is used. These time-slices are interconnected by 
temporal relations, which are illustrated by the arcs joining variables that evolve over 
time. In this study, the temporal dependencies between the time-slices are quantified 
by the Conditional Probability Distribution. 
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Fig. 3. General DBN model implemented in INQPRO. D ∈ {H,V,K}, gui ∈ {INQPRO GUIs},  
n ∈ {0, 1, 2, 3 …}, ψ ∈ {H,V,K}. 

Each time-slice consists of Dynamic nodes and Temporal nodes summarized by 
gui

nD  and gui

nT  respectively. Dynamic nodes are introduced to model variables that 

evolve across over time while the Temporal nodes are nodes that exist in a particular 
time-slice only [12]. Instantiating the Temporal nodes to a particular state (e.g. 
Mastery, non-Mastery) in time slice ti-1 might not resulting in the similar state 
instantiation in time slice ti. Dynamic nodes exist in Scientific Inquiry sub-network, 
and Self-Explain sub-network while Temporal nodes reside in the Interface 
Interaction sub-network (Fig. 1). The Static nodes ( ψ

S ) are introduced to model K, H 

and V  that are unknown initially. The Static nodes capture the changes in the skills 

acquisition from one time-slice to another during the learning process and 
consequently providing the “local” (with respect to a particular GUI) mastery level of 
K, H and V through their classifications. Towards the end of interactions, the ultimate 

mastery levels of K, H and V are finally revealed through these static nodes. 

For ease of explanation, we shall focus our discussion to a three time-slices DBN 
models M1, M2, and M3. Due to space limitation, we shall only highlight the 

matching accuracies of M1, M2, and M3 with respect to the results obtained from 

learner’s pretest, posttest, and self-ranking and briefly discuss the comments elicited 
from domain experts. 

3.1   Design and Evaluation of DBN Model M1 

M1 (Fig. 4) depicts the first DBN model that was employed in this study. M1 relies 

solely on the dynamic nodes 
gui

nH ,
gui

nV , and 
gui

nK  to capture the H, V, and K 

respectively. The arc directed from 
gui

nV  to 
gui

nH suggests that the higher the mastery 
level of V , the more probable it is that a learner’s H is at mastery level. Once the 

posterior probability for 
gui

nV and 
gui

nH are known, performing a DBN update algorithm 
will allow the posterior probability for K to be calculated. M1 as our first attempt to 

model learners’ H, V, and K as it resembles the modeling approach implemented by 
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Intelligent Tutoring Systems researchers [9, 10, 11] to model learners’ motivation, 
concept acquisition, and personality traits that evolve across time. 
 

 

Fig. 4. M1: DBN model with Dynamic nodes and Temporal nodes only 

In this phase of study, we performed a model walk-through with 2 domain experts 
and conducted a field trial with 30 first-year university learners to evaluate the 
predictive accuracy of M1. Learners participated in a session that lasted at most 120 

minutes consisting of an introduction session to INQPRO environment, a pretest, a 
session with INQPRO, and a post-test. Both the pretest and posttest consist of 23 
multiple choices questions aiming at assessing the K, H and V. Learners who scored 

higher than 75% will be graded as “mastery” whereas those less than 45% will be 
regarded as “non-Mastery”. Before interacting with INQPRO, learners forecast their 
own rank-how far they understood K, H and V (hereafter ‘Pre-INQPRO self-ranking’). 

After the session with INQPRO, the learners again forecast their own rank-how far 
they have mastered K, H and V (hereafter ‘Post-INQPRO self-ranking’). A 3-rank 

scale (mastery, partial mastery, non-mastery) was given to help in the self-ranking 
process. The domain experts were then estimated the accuracies of M1 by studying 

the interaction logs, videos on the interaction sessions with INQPRO, and patterns of 
graphs exhibited.   

Table 1. Matching accuracies of M1 for K, H and V    

 

 # and % matched classification  

 Pretest Posttest Pre-INQPRO Self-Ranking  Post-INQPRO Self-Ranking  

K 24 (80.00%) 25 (83.33%) 18 (60.00%) 11 (36.67%) 

H 10 (33.33%) 20 (66.67%) 15 (50.00%) 20 (66.67%) 

V 4 (13.33%) 22 (73.33%) 10 (33.33%) 19 (63.33%) 

Table 1 depicts matching accuracies of M1 after n GUIs were navigated. The 

matching accuracies are calculated by comparing the results obtained from pretest, 
posttest, and self-ranking with the classifications suggested by M1 in time slice t0 
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and tn-1. The results indicate that M1 has successfully matched 80% of the pretest 

while 83.33% matching the post-test. The low accuracy for V with respect to pretest 

(13.3%) is mainly due to the misclassification of learners into “partial-mastery” while 
categorized as “non-mastery” suggested from pretest. Our further investigation 
revealed that the learners actually learned from the pretest and this learning effect has 
resulting in the mismatch of classifications. We further investigated M1’s behaviour 

by performing model walk-through with 2 domain experts. The videos containing the 
interactions process were replayed and the graphs were presented. The experts studied 
the classification returned by M1 at each GUI and assigned a√to the classification 

that matched their judgments while an x to those misclassified. Despite the high 
matching accuracies shown in the post-test section (Table. 1), the experts rejected 
M1. The experts argued that it is impossible for a learner’s acquisition levels of K, H 

and V  to differ greatly (fluctuation) from one GUI to another (Fig. 5(a)). Instead, a 

consistent increment or otherwise (Fig. 5 (b) should be observed. Another argument 
leads to impracticality of M1 is that the final classification is too much relying on the 

nth GUI visited regardless of (n-1)th GUIs visited.   
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Fig. 5. The level of K, H and V as modeled by (a) M1, and (b) M2  

3.2   Design and Evaluation of DBN Model M2 

The varying dependency weights between the dynamic nodes and temporal nodes at 
different GUIs have been the main influence for fluctuation patterns in M1. To 

overcome this drawback, Static nodes (nodes SK, SH, and SV) are introduced in M2. 
The arcs stretching from static nodes to dynamic nodes suggesting that the dynamic 
nodes are conditioned upon the static nodes. This allows a “global” rather than 
“local” modeling of K, H and V throughout the interaction with INQPRO. The final 

classifications obtained from the static nodes (nodes SK, SH, and SV) would then be 
the ultimate mastery levels of K, H and V.  
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We evaluated M2 by feeding it with the preprocessed dataset obtained from the 

first experiment (Section 3.1). Doing so would allow us to study and confirm the 
validity of M2’s behaviour before having it tested with human learners. From  

Table 2, although there is a slight drop in K, significant increment of the matching 

accuracies for both H and V (Table. 2) is observed. This is mainly because the 

instantiation of Temporal nodes in each GUI is having less probability propagation 
impact towards the static nodes (nodes SH and SV) compare to the dynamic nodes 

(nodes 
gui

nH and 
gui

nV ). 

 

 

Fig. 6. M2: Static nodes are introduced to overcome the drawbacks from M1 

The major drawback of this model is that there is a total of 35 = 243 CPT entries 

for 
gui

nK . As a result of the huge CPT entries, the probability elicitation becomes 
intractable. Consequently, the temporal dependency from n-1 time-slice (node K

gui

n-1
 ) 

to n time-slice (node 
gui

nK ) becomes insignificant. This drawback is proven from the 
graph pattern shown in Fig. 5(b). As depicted in the graph, the probability for K has 

demonstrated a slow increment depict the significant increment exhibited by both 
H and V. Together with negative comments from experts and the low matching 

accuracy (4%, Table 2) for K with regard to the post-test and Post-INQPRO self-

ranking, we rejected M2 and discontinue with another circle of field trial. 

Table 2. Matching accuracy of M2 for K, H and V  using dataset from first experiment 

 # and % correct classification  

 Pretest Posttest Pre-INQPRO Self-Ranking  Post-INQPRO Self-Ranking  

K 22 (73.33%) 4 (13.33%) 20 (66.67%) 11 (36.67%) 

H 17 (56.67%) 20 (66.67%) 19 (63.33%) 21 (70.00%) 

V 15 (50.00%) 22 (73.33%)  13 (43.33%) 21 (70.00%) 
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3.3   Design and Evaluation of DBN Model M3 

Fig. 7 depicts the refined DBN Model M3 employed to overcome the intractable CPT 

for node 
gui

nK . The key difference between these two models is the arcs that exist 
between the static nodes. We argue that the directions of arcs between the static nodes 
should resemble those dynamic nodes as the modeling approach of K, H and V should 

be both “locally” and “globally” identical. In order to compare M2 and M3 fairly, all 

the CPTs in M3 remain similar to those in M2 except for the nodes SH and SK. 

 

 

Fig. 7. M3: DBN model with arcs among the Static nodes 

We evaluated M3 by firstly feeding the model with preprocessed dataset obtained 

from the first experiment (Section 3.1). As shown in Table 3, the arcs directed among 
the static nodes demonstrated significant improvement to the matching accuracies of 
K, H and V. The arc directed from SV to SH suggests that reducing the probability of 

SH would subsequently causing the probability of SV to reduce. Thus, due to the large 
number of learners having “non-mastery” for H, the probability for V drops. Although 

there is a slight drop in V, the matching accuracies for both H and K increase across 

the pretest, posttest, and self-ranking. The key advantage of this model is its ability to 
maintain a tractable CPT for SK while increasing the estimation rate of K. 

Table 3. Matching accuracy of M3 for K, H and V  using dataset from first experiment 

 # and % correct classification  

 Pretest Posttest Pre-INQPRO Self-Ranking  Post-INQPRO Self-Ranking   

K 25 (83.33%) 25 (83.33%) 22 (73.33%) 19 (63.33%) 
H 20 (66.67%) 20 (66.67%) 19 (63.33%) 22 (73.33%) 
V 13 (43.33%) 22 (73.33%)  13 (43.33%) 21 (70.00%) 
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We further investigate M3 by presenting learners’ interaction logs and the 

corresponding graphs to the domain experts for verification. By carefully studying the 
interaction logs and graph patterns for different categories of learners, both the 
experts came to the conclusion that the estimation of K, H and V exhibited by M3 is 

approximate to domain expert reasoning. 
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(a)      (b) 

Fig. 8. The level of K, H and V as modeled by M3 for (a) Advance, and (b) Moderate category 

of learners 

Table 4. Matching accuracy of M3 for K, H and V   

 # and % correct classification  

 Pretest Posttest Pre-INQPRO Self-Ranking  Post-INQPRO Self-Ranking  

K 26 (83.87%) 27 (87.10%) 19 (61.29%) 15 (48.39%) 
H 30 (96.77%) 23 (74.19%) 17 (54.84%) 17 (54.84%) 
V 20 (64.52%) 25 (80.65%) 18 (58.06%) 29 (93.55%) 

We carried out another empirical study to verify the behaviour of M3. A field trial 

was administrated on 31 first-year university learners. Again, the learners went 
through the experiment procedures exactly described in Section 3.2. The evaluation 
results show that the matching accuracies of K, H and V increase compare to those 

shown in Table 3. With the consistency demonstrated byM3, we then concluded that 

M3 is the optimum DBN model for modeling temporally variable K, H and V. 

4   Conclusion and Future Directions 

This article aims at highlighting a methodology approach for inferring temporal 
variable scientific inquiry skills. Three different Dynamic Bayesian Network (DBN) 
models M1, M2, and M3 were employed to obtain optimum modeling solution to a 
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learner’s Hypothesis Generation H and Variables Identification V skills . The 

evaluations of M1, M2, and M3 were conducted by both human experts and 

learners. The empirical results indicated that M3 is practically sound as it has 

achieved the highest matching accuracies for K, H and V. 

The next step of our work involves evaluating and refining the Bayesian networks 
to achieve higher matching accuracies. These include the integration of 
metacognition, and implementation of both soft and hard evidences. The DBN models 
reported in this article do not take into consideration of differences in CPTs for 
dynamic nodes from one GUI to another. We hypothesize that varying the temporal 
CPTs would increase the matching accuracies of M3 with respect to the results 

obtained from pretest, posttest, and self-ranking, and domain experts’ judgments. 
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Abstract. Constraint-based tutors have been shown to increase individual 
learning in real classroom studies, but would become even more effective if 
they provided support for collaboration. COLLECT-UML is a constraint-based 
intelligent tutoring system that teaches object-oriented analysis and design 
using Unified Modelling Language. Being one of constraint-based tutors, 
COLLECT-UML represents the domain knowledge as a set of constraints. 
However, it is the first system to also represent a higher-level skill such as 
collaboration using the same formalism. We started by developing a single-user 
ITS. The system was evaluated in a real classroom, and the results showed that 
students’ performance increased significantly. In this paper, we present our 
experiences in extending the system to provide support for collaboration as well 
as problem-solving. The effectiveness of the system was evaluated in a study 
conducted at the University of Canterbury in May 2006. In addition to 
improved problem-solving skills, the participants both acquired declarative 
knowledge about good collaboration and did collaborate more effectively.  
The results, therefore, show that Constraint-Based Modelling is an effective 
technique for modelling and supporting collaboration skills. 

1   Introduction 

Constraint-based tutors are Intelligent Tutoring Systems (ITS) which use Constraint-
Based Modelling (CBM) [15] to represent domain and student models. These tutors 
have been proven to provide significant learning gains for students in a variety of 
instructional domains. As is the case with other ITSs [4], constraint-based tutors are 
problem-solving environments; in order to provide individualized instruction, they 
diagnose students’ actions, and maintain student models, which are then used to 
provide individualized problem-solving support and generate appropriate pedagogical 
decisions. Constraint-based tutors have been developed in domains such as SQL  
(the database query language), database modelling, data normalization [13], 
punctuation [11] and English vocabulary [10].  

All constraint-based tutors developed so far support individual learning. This paper 
describes extending COLLECT-UML [1, 3], a constraint-based ITS, to support the 
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acquisition of collaboration skills. COLLECT-UML teaches Object-Oriented (OO) 
analysis and design using Unified Modelling Language (UML). The system provides 
feedback on both collaboration issues (using the collaboration model, represented as a 
set of meta-constraints) and task-oriented issues (using the domain model, represented 
as a set of syntax and semantic constraints).  

We start with a brief overview of related work in Section 2. The architecture of 
COLLECT-UML and its interface are discussed in Section 3. Section 4 describes the 
collaborative model, which has been implemented as a set of meta-constraints. In 
Section 5, we present the results of an evaluation study conducted recently. 
Conclusions are given in the last section.  

2   Related Work 

In the last decade, many researchers have contributed to the development of 
computer-supported collaborative learning (CSCL) and advantages of collaborative 
learning over individualised learning have been identified. Some particular benefits of 
collaborative problem-solving include: encouraging students to verbalise their 
thinking; encouraging students to work together, ask questions, explain and justify 
their opinions; increasing students’ responsibility for their own learning; increasing 
the possibility of students solving or examining problems in a variety of ways; and 
encouraging them to elaborate and reflect upon their knowledge [17]. These benefits, 
however, are only achieved by well-functioning learning teams [8]. Various strategies 
for computationally supporting online collaborative learning have been proposed and 
used, but more studies are needed that test the utility of these techniques [9]. 

CSCL systems can be classified into three categories based on their collaboration 
support [9]. The first category includes systems that reflect actions; this basic level of 
support makes students aware of each others’ actions. The systems in the second 
category monitor the state of interactions; some of them aggregate the interaction data 
into a set of high-level indicators, and display them to the participants (e.g. Sharlok II 
[14]), while others internally compare the current state of interaction to a model of 
ideal interaction, but do not reveal this information to the users (e.g. EPSILON [18]). 
In the latter case, this information is either intended to be used later by a coaching 
agent, or analysed by researchers in order to understand the interaction [9]. Finally, 
the third class of systems offer advice on collaboration. The coach in these systems 
plays a role similar to that of a teacher. The systems can be distinguished by the 
nature of the information in their models, and whether they provide feedback on 
strictly collaboration issues or both social and task-oriented issues. An example of the 
systems focusing on the social aspects is Group Leader Tutor [12], while COLER [5] 
addresses both social and task-oriented aspects of group learning. 

Although many tutorials, textbooks and other resources on UML are available, we 
are not aware of any attempt at developing a CSCL environment for UML modelling. 
However, there has been an attempt [18] at developing a collaborative learning 
environment for OO design problems using Object Modeling Technique (OMT), a 
precursor of UML. The system monitors group members’ communication patterns 
and problem solving actions in order to identify situations in which students 
effectively share new knowledge with their peers while solving problems. The system 
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dynamically assesses a group’s interaction, and determines when and why the 
students are having trouble learning new concepts they share with each other. The 
system does not evaluate the OMT diagrams and an instructor or intelligent coach’s 
assistance is needed in mediating group knowledge sharing activities. In this regard, 
even though the system is effective as a collaboration tool, it would probably not be 
an effective teaching system for a group of novices with the same level of expertise, 
as the students may agree on the same flawed argument.  

3   COLLECT-UML 

COLLECT-UML is a problem-solving environment implemented in Allegro Common 
Lisp, in which students construct UML class diagrams that satisfy a given set of 
requirements. It assists students during problem solving, and guides them towards the 
correct solution by providing feedback. The system is designed as a complement to 
classroom teaching and when providing assistance, it assumes that the students are 
already familiar with the fundamentals of UML.  

We started by developing a constraint-based tutoring system which supported 
students working individually. Being a Web-enabled system, its interface is delivered 
via a Web browser. The system consists of a session manager that manages sessions 
and student logs, a student modeller that maintains student models, the constraint set 
and a pedagogical module. We performed an evaluation study in a real classroom, and 
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(54 
  "Check whether you have defined all the methods asspecified  
   by the problem. You are missing some methods." 
  (and (match IS METHODS (?* "@" ?tag ?name ?class_tag ?*)) 
       (match SS CLASSES (?* "@" ?class_tag ?*))) 
  (match SS METHODS (?* "@" ?tag ?name2 ?class_tag ?*)) 
  "methods" 
  (?class_tag))    

the results showed that students’ performance increased significantly. For details on 
the functionality and the evaluation studies of this version please refer to [1, 3]. 

The architecture of the collaborative version of the system (Figure 1) introduces 
the group modeller, a new component responsible for creating and maintaining group 
models. The pedagogical module uses both the student model and the group model in 
order to generate pedagogical actions. The student model records the history of usage 
for each constraint (both for domain constraints and the constraints from the 
collaboration model), while the group model records the history of group usage for 
each domain constraint. 

COLLECT-UML contains an ideal solution for each problem, which is compared to 
the student’s solution according to the system’s domain knowledge, represented as a 
set of constraints [15]. The system’s domain model contains a set of 133 constraints 
defining the basic domain principles, a set of problems and their solutions [3]. In 
order to develop constraints, we studied material in textbooks, such as [7], and also 
used our own experience in teaching UML and OO analysis and design. Figure 2 
illustrates a constraint from the UML domain, which checks whether the student has 
defined all the methods necessary for the current problem. The relevance condition 
identifies a method in the ideal solution (IS) and then checks whether the class it 
belongs to also exists in the student’s solution (SS). The student’s solution is correct if 
the satisfaction condition is met, when the matching method also exists in the 
student’s solution. The constraint also contains a message which would be given to 
the student if the constraint is violated.  

 

 
 

 

 
       

Fig. 2. Example of a domain constraint 

The student interface is shown in Figure 3. The problem text describes a situation 
that needs to be modelled by a UML class diagram. Students construct their 
individual solutions in the private workspace (right). They use the shared workspace 
(left) to collaboratively construct UML diagrams while communicating via the chat 
window (bottom). The private workspace enables students to try their own solutions 
and think about the problem before they start discussing it in the group. 

The group diagram is initially disabled. It is activated after a specified amount of 
time, and the students can start placing components of their solutions in the shared 
workspace. This may be done by either copying/pasting from private diagram or by 
drawing new components in the group diagram. The private and shared workspaces 
can be resized. The students need to select the component names from the problem 
text by highlighting or double-clicking on the words/phrases. The Group Members 
panel shows the team-mates already connected. Only one student, the one who has the 



 From Modelling Domain Knowledge to Metacognitive Skills 221 

pen, can update the shared workspace at a given time. The control panel provides two 
buttons to control this workspace: Get Pen and Leave Pen, and shows the name of the 
student who has the control of this area. The chat area enables students to express 
their opinions by selecting one of the sentence openers, and typing their statement.  

While all group members can contribute to the chat area and group solution, only 
one member of the group (i.e. the group moderator) can submit the group solution  
(by clicking on the Submit Group Answer button). The system provides feedback on 
the individual solutions, as well as on group solutions and collaboration. All feedback 
messages will appear in the frame located on the right-hand side of the interface.  

The domain-level feedback on both individual and group solutions is offered at 
four levels of detail: Simple Feedback, Error flag, Hint and All Hints. In addition, the 
group moderator has the option of asking for the complete solution, by clicking on 
Show Full Solution button. The collaboration-based advice is given to individual 
students based on the content of the chat area (i.e. sentence openers the students 
used), the student’s contributions to the shared diagram and the differences between 
student’s individual solution and the group solution being constructed. The system 
scales to a large number of participants and to large problem spaces. For more details 
on the interface and justification of using sentence openers, private workspace and 
turn taking, please refer to [2]. 

Fig. 3. COLLECT-UML Interface 

4   Modelling Collaboration 

Research on learning has demonstrated the usefulness of collaboration for improving 
student’s problem-solving skills. However, simply putting students together and 

Individual Chat

P

Group Diagram Feedback 
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giving them a task does not mean that they will collaborate well. Collaboration is a 
skill, and, as any other skill, needs to be taught and practised to be acquired. The goal 
of our research is to support collaboration by modelling collaborative skills. 
COLLECT-UML is capable of diagnosing students’ collaborative actions, such as 
contributions to the chat area and contributions to the group diagram, using an explicit 
model of collaboration. This collaboration model is represented using constraints, the 
same formalism used to represent domain knowledge. A significant contribution of 
our work is to show that constraint can be used not only to represent domain-level 
knowledge, but also higher-order skills such as collaboration. 

Our model of collaboration consists of set of 25 meta-constraints representing ideal 
collaboration. The structure of meta-constraints is identical to that of domain-level 
constraints: each meta-constraint consists of a relevance condition, a satisfaction 
condition and a feedback message. The feedback message is presented when the 
constraint is violated.  In order to develop meta-constraints, we studied the existing 
literature on characteristics of effective collaboration [5, 16, 17, 19], and also used our 
own experience in collaborative work. The collaborative teaching strategy is based on 
the socio-cognitive conflict theory [6]. According to this theory, social interaction is 
constructive only if it creates a confrontation between students’ divergent solutions. 
The meta-constraints are divided into two main groups: constraints that monitor 
students’ contributions to the group diagram (making sure that students remain active, 
encouraging them to discuss the differences between their individual diagrams and the 
group diagram, etc.), and constraints that monitor students’ contributions to the chat 
area and the use of sentence openers.  

Figure 4 illustrates two meta-constraints. The relevance condition of constraint 223 
focuses on aggregation relationships that exist in the student’s individual solution 
between certain classes, when the same classes also exist in the group solution (GS). 
For this constraint to be satisfied, the corresponding relationships should also appear 
in the group solution. If that is not the case, the constraint is violated, and the student 
will be given the feedback message attached to this constraint, which encourages 
them to discuss those relationships with the group, or add them to the group solution. 
Constraint 238 is relevant if the student has made a contribution to the chat area, and 
its satisfaction condition checks whether the student has typed a statement after using 
any of the available sentence openers. If not, it encourages them to provide more 
explanation as part of their contribution.  

In order to be able to evaluate meta-constraints, the system maintains a rich 
collection of data about all actions students perform in COLLECT-UML. After each 
change made to the group diagram, an XML event message containing the update and 
the id of the student who made that change, is sent to the server. Each chat message 
will also be sent to the server in the XML format. Histories of all contributions made 
to the shared diagram as well as the messages posted to the chat area are stored on the 
server. The meta-constraints are evaluated against these histories, and feedback is 
given on contributions which involve adding/deleting/updating components in the 
shared diagram, as well as contributions made to the chat area.   

5   Evaluation 

An evaluation study was carried out at the University of Canterbury in May 2006. The 
study involved 48 volunteers enrolled in an introductory Software Engineering  
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(223
  "Some relationship types (aggregations) in your individual  
   solution are missing from the group diagram. You may wish to  
   share your work by adding those aggregation(s)/discuss it with  
   other members." 
  (and (match SS RELATIONSHIPS (?* "@" ?rel_tag "aggregation"  
        ?c1_tag ?c2_tag ?*)) 
       (match GS CLASSES (?* "@" ?c1_tag ?*)) 
       (match GS CLASSES (?* "@" ?c2_tag ?*))) 
  (or-p (match GS RELATIONSHIPS (?* "@" ?rel_tag "aggregation"  
        ?c1_tag ?c2_tag ?*)) 
        (match GS RELATIONSHIPS (?* "@" ?rel_tag "aggregation"  
        ?c2_tag ?c1_tag ?*))) 
   "relationships" 
  (?rel_tag ?c1_tag ?c2_tag))  

 (238 
  "Ensure adequate elaboration is provided in explanations." 
  (match SC DESC (?* "@" ?tag ?text ?*)) 
  (not-p (test SC ("null" ?text))) 
  "descriptions" 
   nil)  

Fig. 4. Examples of meta-constraints 

course. The students learnt UML modelling concepts during two weeks of lectures 
and had some practice during two weeks of tutorials prior to the study. The study was 
conducted in two streams of two-hour laboratory sessions over two weeks. In the first 
week, the students filled out a pre-test and interacted with the single-user version. 
Doing so gave them a chance to learn the interface and provided us with an 
opportunity to assess their UML knowledge and decide on the pairs and moderators. 

At the beginning of the sessions in the second week, we told students what 
characteristics we would be looking for in effective collaboration (that was considered 
as a short training session). The instructions describing the characteristics of good 
collaboration and the process we expected them to follow were also handed out. The 
idea of providing students with such a script and therefore supporting instructional 
learning came from a recent study conducted by Rummel and Spada [16]. The 
participants were also given a screenshot of the system highlighting the important 
features of the multi-user interface (Figure 3). 

The students were randomly divided into pairs with a pre-specified moderator. The 
moderator for each pair was the student who had scored higher in the pre-test. The 
pairs worked on a relatively complex problem individually and joined the group 
discussion whenever they were ready – the group diagram was activated after 10 
minutes. At the end of the session, each participant completed a post-test and a 
questionnaire commenting on the interface, the impact of the system on their domain 
knowledge and their collaborative skills, and the quality of the feedback messages on 
their individual and collaborative activities.  

The experimental group consisted of 26 students (13 pairs) who received feedback 
on their solution as well as their collaborative activities. The control group consisted 
of 22 students (11 pairs) who only received feedback on their solutions (no feedback 
on collaboration was provided in this case). All pairs received instructions on 
characteristics of good collaboration at the beginning of second week. 



224 N. Baghaei and A. Mitrovic 

The total time spent interacting with the system was 1.4 hours for the control and 1.3 
hours for the experimental group. The pre-test and post-test each contained four multiple-
choice questions, followed by a question where the students were asked to design a 
simple UML class diagram. The tests included questions of comparable difficulty, 
dealing with inheritance and association relationships. The post-test also had an extra 
question, asking the participants to describe the aspects of effective collaborative 
problem-solving. The mean scores of the pre- and post-test are given in Table 1. The 
numbers reported for the post-test do not include the collaboration question. 

Table 1. Pre- and post-test scores   

Control                 Experimental   

Average s. d. Average s. d. 
Collaboration 22% 22% 52% 39% 

Pre-test 52% 20% 49% 19% 

Post-test 76% 25% 73% 25% 

Gain score 17% 28% 21% 31% 

There was no significant difference on the pre-test results, meaning that the groups 
were comparable. The students’ performance on the post-test was significantly better 
for both control group (t = 2.11, p = 0.01) and experimental group (t = 2.06, p = 
0.002). The experimental group, who received feedback on their collaboration 
performed significantly better on the collaboration question (t = 2.02, p = 0.003), 
showing that they acquired more knowledge on effective collaboration.  We also 
calculated the effect size for the question about collaboration. The common method to 
calculate it is to subtract the control group’s mean score from the experimental 
group’s mean score and divide by the standard deviation of the control group. Using 
this method, the effect size on student’s collaboration knowledge is very high: 
(Average collaboration exp – Average collaboration control)/ s.d. control = 1.3. 

The experimental group students contributed more to the group diagram, with the 
difference between the average number of individual contribution for control and 
experimental group being statistically significant (t = 2.03, p = 0.03). The meta-
constraints generated collaboration-based feedback 19.4 times on average for the 
experimental group (for each student). 

We have also analyzed the students’ individual log files, in order to identify how 
students learnt the underlying domain concepts in the second week. Figure 5  
illustrates the probability of violating a domain constraint plotted against the occasion 
number for which it was relevant, averaged over all domain constraints and all 
participants in control and experimental groups. The data points show a regular 
decrease, which is approximated by a power curve with a close fit of 0.78 and 0.85 for 
control and experimental groups respectively, thus showing that students do learn 
constraints over time. The probability of 0.21/0.23 for violating a constraint on the 
first occasion of application has decreased to 0.09/0.12 at its eleventh occasion, 
displaying a 61.9%/47.8% decrease in probability for the control/experimental group 
respectively. Figure 6 illustrates the learning curve for meta-constraints only (for the 
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Fig. 5. Probability of domain constraint violation for individuals in control and experimental 
group 

experimental group). There is also a regular decrease, thus showing that students learn 
meta-constraints over time. Because the students used the system for a short time 
only, more data is needed to analyze learning of meta-constraints, but the trend 
identified in this study is encouraging. 

The participants were given a questionnaire at the end of the session to determine 
their perceptions of the system. Most of the participants (61% of control and 78% of 
experimental group) responded they would recommend the system to other students. 

The students found the 
interface easy to learn and use 
and enjoyed working with a 
partner. The comments we 
received on open questions 
show that the students liked 
the system and thought it 
improved their knowledge, 
and also pointed out several 
possible improvements.  

                                                                                        
 

6   Conclusions 

CBM has previously been used to effectively represent domain knowledge in several 
ITSs supporting individual learning. The contribution of this research is the use of 
CBM to model collaboration skills, not only domain knowledge. We described the 
process of extending COLLECT-UML, an ITS for UML class diagrams, to support 
collaboration.  
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The system’s effectiveness in teaching good collaboration and UML class 
diagrams was evaluated in a classroom experiment. The results of both subjective and 
objective analysis proved that COLLECT-UML is an effective educational tool. The 
experimental group students acquired more declarative knowledge on effective 
collaboration, as they scored significantly higher on the collaboration test. The 
collaboration skills of the experimental group students were better, as evidenced by 
these students being more active in collaboration, and contributing more to the group 
diagram. All students improved their problem-solving skills: the participants from 
both control and experimental group performed significantly better on the post-test 
after short sessions with the system, showing that they acquired more knowledge on 
UML modelling. Finally, the students enjoyed working with the system and found it a 
valuable asset to their learning.  

The results, therefore, show that CBM is an effective technique for modelling and 
supporting collaboration in CSCL environments. 
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Abstract. We present a study exploring the promise of developing computa-
tional systems to support the discovery and execution of opportunistic activities 
in mobile settings. We introduce the challenge of mobile opportunistic plan-
ning, describe a prototype named Mobile Commodities, and focus on the con-
struction and use of probabilistic user models to infer the cost of time required 
to execute opportunistic plans.  

1   Introduction 

We believe that computing systems may one day provide great value to people by 
continuing to identify feasible plans for achieving standing goals in an opportunistic 
manner—in stream with ongoing activities. We shall explore here the promise of 
developing methods that can make people aware of opportunities and means for 
achieving goals in mobile settings. The fundamental idea is straightforward: During 
the progression of a planned trip, we consider a set of standing goals and precondi-
tions specified by a mobile traveler, perform a search over a space of feasible way-
points for satisfying the goals, and seek to identify and alert the traveler about options 
for achieving one or more standing goals at minimal cost.   

We present a prototype system, named Mobile Commodities (MC), which performs 
a search over the locations of shops, points of interest, and services, and then deliber-
ates about the time and distance added to trips that include waypoints through these 
locations. MC attempts to minimize the cost of acquiring a product, service, or  
experience, including a consideration of the cost of time required to include the goal-
satisfying waypoint. The MC prototype consists of three programs, one running as a 
client application on Windows Mobile Pocket PC that accesses GPS information via a 
Bluetooth puck, the second program running as a desktop companion for assessing 
preferences, configuring and inspecting policies, and the third, a server-based system 
that engages in two-way communication with mobile devices via GPRS.    

We review the challenge of mobile opportunistic planning, and discuss how dis-
tinct subproblems are addressed by different components of MC. We shall focus on 
the key problem of finding the time to carry out unplanned activities opportunisti-
cally, when such activities are overlayed on the execution of existing plans. We pre-
sent details on the construction and evaluation of probabilistic user models to infer the 
context-sensitive cost of allocating time to satisfying additional goals, and describe 
how the models are used in MC to guide the search for opportunistic plans. 
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2   Opportunistic Planning Challenge  

Performing background analyses to identify feasible opportunistic plans requires (1) a 
means for encoding background goals, (2) a method for generating feasible plans for 
achieving such goals, and (3) a method for evaluating the economic value of alternate 
plans. A critical aspect of the economic value of opportunistic plans is the context-
sensitive cost of the additional time required to satisfy secondary goals. We shall 
focus on predictive user modeling of the cost of time in Section 3. 

Figure 1 displays the main components of mobile opportunistic planning that re-
flect the core competencies implemented in the MC prototype.  The destination analy-
sis component ascertains the intended destination of a user in motion.  Methods for 
identifying a driver’s destination includes (1) acquiring the destination from a user, 
(2) using user-specified rules that identifies a destination from a set of previously 
encoded set destinations classified by time of day and day of week, (3) use of a loca-
tion linked to a forthcoming meeting, drawn from an online calendar, and (4) the 
inference of a probability distribution over forthcoming destination based on a 
driver’s partial trajectory. We have explored the use of all four methods in MC.  
Space limitations limit our review of probabilistic models of destinations here; we 
refer readers to detailed discussion in [5].  The current implementation of MC allows 
users to specify destinations directly, to specify destinations as a function of the time 
of day and day of week, or to use the locations of forthcoming meetings drawn from 
an electronic calendar.  
 
 
 
 
 
 
 

 
 
 
 
        
 
 
 
 

 
 

 

Fig. 1. Flow of analysis for mobile opportunistic planning implemented within the Mobile 
Commodities (MC) prototype   

 
A second component of MC contains a representation of standing, background 

goals asserted by users and the preconditions that specify when goals should be acti-
vated. We formulated a sample ontology of products and services and we seeded the 
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system with several classes of products, services, and social goals. Products and ser-
vices encoded in the system include such goals as obtaining groceries, gasoline, 
meals, haircuts, and oil changes. Users can specify specific retailers or service provid-
ers by name. Social goals allow for the specification of locations of friends and  
family. For each goal, we allow users to specify preconditions on a form that defines 
when the goal should be activated.   

Users can express policies in terms of recurrent needs to acquire items that require 
cyclic replenishment or satiation. For example, for the goal of refueling their vehicles, 
users can specify a threshold amount of gasoline remaining in their car’s fuel tank. 
When the amount of gas remaining drops below the threshold level, a background 
search for opportunities to seek gasoline is triggered. The frame-based specification 
of a policy for purchasing gasoline allows users to include the capacity of their fuel 
tank, the average miles per gallon, and the fuel remaining. Figure 2a shows a view of 
the goals and conditions specification tool for the goal of refueling. For recurrent 
goals such as replenishing groceries or getting haircuts, users provide a target duration 
between each purchase or receipt of service. Goals and preferences are specified via 
the MC desktop program, which synchronizes with a server that communicates with 
the MC mobile application.  

A geospatial search component identifies locations that can satisfy active goals.  
MC uses the Microsoft MapPoint database to identify locations of shops and services.  
This subsystem takes the user’s current location and target destination, computes an 
efficient route to the destination, then identifies candidate locations that can satisfy 
the active goals should they be added as waypoints on the way to the destination. For 
enhancing the tractability of MC’s search, we limit the number of locations of oppor-
tunistic waypoints to those within a maximal tolerated distance of locations from 
points on the expected path that a user will take.  

We will highlight the operation of MC with the example of the system computing 
recommendations for opportunistic gasoline purchases. The MC server has access to 
all of the gas stations in the Seattle area via the MapPoint database. The system also 
has access to a gasoline pricing service being developed at our organization. The 
service provides prices updated daily for all stations in major cities. Figure 2b shows 
the locations of gas stations in the Greater Seattle region. Figure 2c shows the overlay 
of prices for different qualities of fuel.   

The planning component attempts to satisfy active goals and to minimize the cost 
of diverging from the efficient path to the primary destination. The planner also per-
forms an economic analysis, seeking to minimize the expected cost of satisfying ac-
tive goals. The planner first examines the efficient path of the user to their primary 
destination and considers active goals and their associated candidate locations. It then 
performs an exhaustive search over alternate routes that include locations that satisfy 
goals as waypoints on the path to the destination. For each path, it caches the path, the 
goals satisfied, the available prices of the desired items or services available at the 
waypoints, a set of directions that routes the driver from the current location through 
the identified locations, and the total number of miles and time required for each 
modified route. The economic analysis subsystem provides a context-sensitive cost of 
time for the user, and seeks to minimize the total cost to the user of diverting off of 
the most efficient path to the primary destination, based on the additional costs of 
time and of transportation.   
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                (a)                                                (b)                                                 (c) 

Fig. 2. a: Form within the desktop MC client that allows users to specify goals and precondi-
tions, focused here on the gasoline purchase example; b: view of filling stations for the Seattle 
area; c: overlay of current prices for fuel by type of fuel at each location 

3   Considering Cost of Divergence 

It is not always possible to take time out, even if only a short time, to add a new desti-
nation to a trip—especially in opportunistic situations, where time may not have been 
allocated ahead of time for making stops. Informal interviews with potential users of 
MC highlighted the need for opportunistic planners to represent and reason in a so-
phisticated manner about the cost of time and other additional travel costs, consider-
ing the preferences of the users they support. We pursued the challenge of endowing 
the MC with a sense for the cost of time in different contexts.  

A user’s time is indeed a precious and limited resource—in many cases the most 
precious resource handled by the opportunistic planner. Reasoning about the cost of 
time is especially important in a system designed to trade off increasing amounts of 
distance and time on a trip for accessing increasingly better “deals.” We focused on 
methods that could allow MC to consider the cost of arriving at a primary destination 
later than an initially intended or target arrival time.   

In the general case, the planner needs to consider multiple properties of a destina-
tion and the overall context to assign a cost of delay associated with an unplanned 
stop. We explored the use of the Microsoft Outlook calendar as a means for represent-
ing and accessing properties of destinations. We view the use of an online calendar as 
a transitional representation for context and forthcoming events; we foresee future 
versions of MC relying on richer representations of patterns of daily activity. Beyond 
using the calendar in a standard way to represent business appointments and special 
social events, MC users set up recurrent appointments that capture daily patterns of 
activity, such as target times for arriving at work and for returning home. We gave the 
MC desktop application the ability to access such daily life events and more tradi-
tional appointments via an interface to Microsoft Exchange. 

3.1   Assessment of Costs of Time 

The computation of the cost of time in MC makes use of several assessments that are 
used in conjunction with probabilistic inference to generate the expected costs of time 
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under uncertainty about context. We found that the assessments and training required 
approximately a half-hour session of working with forms generated by the MC desk-
top client. Users first indicate on a seven-day by twenty-four hour spreadsheet-style 
palette, swaths of time associated with a low, medium, or high cost of arriving at a 
destination after a target arrival time. Users then directly assess a cost of time in dol-
lars per hour for each of the three states. As we shall see, these background costs are 
considered by MC when no information is noted on a user’s calendar. Users also 
assess costs of delay for contexts where a calendar is showing a forthcoming ap-
pointment. Users are asked to also consider appointments as being associated with 
low, medium, and high costs contexts, and assess a similar cost of delayed arrival for 
each of the contexts. Users can optionally enter a tardy penalty, a dollar value repre-
senting what users would be willing to pay to avoid being late at all. After assessment 
of background and meeting-centric time costs, the MC desktop application uploads a 
database of costs by time to the MC server.  The server application uses these costs in 
doing cost analysis during opportunistic planning. 

3.2   Learning Predictive Models for the Cost of Time 

MC includes a subsystem for constructing probabilistic user models that are used at 
run time to infer context-sensitive costs of delays. The user models in MC infer (1) 
the probability that a meeting is associated with a low, medium, or high cost context, 
and (2) the probability that a target time drawn from a forthcoming appointment on 
the user’s calendar is relevant. The first step in building the predictive models is that 
extraction of a time-sorted list of appointments from a user’s online calendar.   
    A form displaying the list is composed for user tagging. The form contains two sets 
of radio selection buttons, adjacent to each appointment item. Users indicate for each 
meeting whether it is appropriate to consider the start time listed in the appointment 
as a relevant deadline, and, if so, whether the meeting should be associated with a 
high, medium, or low cost of being late. Given a database of tagged appointments, the 
system prepares a training set composed of appointments annotated with tags from the 
users, and also a set of properties associated with each Outlook appointment.  The 
properties include the day and time of the appointment, meeting duration, strings from 
the subject and location fields, information about the organizer, the number and na-
ture of the invitees, the response status of the user to an online invitation, whether the 
meeting is a recurrent meeting or not, and whether the time was marked as busy ver-
sus free on the user’s calendar.  We also include the role of the user, whether the user 
was the organizer of the meeting versus listed as a required or optional attendee by 
another organizer.  We employ the Microsoft Active Directory service to recognize 
and annotate organizational relationships among the user, the organizer, and the other 
attendees. As an example, the system recognizes whether the organizer and attendees 
are peers, managers, or direct reports. Finally, we note whether the attendees, organ-
izer, or location is “atypical” given the other meetings in the users data base; that is, 
we identify whether they are present in less than a predefined small fraction of all 
meetings in the training set.   

Given the library of cases, the desktop MC application employs Bayesian structure 
learning to build Bayesian networks that predict relevancies and cost-of-delay func-
tions. The system constructs models by performing heuristic search over feasible 
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probabilistic dependency models, guided by a Bayesian score to rank candidate  
models.  The Bayesian structure search method we use employs both global and local 
search [2,3]. For each variable, the method creates a tree containing a multinomial 
distribution at each leaf, exploiting the local structure search methods.  

 

 

Fig. 3. Bayesian model learned from library of tagged appointments. The model predicts rele-
vancy of target times and the cost function associated with arrival after the specified start time. 

A sample predictive model for the cost of time constructed from training data from 
a subject testing the MC system is displayed in Figure 3. The subject tagged appoint-
ments from February 21, 2005 to March 4, 2006, a task which took the subject ap-
proximately 45 minutes. We performed a holdout cross validation, using 85 percent of 
the case library for training the model, and the remaining 15 percent of data to test the 
predictive accuracy of the models on the remaining 15 percent of holdout data. Target 
variables for the association of a deadline with the start of an appointment and the 
cost of being delayed are highlighted as circled nodes. Table 1 displays the accuracies 
of the inferences about the likelihood of deadlines being associated with calendar 
items and the probability distribution over the meeting being in the class of low, me-
dium, or high cost of arriving after the target arrival time. The table displays signifi-
cant predictive lifts over the marginal models for both of these inferences, showing 
the value of using the model over background statistics. 

Table 1. Classification accuracy of predictive model when tested on a holdout set. The accu-
racy of the respective marginal models are listed beneath the accuracies of the learned models 

 
Relevant deadline Cost of delayed arrival 

Learned model 0.90 0.88 
Marginal model 0.52 0.44 
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3.3   Integrating Cost of Time into Opportunistic Planning 

Adding waypoints to a pre-existing trip in an opportunistic manner adds time and fuel 
costs to an overall trip. Reasoning about the best options for addressing background 
goals requires computing the additional costs for each plan option. In the simple, non-
probabilistic case, we consider the additional time and miles incurred with the diver-
gence off the most efficient path for each opportunistic plan.  We refer to this cost as 
the cost of divergence (CD) associated with each candidate plan.  

MC makes use of the inferences from the predictive model to generate the cost of 
diverging from the ideal route to the destination. The analysis considers (1) the as-
sessed background default cost of time in different situations, (2) inferences from the 
predictive model, based on the properties of a forthcoming appointment, about the 
probability distribution over the cost of arriving at progressively later times after a 
target start time, and (3) the likelihood that the target start time of an active appoint-
ment is relevant. We use these quantities to compute the expected cost of divergence 
(ECD) associated with any amount of time and/or distance added to the trip by con-
sidering the costs associated with the deadline relevant and not relevant situations, 
and combining the two situations together weighted by the likelihood of relevance and 
its complement.   

We focus now on details of how the predictive model is used in MC to compute the 
cost of divergence. We shall use Sb and Sa to refer to background, non-appointment 
situations and special appointment contexts, respectively. We use Δd to refer to the 
additional miles associated with the plan and Δt to refer to the additional time of the 
trip due to the inclusion of one or more opportunistic waypoints to achieve standing 
goals, in addition to the estimate of the time required to execute the goal once at  
the appropriate location. We decompose Δt into the time until a target time, tb, and the 
time, ta, that falls after the target start time. For the case where the time for executing 
the modified travel plan leads to arrival after the target time, the cost is the sum of the 
background time cost incurred before the deadline, C(Sb,tb), the penalty for arriving 
after the target time, Cp(Sa, ta>0), and cost of arriving at the primary destination at 
increasingly later times after the target time has passed, C(Sa,ta). MC also considers 
the additional transportation costs (fuel and wear and tear on the vehicle), Cf, associ-
ated with the divergence from the efficient path to the primary destination. This trans-
portation cost, Cf(Δd) is a function of the difference in distance in miles between the 
opportunistic plan and the primary trip, Δd, for each plan. Si

a  refers to the cost  
context (low, medium, and high) for an active target time. 

We use p(A|E) to refer to the probability that a deadline for the appointment A is 
relevant conditioned on evidence E, a set of properties of a forthcoming appointment 
Sa. The probability that a deadline is not relevant is simply the complement,  
1- p(A|E). For the case where the deadline is not relevant, the cost of time is just the 
background default cost based on the default context or situation, C(Sa,Δt). For the 
case where the deadline is active, we have the background time cost incurred before 
the deadline, C(Sb, tb), the penalty for being tardy, Cp(Sa, ta>0), and the growing cost 
of lateness, capturing the increasing cost with arriving late for the appointment, C(Sa, 
ta).  MC is uncertain as to the cost functions associated with arriving after the target 
times associated with specific appointments, so the system computes an expectation 
by summing over the probability distribution of time cost functions inferred by the 
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predictive model. Putting these terms together, weighting the influences of the ap-
pointment and non-appointment scenarios by the appropriate likelihoods, and adding 
the transportation cost, we compute the ECD for each alternate route as, 
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where p(Si
a|E) is the probability that each appointment cost context (low, medium, 

and high) is active. The costs of divergence described in this section are used to  
identify the best opportunistic plans in the MC prototype. 

4   Operation of MC  

When MC users get into their automobiles, the MC mobile client recognizes a  
Bluetooth puck in the car. A signal is sent from the mobile device to the MC server, 
identifying the server that the user is beginning a trip. Let us consider the example of 
opportunistically purchasing gasoline. When MC begins to work to satisfy the goal of 
identifying a best location to purchase gasoline, the system executes a cycle of analy-
sis on the server every 10 minutes. In each cycle, the system identifies the driver’s 
location.  When planning is active, the server component accesses the user’s assess-
ments of the cost of time for the default period of time and for appointments.  The 
system also accesses a database of the user’s forthcoming appointments and examines 
the appointment properties.  It then computes the cost of time with Equation 1.   
    For each cycle of opportunistic planning, the server application first computes an 
ideal path from the user’s current location to the assumed destination, using the Map-
Point route planner. As an example, when the gasoline goal is active, the application 
identifies all filling stations within the greater Seattle region and loads current gas 
prices. The system exhaustively searches through alternative routes from the current 
location to the destination, going through each candidate waypoint.  

For each candidate route and waypoint, a divergence in miles and time for the new 
route, by taking the difference in miles and in time associated with the new trip and the 
original trip, as well as the cost assumed for the time required to stop and fill up. An 
overall dollar value cost of divergence is computed for each candidate trip. This cost is 
added to the cost of the intended purchase, computed as the price of the gas and the 
number of gallons required to fill the driver’s tank.  The system then prioritizes the 
alternate routes from low net cost to higher costs and sends the top five candidates to 
the MC mobile client, along with summary information about each candidate, includ-
ing turn-by-turn directions for each. The directions divert the user off of the current 
path through the way point and then back to the final destination. Drivers can configure 
an alerting policy to limit the number of notifications during each trip. 

To illustrate how MC operates, we present screens generated by a visualization 
utility that we created to step through the results of MC’s searches. The system dis-
plays the original route, as well as candidate routes and locations for purchasing gas 
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Fig. 4. Top: Portion of MC’s deliberation about the best waypoint to stop for fuel. Three alter-
nate plans of the larger search space that satisfy the goal are displayed. Bottom: Economic 
summary of the cost of diverging from the route to the primary destination for best plan.  

    

Fig. 5. Mobile views of a notification about a best candidate for opportunistic fueling 

ordered from lowest cost to highest cost candidates. The top portion of Figure 4 shows a 
sequence of views displayed by the system. Each view shows a candidate opportunistic 
plan. A summary of the divergence analysis, including the net cost, as well as breakouts 
for the cost of time and for the purchase, is displayed for each candidate plan. A sum-
mary analysis is displayed in the lower portion of Figure 4. Views rendered on a proto-
type MC mobile client of a notification about an opportunity, and of the directions for 
the path including the recommended waypoint, are displayed in Figure 5.  
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5   Related Work 

Several prior studies are relevant to the work on MC.  Patterson, et al. [6] examined 
an application that identifies when cognitively compromised people have likely 
strayed off of expected paths, and that works to route them back to a primary destina-
tion. Bohnenberger, et al. explored the recommendation of paths through a shopping 
mall based on representations of shoppers’ interests [1]. In other related work, Hor-
vitz, et al. [4] described the use of machine learning from tagged case libraries of 
Outlook appointments to construct probabilistic models to predict whether users will 
attend meetings or not and models of the cost of interruption for those meetings. 

6   Summary and Directions 

The Mobile Commodities project has focused on identifying challenges and opportuni-
ties for building opportunistic planning systems that work continuously to address 
goals encoded by people. We presented methods and models used in MC, a prototype 
that highlights key components and challenges with mobile opportunistic planning. On 
future directions, we are pursuing four extensions: (1) bundling of opportunities and 
simultaneous search over multiple goals, coupled with an exploration of more sophisti-
cated planning techniques to address the combinatorial challenges; (2) integration of 
destination prediction services and the generalization of the methods by considering 
probability distributions over drivers’ destinations, (3) moving to a more comprehen-
sive cost-benefit analysis of opportunities, including the development of the ability to 
learn over time to recognize special offers and anomalously low prices, and (4) devel-
opment of pricing systems and mechanisms that allows retailers to post standing and 
time-limited offers to people in a manner sensitive to preferences and context, poten-
tially negotiating directly with peoples’ opportunistic planners. We hope that our initial 
efforts will stimulate the user modeling community to focus more attention on chal-
lenges with mobile opportunistic planning.  We see great opportunities ahead. 
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Abstract. Many studies have investigated personalized information presenta-
tion in the context of mobile museum guides. In order to provide such a service, 
information about museum visitors has to be collected and visitors have to be 
monitored and modelled in a non-intrusive manner. This can be done by using 
known museum visiting styles to classify the visiting style of visitors as they 
start their visit. Past research applied ethnographic observations of the behav-
iour of visitors and qualitative analysis (mainly site studies and interviews with 
staff) in several museums to define visiting styles. The current work validates 
past ethnographic research by applying unsupervised learning approaches to 
visitors classification. By providing quantitative empirical evidence for a quali-
tative theory we claim that, from the point of view of assessing the suitability of 
a qualitative theory in a given scenario, this approach is as valid as a manual 
annotation of museum visiting styles. 

1   Introduction 

The museum environment is an attractive arena in which to develop and experiment 
with ambient intelligence in general and personalized information delivery in particu-
lar. Many studies have investigated personalized information presentation in the con-
text of mobile museum guides [1]. Regarding the user characteristics that need to be 
modelled, most approaches focus on history of interaction and user interests. For 
example, the GUIDE system presented in [2] adapts web-like presentations by adding 
information about nearby attractions that might be interesting for the visitor of a city. 
The HIPPIE system proposes personalized tours in a museum by maintaining a model 
of user interests and knowledge [3]. The REAL system [4] adapts route descriptions 
according to the actual user position, the limited technical resources of the device, and 
the cognitive resources of the user. In the context of the PEACH project [5] a spread-
ing activation technique applied on a domain knowledge-base was implemented to 
predict the interest in concepts related to those for which the system received explicit 
feedback from the user.  

Knowledge-related features are not, however, the only sources of information  
that are worth considering for modelling a museum visitor. For example, Petrelli and 
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Not [6] suggest taking into consideration whether the user is visiting the museum 
alone or with companions, whether she is a first-time or a recurrent visitor, and so on.  

Behavioural traits have also been taken into consideration. Sparacino [7] proposed 
categorization of user types into three main categories: (i) the greedy visitor who 
wants to know and see as much as possible; (ii) the selective visitor who spends time 
on artefacts that represent certain concepts only and neglects the others; and (iii) the 
busy visitor who prefers strolling through the museum in order to get a general idea of 
the exhibition without spending much time on any exhibits.  Her application employs 
Bayesian networks to model both the user (interest and style) and the appropriateness 
of the guide’s content (length and order). 

The same categorization of user types is also used by Hatala and Wakkary [8] to-
gether with an ontology-based model of the interests.  In both these papers, the valid-
ity of such a scheme is justified through qualitative analysis, mainly site studies and 
interviews with staff at various museums.   

In this paper, we will focus on the classification of the visiting style proposed by 
the ethno methodologists Veron and Levasseur [9]. Starting from ethnographic obser-
vations of the behaviour of a number of visitors in several museums, they argued that 
visitors’ movements may be compared to the behaviour of four “typical” animals, and 
they proposed using this strategy as a way of classifying the “style” of a visitor. Spe-
cifically, they suggests that the ANT visitor tends to follow a specific path and spends 
a lot of time observing almost all the exhibits; the FISH visitor most of the time 
moves around in the centre of the room and usually avoids looking at exhibits' details; 
the BUTTERFLY visitor does not follow a specific path but rather is guided by the 
physical orientation of the exhibits and stops frequently to look for more information; 
finally, the GRASSHOPPER visitor seems to have a specific preference for some pre-
selected exhibits and spends a lot of time observing them while tending to ignore the 
others. Of course, it might be expected that a given visitor can change her behaviour 
during a long visit, and it is also possible that the style is affected by the specific  
interests.  

The first attempt to exploit this classification as part of a user model for a mobile 
guide was in the HIPS project (see mainly [10]) where a Recurrent Artificial Neural 
Network (ANN) was trained to recognize the visiting style of a visitor given her inter-
action history. This model was then employed for selecting and tailoring information 
to the visitor [11]. Although most of the ideas tested experimentally in HIPS under-
went user evaluation, the very idea of the existence of visiting styles was taken for 
granted relying on the qualitative analysis of the original work. 

Chittarro and Ieronutti [12] employed Veron and Levasseur's classification in the 
context of a tool that visualizes users’ behaviours in a virtual environment. Their use 
of the visiting styles was based on qualitative analysis and, again, they did not evalu-
ate the existence of these classes. 

In this paper, we are trying to take a step back; we would like to discuss a method-
ology for validating empirically Veron and Levasseur’s model of visiting style. We 
used log files of 140 visitors exploring a frescoed room with a multimedia museum 
guide to provide quantitative-based evidence that museum visitors’ behavior may 
effectively be classified according to Veron and Levasseur’s model. We used two 
unsupervised learning techniques (K-means and Auto-Associative ANN) to cluster 
the visitors’ behaviours. The clustering produced by both techniques may be assumed 
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to characterize Veron and Levasseur’s four animals. An agreement analysis conducted 
on the classifications schemes determined by clustering membership revealed a high 
level of agreement between the two techniques. 

This work is intended to complement Veron and Levasseur's ethnographic study by 
providing empirical evidence for it as well as to provide information in a principled 
way for further research on user modelling. Our claim, as discussed in the last section, 
is that this approach may complement—if not replace—reliability analysis of obser-
vation schemes derived from qualitative research such as Veron and Levasseur’s. 

2   Data Collection and Preparation 

In the context of a user study of a multimedia mobile guide [13], 143 regular visitors 
to Torre Aquila1 in Trento were invited to test the system. Each visitor was requested 
to visit Torre Aquila with a multimedia guide (although adaptive guides were experi-
mented in Torre Aquila [14], a non-adaptive version was employed for this study). 
Among the subjects, 61 were males and 82 females.  Their age ranged from 20 to 79 
years (mean=47, median=50, std.dev=15.9).  All were recruited at the entrance of the 
museum and received a free ticket to visit the castle as a reward for participating in 
the data collection.  

Out of the 143 visit logs, 140 were used for this study; the rest had various errors 
that prevented their use. The average visit time was 22 minutes, and average time 
spent in front an exhibit was 4 minutes with standard deviation of 70 seconds. The 
system automatically logged the visitors’ movements in the space (by means of IR 
sensors) and all their interaction with the museum visitors’ guide. 

Since we are interested—at this stage—in analyzing the visitors’ behavior rather 
than in predicting the visiting style from the interaction history, we used measures 
relating to the entire visit rather than temporal-based indices. The measures used for 
the analysis were the average time spent at each position, the percentage of exhibits 
visited, a numerical representation between 0 and 1 of the order of the visit (where 1 
means that the visitor spent some time on each exhibit and 0 that she did not stop at 
any exhibit), and a combined description of visitors’ behavior, taking into account 
interaction and whether or not visitors played fully through complete presentations. 
Further, four cumulative measures were defined considering the percentage of the 
visit for which the visitor was: (A) interacting with the guide (i.e., asking for more 
information), but not reaching the conclusion of the presentations; (B) interacting and 
reaching conclusions; (C) not interacting and not reaching conclusions; and (D) not 
interacting but reaching conclusions. 

Data pre-processing generated 140 7-dimensional vectors including the average 
time, visit order and completeness, and the percentage of the visit for which the visi-
tor’s behavior was according to each of the four types (checking for each and every 

                                                           
1 Torre Aquila is a tower at the Buonconsiglio Castle in Trento, Italy where a fresco called “The 

Cycle of the Months,” a masterpiece of the gothic period, is to be found. This fresco, painted 
in the Fifteenth Century, covers all fours walls of a room in the tower and illustrates the ac-
tivities of aristocrats and peasants throughout the year. The museum guide used to collect visi-
tor data is one of the many prototypes developed in the PEACH project; for more details  
see [14]. 
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position whether the visitor interacted with the system or not and whether he/she 
viewed complete presentations or not and then calculating the ratios). 

3   Analysis of Museum Visitors’ Behavior  

The visit logs representation was used as an input to an auto-associative ANN and to a 
K-means clustering algorithm, both of which clustered the data into four clusters in 
order to validate the Veron and Levasseur classification and see if their visitors’ types 
might be identified. 

3.1   Unsupervised Learning with Auto-Associative ANN 

Artificial neural networks are used to form data-driven models. In order to perform 
unsupervised learning, an auto-associative ANN (AA-ANN), in which the “targets” 
are identical to the inputs, was used. If the trained AA-ANN succeeds in replicating 
the inputs as outputs, it means that the hidden neurons are encoding the essential in-
formation “distilled” from the inputs features. In most cases the outputs of the hidden 
neurons are close to either one or zero [15]. Thus all examples that generate the same 
hidden neurons output pattern are deemed to belong to the same cluster. 

Table 1. ANN clustering results 

Cluster # of cases Av T   A      B      C      D      Order   Completeness 

1 53 1.22 0.45 1.81 0.14 0.24 1.00 1.02 

2 36 0.93 0.24 0.42 0.49 2.97 1.03 1.02 

3 15 0.74 0.77 0.18 5.68 1.07 0.99 0.96 

4 36 0.84 2.69 0.72 0.84 0.14 0.97 0.97 

As explained above, the data consisted of 140 visit summary examples with seven 
visit attributes named: AvT (Average time), A, B, C, D, Order (of the visit) and Com-
pleteness (percentage of frescos visited).  The AA-ANN used was a fully-connected, 
feed-forward ANN of two hidden neurons and seven output neurons, each having the 
sigmoidal transfer function, which was presented with the dataset with the seven input 
variables and the identical values as targets. The input data were preprocessed by 
subtracting the mean value of each attribute column, and dividing by the standard 
deviation of each column. These values were further re-scaled to the 0.1-0.9 range to 
serve as the AA-ANN targets. The training was done by the Guterman-Boger set of 
algorithms that starts with non-random connection weights and employs proprietary 
algorithms for avoiding entering, and escaping from, local minima encountered dur-
ing the training [16, 17]. The “binary” pattern of the hidden neurons was used for 
clustering [18]. The average attribute values of the examples in each cluster were 
divided by the average of the attribute values of the full dataset. The results are shown 
in Table 1. 

The ratios of the attributes that are higher than 1.5 are marked bold, and those with 
ratios smaller than 0.5 are underlined. It can be seen that cluster # 1 has a high ratio of 
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the B variable, cluster # 2 has a high ratio of variable D, cluster # 4 has a high ratio of 
variable A, and cluster # 3 has a high ratio of attribute C. The attributes Av T, Order 
and Completeness apparently do not contribute much to the clusters’ formation, al-
though it may be that cluster 1 may have a somewhat higher mean Av T. 

Hence Cluster 1 seems to correspond to an ANT type (long, ordered and interac-
tive, and gets complete presentations) and cluster 3 corresponds to a FISH type  
(short visit, without getting complete presentations). Cluster 2 corresponds to a 
GRASSHOPPER (tends to get more complete presentations than BUTTERFLY) and 
cluster 4 to a BUTTERFLY (less ordered and does not get complete presentations). 
After the clustering, we also used an ANOVA [19] with the clusters identified as a 
factor and the cumulative indexes outlined above as dependent variables. Significant 
differences were found at p < 0.001 along all the variables except Order and Com-
pleteness. Table 2 summarizes the results. 

Table 2. One-way ANOVA on the ANN clusters 

Sum of Squares df Mean Squares F sig.
Avg Time Between Groups 282415.70 3 94138.55 30.36 0.00

Within Groups 421751.20 136 3101.11
Total 704166.90 139

A Between Groups 6.13 3 2.04 90.50 0.00
Within Groups 3.07 136 0.02
Total 9.19 139

B Between Groups 12.55 3 4.18 137.53 0.00
Within Groups 4.14 136 0.03
Total 16.69 139

C Between Groups 2.76 3 0.92 68.26 0.00
Within Groups 1.83 136 0.01
Total 4.59 139

D Between Groups 11.87 3 3.96 188.04 0.00
Within Groups 2.84 136 0.02
Total 14.70 139

Order Between Groups 0.07 3 0.02 1.52 0.21
Within Groups 1.96 136 0.01
Total 2.02 139

Completeness Between Groups 0.06 3 0.02 1.55 0.20
Within Groups 1.87 136 0.01
Total 1.93 139  

 
A Bonferroni [20] post-hoc analysis validated the analysis of the ANN results 

above and showed that: 

• Visitors in cluster 1 take more time than visitors in the other clusters when 
visiting the exhibits; they are less “A” than 4; they are more “B” than all the 
others; they are less “C” than 3 and less “D” than 2 and 3. Therefore visitors 
in clusters 1 exhibit the traits of the visitors’ style defined as ANT; 

• Visitors in cluster 2 take less time than 1 but more than 3; they are less “A” 
than 4; they are less “B” than 1 and 4; they are less “C” than 3 and  more 
“D” than 1,3 and 4; therefore visitors in cluster 2 may be ascribed to the visi-
tors’ style defined as GRASSHOPER (i.e., closer to an ant than to a fish) 
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• Visitors in cluster 3 take less time than 1 and 2; they are less A than 4; they 
are less “B” than 1 and 4; they are more “C” than all the others and more 
“D” than 1 and 4 but less than 2; therefore they belong to FISH;  

• Finally, visitors in cluster 4 take less time than 1; they are more “A” than all 
the others; they are less “B” than 1 but more than 2 and 3; they are less “C” 
than 3 and less “D” than 2 and 3; they appear to belong to the style 
BUTTERFLY (i.e., closer to a fish than to an ant).  

3.2   Unsupervised Learning with K-Means  

As an alternative way of clustering the cumulative measures, we employed the  
K-means algorithm [21].  

In order to reduce the number of variables, we ran a Factor analysis (Principal 
Components Analysis with varimax rotation). The results showed that 81% of the 
variance can be explained by 4 factors while Order and Completeness show very  
low correlation with any factor. Table 3 shows the contribution of the cumulative  
variables on the four principal factors. 

Table 3. Component matrix extracted by the PCA 

1 2 3 4
Average Time 0.824 0.143 -0.045 -0.190
A -0.346 -0.709 0.580 0.046
B 0.918 -0.213 -0.188 0.031
C -0.541 -0.060 -0.622 0.354
D -0.405 0.830 0.114 -0.266
Order 0.197 0.452 0.487 0.265
Completeness 0.209 0.225 0.110 0.838

Component

 
 
We classify the visitors in 4 clusters using K-means analysis starting from the factors. 
A one-way ANOVA [19], using the cumulative indexes as dependent variables and 

the clusters determined by K-means as a factor, showed that for all the variables there 
are statistical differences except for Order and Completeness (see Table 4). 

A post-hoc analysis using the Bonferroni [20] test showed that: 

• Visitors in cluster 1 take less time than visitors in cluster 2 and more than 
visitors in cluster 4; they are less A than 2; less “B” than 2 and 3; less “C” 
than 4; and more “D” than all the others; therefore they may be ascribed to 
the style of GRASSHOPPER (closer to an ant than to a fish); 

• Visitors in cluster 2 take more time than all the others; are less A than 3; are 
more “B” than 1 and 3; less “C” than 4; and less “D” than 1 and 4; therefore 
they share many of the traits of ANT; 

• Visitors in cluster 3 take less time than 2; they are less A than all the others; 
more “B” than 1 and less than 2; less “C” than 4; and less “D” than 1 and 4; 
therefore they resembles visitors belonging to the style of BUTTERFLY 
(closer to a fish than to an ant); 
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• Finally, visitors in cluster 4 take less time than 1 and 2; they are less “A” 
than 3; they are less “B” than 2; more “C” than all the others; and less “D” 
than 1 but more than 2 and 3; therefore they can be classified as FISH. 

Table 4. One-way ANOVA on the K-means clusters 

Sum of Squares df Mean Squares F sig.
Avg Time Between Groups 321775.10 3 107258.35 38.15 0.00

Within Groups 382391.80 136 2811.71
Total 704166.90 139

A Between Groups 6.51 3 2.17 109.87 0.00
Within Groups 2.69 136 0.02
Total 9.19 139

B Between Groups 11.83 3 3.96 112.47 0.00
Within Groups 4.79 136 0.04
Total 16.69 139

C Between Groups 3.42 3 1.14 132.81 0.00
Within Groups 1.17 136 0.01
Total 4.59 139

D Between Groups 11.70 3 3.90 175.50 0.00
Within Groups 3.00 136 0.02
Total 14.70 139

Order Between Groups 0.08 3 0.03 1.96 0.12
Within Groups 1.94 136 0.01
Total 2.02 139

Completen Between Groups 0.04 3 0.01 0.92 0.43
Within Groups 1.90 136 0.01
Total 1.93 139  

3.3   Comparison of the Two Approaches 

 In order to assess to what extent the two clustering algorithms agree on classification 
of the visitors into the different visitors styles, we used the κ statistics [22] which 
provides a better estimation of the bare percentage agreement since it takes into ac-
count the possibility of chance agreement.   

Table 5 shows the confusion matrix. The value of the κ statistics in our case is 
0.860 with a standard error of 0.035 (p<0.0001; N=140). According to Landis and 
Koch’s criteria [23], the agreement is very good (κ > 0.8).  

Table 5. Confusion matrix for the classifications based on the ANN and K-means clustering 

ANN Labels * Kmean Labels Crosstabulation

Count

50 1 0 2 53

1 33 2 0 36

0 2 12 1 15

2 0 3 31 36

53 36 17 34 140

A

B

F

G

ANN
Labels

Total

A B F G

Kmean Labels

Total
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4   Discussion, Conclusions and Future Work 

Qualitative theories from sociology and other disciplines are often used as a starting 
point for building computational models of human behavior to be exploited in intelli-
gent systems. Usually, a human expert manually labels a number of examples, and a 
supervised learning approach is employed to predict in a real situation the behavior of 
users according to the theory, as modelled (or “learned” by the system). In order to 
test the objectivity of the observation scheme, reliability analysis is often employed: 
two or more annotators code a number of sequences, and an agreement analysis is 
performed by computing Cohen’s Kappa (or other similar indexes) and by looking at 
the confusion matrix. In this paper, we tried to provide quantitative empirical evi-
dence for a qualitative theory. We employed two unsupervised learning techniques for 
clustering museum visitors' behavior patterns and showed how the clusters obtained 
from them may be explained in the terms of the theory. We claim that from the point 
of view of assessing the suitability of a qualitative theory in a given scenario, this 
approach is as valid as a manual annotation with reliability analysis. 

Furthermore, the labels automatically produced may then be used by a supervised 
learning approach to predict the classes to which visitors belong, as they enter the 
museum. From a pragmatic point of view, this procedure is cheaper—and less error 
prone—than manual annotation, especially when a large corpus of data has to be 
annotated.  

Of course, we are not proposing that quantitative approaches may simply substitute 
qualitative approaches in building computational models of human behavior: the two 
types of approaches have different strengths and, to some extent, different purposes. 
Rather, we discussed a technique whose aim is to provide a quantitative validation of 
a particular qualitative theory.   

Future research will focus on predicting visitors’ behavior type using information 
collected during the first period of the visit. We intend to evaluate the correlation 
between the cumulative data representing the whole visit used for clustering in this 
work, with partial information available at the beginning of the visit of the same visi-
tors. The results may allow us to use the clustering results as labels for prediction 
visiting style with partial data. 

Additional future research will try to correlate the current clustering results with 
other notions of visitor’s types (such as, for example, Sparacino’s [7] and others).     
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Abstract. This paper proposes a novel approach for constructing users' movie 
preference models using Bayesian networks. The advantages of the constructed 
preference models are 1) consideration of users' context in addition to users’ 
personality, 2) multiple applications, such as recommendation and promotion. 
Data acquisition process through a WWW questionnaire survey and a Bayesian 
network model construction process using the data are described. The 
effectiveness of the constructed model in terms of recommendation and 
promotion is also demonstrated through experiments. 

1   Introduction 

Modeling user preferences is a key technology in various personalized applications, 
such as recommendation, intelligent interface, and one-to-one marketing. In this 
paper, two major issues for constructing preference models are investigated. The first 
issue is context-awareness. As Internet access via cellular phone becomes more 
common, diversification of the context in which the user uses the service, e.g. in 
town, in the home, as well as diversification of the service and item, is also 
increasing. User preferences may also change, not only according to the users’ 
personality, but also the context such as mood, location, accompanying person, and so 
forth. Therefore, a user preference model is required that takes account of both the 
users’ personality and the context for various personalized services, such as 
recommending appropriate items for each user in different situations. 

Several approaches for constructing a preference model for recommendation have 
been developed in research and business fields [1, 17, 20], of which two effective 
examples include collaborative filtering [3, 7, 18, 19] and the content-based method 
[13]. Several approaches for integrating both methods have also been investigated in 
order to combine the merits of each [4, 12, 15]. However, existing approaches cannot 
handle both users’ personality and the situation at the same time. 

The second issue is multiple applicability. For example, in addition to the 
recommendation, a preference model can also be useful for promoting items. 
Currently, respective preference models for recommendation and promotion are 
constructed independently, which disturbs efforts to share the data collected by each 
application. In a preference model that could be used for two or more applications, all 
collected information, including users’ feedback data, could be used to construct and 
improve the model. 
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In order to solve both issues, we propose a novel way of constructing context-
aware and multi-applicable preference models using Bayesian networks. Bayesian 
networks [9, 16] provide a powerful and flexible method for modeling a complex joint 
probability distribution of multiple random variables and are applied to various tasks 
such as printer failure diagnosis, traffic jam prediction, and modeling chemical reactions 
in body cells [8, 10]. The high flexibility of Bayesian networks is appropriate for 
representing complex relations between users’ preference and contexts. One Bayesian 
network model can be used for multiple applications that may use different variables 
as dependent variables, such as recommendation and promotion. Unlike a 
conventional data analysis model, such as the regression model, Bayesian networks do 
not specify the direction of inference in advance. Any random variables in the network 
can be inputs, while any other variables can be the target of prediction by calculating the 
conditional probabilities. 

One of the most difficult problems in using a Bayesian network is the model 
construction. Although various methods for model construction have been proposed, 
many are theoretical or only applicable for small scale problems and there remains no 
established standard for constructing a practically usable Bayesian network model 
with many variables. In this paper, we propose a novel model construction process 
and construct a Bayesian network using the data acquired through an original large-
scale WWW questionnaire survey. We also show the effectiveness of the model 
through experiments. 

The rest of this paper is organized as follows. Section 2 formulates our movie 
recommendation and promotion task, while Section 3 describes our approach to model 
construction and Section 4 explains the data collection process. Section 5 describes the 
construction process of the Bayesian network model. Evaluation of the model is shown 
in Section 6, before finally, Section 7 concludes the paper. 

2   Preference Model for Movie Recommendation and Promotion 

In this paper, we choose movie recommendation and promotion as target applications 
and constructed a context-aware movie preference model applicable for both 
applications. In this section, we provide an overview of how a Bayesian network 
preference model can be used for both recommendation and promotion. 

Bayesian networks can be used to model the joint probability distribution of 
multiple random variables. A random variable is represented as a node of the network, 
and the links of the network represent dependencies between variables. Conditional 
independences between variables are represented by the entire structure of the 
network and used for a more efficient probabilistic inference. 

With the Bayesian network, we formulate a movie preference model in the form of 
a joint probability distribution P(U, C, S, V). Here, U represents a set of users’ profile 
variables, such as age, sex, etc., S represents a set of user situation/context variables 
such as location, mood, etc., C represents a set of movie attributes, such as genre, 
director, etc., and V denotes a user’s ratings for given movies within a given context.  

In the case of movie recommendation, the problem is finding movies that a given 
user is likely to rate highly. For this purpose, we calculate the conditional probability  
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P(V |u, s, c) for the target user U=u, specific context S=s, and the candidate movie 
C=c and then recommend movies in order of probability. Alternatively, we may 
calculate the conditional probability P(C| u, s, v) for the target user U=u, context S=s 
and rating V=positive to find movies that are highly likely to obtain a positive rating. 

Figure 1 shows the flow of the recommender system we are developing (The 
recommended movies in the figure were blurred to protect copyright). Firstly, a user 
sends a request for recommendation with his situational data (accompanying person, 
location, and mood). Subsequently, the recommender system merges the registered 
user attributes with the input user situational attributes and calculates the probability 
of the user rating for each candidate movie using the Bayesian network inference 
engine, before then composing a recommendation list of movies, according to the 
probability of positive ratings. The recommendation system may receive user 
feedback, and periodically, the system updates the parameters of the movie preference 
Bayesian network model using feedback data by using the Bayesian inference engine 
in order to increase the precision of the recommendation. 

“I want 
to be relaxed

with a girlfriend
at the theater”

“Thirty 
Year Old 
Male”

Request
Recommender 
System

Calculate
P(v | u,c,s) or
P(c |  u,s,v)

Movie
Database

User
Database

1) Input user situation

2) Inference 

3) Recommend movies
and its reason

Rating
Database

4) User Feedback

5) Update 
Parameters

 

Fig. 1. Flow of the Movie Recommender System 

Although the preference model can be used in many ways, here, we explain two 
typical ways for movie promotion. The first involves finding user segments that may 
like target movies to be promoted. For this purpose, we calculate the conditional 
probability P (U | c, s, v) for the target movies C=c, target context S=s, and 
V=positive, whereupon promotional information concerning the target movie is sent 
to the user segments with high probability.  

The second way involves finding solicitation points of the target movie for each 
user segment. These solicitation points are attractive aspects of the movie to which  
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the target user is likely to react. In this case, prediction of the user impression when a 
user feels satisfied to see a certain movie in a certain situation could be useful. Our 
preference model includes impression variables (I), such as feeling relaxed or 
laughter, as an unobservable hidden variable that can be a reason to rate movies. We 
calculate the conditional probability P (I | u, c, s, v) for the target movies C=c, S=s, 
and U=u. Promotional information concerning the target movie, including 
personalized solicitation points with a high probability of reacting, are sent to each 
target user segment.  

Figure 2 shows the flow of a promotional assistance system that we are developing. 
Firstly, an operator sends a request to the system to find candidate target user 
segments with information concerning a target movie (e.g. comedy, love romance, 
etc.). Then, after receiving the candidate user segments and choosing the target user 
segments (e.g. young female, etc.), the operator sends a request to the system to find 
appropriate solicitation points for each target user segment (e.g. they will be satisfied 
because they feel relaxed by the movie). Finally, the operator sends personalized 
promotion information to target user segments (e.g. “This movie makes you feel 
relaxed!).  

Operator

Promotion
Assistance

System
calculate:
P(u|c,s,v)

P(l|u,c,s,v)

Reaction
Database

Update 
Parameters

Request for
Target Users

Candidate
Users

Request for
Solicitation Points

(Users, Solicitation Points)

Promotion
Action

Collect
Reaction

Users

 

Fig. 2. Flow of the Promotion Assistance System 

Here, since a recommendation system and promotion system can use the same 
movie preference Bayesian network model, feedback and reaction data from users can 
be commonly used to update the parameters of the model and thus increase the 
precision of both the recommendation and promotion. 

3   Model Construction Strategy 

A Bayesian network can be specified with the structure of the network and the 
conditional probability tables (CPT) attached to each node in the network. There are 
three major approaches in constructing a network. The first involves specifying both  
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the network structure and the conditional probabilities manually, based on expert 
domain knowledge, while the second involves estimating both the network structure 
and the probabilities from the data automatically. There are two ways to follow the 
second approach. The first is to select variables and a structure from candidates using 
information criteria such as AIC (Akaike information criteria) or MDL. A typical 
example is the K2 algorithm proposed by Cooper et al. [6]. The second way is to 
decide on the existence of links between variables using a statistical test of 
independence [5]. However, these approaches can handle only small networks. The 
third approach involves specifying the (rough) network structure manually and 
estimating the conditional probabilities from the data. This approach is generally used 
when both learning data and domain knowledge can be obtained. This approach is 
also the most practical and has been applied to some real-world problems [2, 11]. 
However, the processes of the model construction used in those examples include 
various heuristics and no standard process has been established.  

Due to the considerable number of random variables in our model, we take the 
third approach. We initially assume a rough network structure used to predict the 
user’s ratings for movies, which is shown in Fig. 3. This structure means that the 
overall rating depends on the common variables representing the user’s impressions 
of a movie (feeling excited, feeling scared, feeling sad, feeling relaxed, etc.), and the 
impressions are based on user attributes, situational attributes, and movie attributes. 
For the model used in the following experiments, we reverse the direction of links in 
order to simplify the CPT: 

Rating

Age
Gender

Frequency

Genre    
Country

year

Satisfactory

Cried

Laughed

Relaxed

location

Who

Mood

Situation Attributes

User Attributes

Movie Attributes

Impressions

 

Fig. 3. Model Structure 

4   Data Acquisition 

The data acquisition procedure was composed of two parts: a small-scale intensive 
interview and a large-scale questionnaire survey. Firstly, we interviewed a small 
number of subjects about their movie preferences. In the interview, several movies 
were presented to a subject and the subject was then asked to classify them into  
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favorite and hated movie groups respectively. The reasons for awarding a favorable 
rating and their favorite movies were then asked and based on feedback from the 
interviews, we designed questions for a large-scale questionnaire survey.  

The questionnaire survey was conducted in March 2006. 

1. Number of subjects: 2153 
2. Number of movies: 197 
3. Rating condition: Each subject rated 5 to 10 movies that were randomly selected 

from those he/she had watched.  
4. Inquiries: 

− User demographic and lifestyle attributes: 30 attributes such as age, gender, and 
occupation, brand loyalty, time and expenditure on leisure. 

− User attributes regarding movie appreciation: 32 attributes such as important 
factors for selecting movies, and genre preference.(a 7-grade scale for each 
attribute) 

− (For each movie) Situation of watching movie: 43 attributes such as accompanying 
person, and mood. 

− (For each movie) Impression of the movie: 358 attributes such as cried, and 
laughed. (7-grade scale for each attribute)  

− (For each movie) Rating of the movie: 1 attribute (7-grade scale from satisfied very 
much to not at all satisfied) 

In this questionnaire, the number of attributes, such as user situation (43) and user 
impression (358), is larger when compared to other datasets such as MovieLens.  

As for movie attributes, we prepared 26 attributes, such as genre, length, country, 
and keywords extracted from introductory texts for representing movies. 

We divided the data into three parts. For the first part, we extracted rating data  
for 3 movies as the test data to evaluate the movie promotion, before subsequently 
extracting 1 rating data from each of the user ratings as the test data to evaluate the 
recommendation, while the remainder was used for model construction. Here, in the 
data used for model construction, each user rated an average of 3.26 movies, which 
was rather sparse.  

5   Model Construction Step 

Starting from the assumed general structure of the network shown in Fig. 3, we 
selected effective variables from many observed attributes, determined local network 
structures that reflect the relationship between selected variables, and estimated the 
CPTs via a standard maximum likelihood estimation [9], using the questionnaire data. 
The whole procedure is as follows: 

1. Data preprocessing: 
− extract keywords from movie introductory texts.  
− categorize the extracted keywords into four main categories such as “describing 

scene,” “describing mood,” etc. 
− further categorize the keywords in each category into three to five sub-categories.  
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2. Extracting pseudo movie attributes: We introduced pseudo movie attributes to 
enhance the movie attributes. These pseudo attributes are impressions that are not 
user specific and can thus be seen as attributes of a movie. The pseudo movie 
attributes were selected from impression attributes whose scores have little 
difference within users. Specifically, we calculated:  

score = I(r,CID)/ H(r|CID) . 

Here, I(r, CID) is the mutual information between the attribute value r and the 
content-ID. H(r |CID) is the conditional entropy of r conditioned by the content-
ID. We selected attributes with high scores as pseudo movie attributes because the 
heavier the relation to the content-ID and the smaller the difference within users, 
the more the attribute represents the movie characteristics. 

3. We grouped all variables into five categories: “user attributes (U),” “user situations 
(S),” “movie attributes (including pseudo movie attributes)(C),” “impression at-
tributes (excluding pseudo movie attributes)(I),” and “total rating (V).” 

4. Clustering attributes in each group: For each group, we calculated the mutual 
dependency between each attribute and clustered the attributes based on the 
dependency score using the Ward’s clustering method [21]. Subsequently, we 
extracted a representative attribute that stands for each cluster. The number of 
clusters (= the number of representing attributes) in each group is shown in Table 1. 

Table 1. The number of Clusters for each group 

Groups in  
questionnaire 

Number of  
attributes 

Groups after  
preprocessing 

Number of  
clusters 

Demographic and  
lifestyle attributes 

30 Demographic and 
lifestyle attributes 

10 

Movie  
appreciation 

32 Movie  
appreciation 

10 

Situation 43 Situation 7 

Impression 24 Impression 358 

Movie attributes 26 
Movie attributes 23 

 
5. Search structures: In order to find the network structure between groups, we 

searched the parent child relations between the variables in each group. We then 
generated candidate structures and selected the one that best fits the data using the 
AIC. For these processes, BAYONET [12], a tool for constructing a Bayesian 
network that we developed, was used. When generating the candidate structures, 
the maximum number of parents was set to 4, while for the comparisons, we 
constructed 4 types of model as shown in Table 2. The first model includes 
variables in all groups (V, I, U, C, S), while the second model does not include S. 
The third model includes S but does not include I and the fourth model does not 
include S and I.  
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Table 2. The number of nodes and links in the constructed networks 

 Number of nodes Number of links 
UCS-I-V 75 115 
UC-I-V 68 107 
UCS-V 50 49 
UC-V 44 43 

6   Evaluation of Models 

We evaluated the effectiveness of our movie preference models in terms of the 
accuracy of rating prediction. Four kinds of constructed models were compared from 
the viewpoint of the recommendation and promotion performances. In the following 
evaluations, as described in Section 4, data that is not used in the model construction 
was used. 

6.1   Evaluation of Predicting User Rating 

Firstly, the above four types of models were evaluated from the viewpoint of 
predicting user rating V. As a measure of accuracy, we used the mean absolute error 
(MAE) of the prediction. When the total number of predicted ratings is N, the number 
of values of the rating is r, the correct rating value of User i to Movie j in Context k is 
pijk, the predicted rating value is v, the MAE can be formulated as: 

 

 

We compared the four types of Bayesian network models, a baseline predictor, and 
the standard collaborative filtering (CF). As a baseline predictor, we used the 
predictor that outputs the average rating of each movie and implemented both user-
based and item-based collaborative filtering. Pearson correlation is used as the 
similarity in the CFs[3] . 

Table 3. Comparison of Prediction Accuracy 

Model MAE 
Baseline 0.927 
CF (user-based) 0.975 
CF (item-based) 0.930 
UC-V 0.887 

UCS-V 0.869 

UC-I-V 0.862 

UCS-I-V 0.854 
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Table 3 shows the evaluation results. In the experiment, the user-based CF can 
obtain predictions only for 4.1% (# = 72) of users, while the item-based CF can obtain 
predictions only for 12.6% (#=221) of users. The MAE values for CFs are also 
relatively poor, because the number of ratings is rather sparse (only 3.26 movie 
ratings for each user on average) in our ratings database. 

All BN models have a better score than the baseline and CFs. Models with an 
impression attributes layer (UC-I-V, UCS-I-V) have a better score than the Naïve 
Bayesian model (UC-V, UCS-V), while models with user situation (UCS-V, UCS-I-
V) have a better score than those without (UC-V, UC-I-V). These results demonstrate 
that the situation attributes work well, and that introducing a hierarchical structure is 
effective. 

6.2   Evaluation of Finding Target User Segments 

We evaluated the performance of finding target user segments. We calculated 
P(U|C=Ci,S=s,V=positive) for 3 movies (C1,C2,C3) that are not used for the model 
construction, using a model which includes variables in all groups (UCS-I-V). The 
typical user segment that likes each movie can be characterized by the maximum 
posterior value (MAP) of user attributes U. Subsequently, we selected users in the 
typical user segment. As there are many user attributes, some must be selected to 
obtain the useful user segment. Here, we highlighted three user attributes, namely 
“gender”, “marriage status”, and “focus on popularity” because of their strong 
correlation with overall rating, and selected users with the MAP values of the three 
attributes. Finally, we compared the ratio of the positive movie ratings for the selected 
users with that for all users. As shown in Table 4, the ratio of positive ratings for 
selected users was higher than the equivalent figure for all users and the difference is 
significant at a 5% level for C1, which demonstrates the effectiveness of the user 
segmentation based on our preference model. There may be various ways of finding 
effective target user segments using our user model and exploring better ways 
remains as a future issue. 

Table 4. Comparison of ratio of positive rating among user segments 

Movie ID Target Number of Users Ratio of Positive Rating  
C1 Whole 1281 36.20% 
C1 Segmented 309 42.72% 
C2 Whole 1068 32.68% 
C2 Segmented 270 36.37% 

7   Discussion and Conclusion 

This paper proposes a novel approach for constructing a context-aware movie 
preference model using a Bayesian network and its effectiveness, in terms of 
recommendation and promotion, is demonstrated through experiments. Although the 
improvement in prediction accuracy was relatively slight, the results demonstrate that 
introducing situation attributes and a hierarchical model structure are both effective 
and promising. 
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One reason for the modest performance improvement was the sparcity of the data 
used in the model construction, which compounds the difficulty of the prediction 
problem. We are now planning a field test of a movie recommender system and a 
movie promotion assistance system, both of which use the common constructed 
preference model. In field tests, we aim to conduct additional data acquisition and 
make an assessment of the improvement in the model performance. Meanwhile, 
evaluating other aspects, such as subjective impressions of the recommendation 
results, and the usability of the promotion assistance system should also be conducted. 
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Abstract. In this paper, we propose and validate a model of the ‘intention to 
use’ adaptive audio-video guides in a museum setting, extending TAM to 
include intrinsic motivational factors (involvement, attention) and constructs 
specific to adaptivity (control, personalization). The results of a PLS analysis 
ran on the data from 115 subjects show that for adaptive museum guides 
intention to use is not affected by such traditional construct as perceived ease of 
use, whereas perceived usefulness and enjoyment play an important role. Also, 
both personalization and control are causally relevant, the former affecting 
enjoyment and the latter the perceived usefulness. 

Keywords: Causal modelling, intention to use, adaptive systems, technology 
acceptance model, intrinsic motivations, structural equation modelling. 

1   Introduction 

In this paper, we investigate several constructs that are relevant to model the intention 
to use adaptive audio-video guides in a museum setting. The general framework we 
are working within is that of statistical causal (path) modelling, whereby a set of 
variables are posited along with causal links among them. Most often the variables are 
latent ones, in that their values are not directly measured but inferred from those of 
visible, measurable ones. Consistently with the literature, we will refer to the former 
as factors, latent variables, or constructs, and to the latter as indicators or 
measurement items. 

A well-known example of this approach to modelling people intentions towards 
technology use is Davis’ Technology Acceptance Model (TAM) [9]. [10].; in a 
simplified form, it hypothesises that the intention to use (IU) a technology (an 
attitudinal construct) is causally affected by two cognitive beliefs called Perceived 
Ease of Use (PEU) and Perceived Usefulness (PU), see Fig.1. 

 

Fig. 1. A simplified version of TAM 

Perceived ease of 

Perceived 

Intention to 
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PEU is concerned with the perceived level of workload the use of the relevant 
technology requires, while the second measures the degree to which the technology is 
seen as helpful for the subject in reaching her goals. Moreover, PEU causally affects 
PU – that is, the more a technology is  to use, the more it is perceived as useful. 

Models like this are validated on actual data by means of techniques globally 
referred to as Structural Equation Modelling [15], examples of which are LISREL 
[18] and the Partial Least Square (PLS) approach [21]. 

TAM focuses on extrinsic motivations towards intention to use: its constructs refer 
to beliefs involving concepts such as task execution, performance, goal achievement, 
etc. Yet, there is growing consensus that intrinsic, emotional factors may, at least in 
certain cases, play a non-marginal role in determining acceptance and IU (see 
[Norman 2004] for a general discussion). Arguably, this is the case of museum visits 
and similar amusement activities, in which people seem more concerned with 
recreation and engagement than in the pursuance of specific goals. 

In this study we propose and investigate an extension of TAM for adaptive audio-
video museum guides, including a construct referring to the type of experience people 
have when visiting museums (involvement), and other constructs related to the nature 
of the relevant technology (personalization and control). The results show that for 
adaptive museum guides intention to use is not affected by ease of use, but by the 
usefulness and enjoyment. Also, both personalization and control are causally 
relevant, the former affecting enjoyment and the latter the perceived usefulness. 

In section 2, we discuss the notion of adaptivity and its application to the museum 
scenario; in section 3, we introduce the dimensions chosen to model IU for adaptive 
museum guides, and briefly present the questionnaire used. Section 4 discusses the 
context of our study: the specific adaptive guide used, and the sample we worked 
with. The PLS analysis of the data and its results are discussed in section 5, whereas 
the last section discusses both the results obtained and the limitations of our study.  

2   Adaptivity in a Museum Setting 

In general terms, adaptivity is the capacity to adjust to changes in the environment. In 
Information Technology, the term is often intended in a more restricted sense as the 
capacity of a system to provide users with information in a way that suites better their 
needs [3]. In this work, we focus on the particular type of adaptation consisting in 
tailoring information presentation [17]. 

Several studies have investigated this topic in the context of museum or tourist 
guides. For example, the GUIDE system [4] provides personalized web-like 
presentations about nearby attractions that might be interesting for the visitor of a 
city. The HIPPIE system accompanies visitors on personalized tours in a museum by 
maintaining a model of user interests and knowledge [24]. The REAL system [2] 
adapts route descriptions according to the actual user position; it also takes into 
account the technical limitations of the device chosen by the user so that, for instance, 
a presentation delivered on a mobile phone would resort more to audio than to 
graphics. In our own work [27], we experimented with adaptive video presentations 
dynamically composed by adding or removing detailed descriptions, background 
information and comparisons according to user’s interests and the history of the visit. 
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The benefits of personalization in such a scenario have been investigated by means 
of different of approaches, e.g., through observational studies (as in [4]), by using 
questionnaires to elicit user preferences and attitudes [25; 14] and by interviewing 
domain experts and educators. None of the studies we are aware of, however, address 
the more general topic of causally modelling IU by resorting to a mix of intrinsic and 
extrinsic motivational constructs. 

3   The Research Dimensions 

Our initial model maintains the basic tenets of TAM; hence it features an IU construct 
which is directly affected by PU and PEU, with the latter also affecting PU. In order 
to account for the specificity of adaptive systems, we substituted the usual first order 
construct of PEU with a second order one, called ‘easiness’, consisting of three first 
order factors: ease of use, easy to understand and feedback. The first construct is a 
general ‘ease to use’ one, and corresponds to TAM’s; ‘easy to understand’ measures 
the difficulty/easiness of understanding the guide’s behaviour; feedback, in turn, 
addresses the quality of the feedback provided by the guide.  

The importance of intrinsic motivations was already clear to TAM proposers; for 
example, Davis et al. [10] observed a positive interaction between usefulness and 
enjoyment. Following these indications, Venkatesh [30] investigated emotional 
response as a predecessor to acceptance in the context of TAM, and Agarwal and 
Karahanna [1] combined extrinsic (TAM’s) and intrinsic motivational factors, 
proposing that ‘cognitive absorption’ is a main determinant of the TAM’s beliefs of 
PU and PEU for web users.  

In this work, we exploit a second order construct, called enjoyment, to capture user 
level of involvement, and posit that it directly affects easiness, PU and IU. 
Involvement consists of three first order factors: presence, time distortion and flow. 
The first refers to the compelling sense of being present in a mediated virtual 
environment [19]; time distortion measures the subjective feeling that time passes 
rapidly when engaged in an absorbing activity [Novak et al. 2000]; flow is the 
“holistic sensation that people feel when they act with total involvement” [7], [8]. 

Drawing on studies on flow, we hypothesise that involvement is affected by the 
constructs of challenge, skill, and (focused) attention [23], [8]. The underlying idea is 
that the involvement of an actor in her activity is determined by the balance between 
the perceived challenge of the interaction and her skills [23] [20], and is manifested in 
a higher focus on the relevant activity, with little attention left for anything else. To 
these three construct, we add ‘personalization’ as another antecedent for involvement, 
hypothesising that with adaptive technologies, the level of personalization perceived 
by the user has a causal effect on involvement. 

Another important construct we exploit is that of control, which has been shown 
to contribute to cognitive absorption [1], to affect flow [23], and to play a major role 
with adaptive systems [16]. Goren-Bar et al. [14] have shown the importance of the 
location dimension of control (how location awareness impacts on the perception of 
control) for adaptive guides. Moreover, when a system like the one used in this study  
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(see below) adapts its presentations to the user’s level of interest, it is important to 
understand whether and to what extent such a device impacts on the perceived level 
of control on the interaction. For these reasons, we modelled control as a second 
order construct (called ‘global control’) comprising a dimension of ‘location 
control’, one of ‘information control’ and one of general control. Global control was 
hypothesised to be causally affected by involvement and to causally affect both 
easiness and PU. 

 

Fig. 2. The theoretical model investigated in this work. Filled circles represent second order 
constructs. Simple circle represent first order constructs contributing to second order ones. 

Table 1. Questionnaire scales, their sources and Cronbach’s alpha values 

Construct Reference Cronbach’s alpha 
Attitude towards art Stokmans 1999 0.87 
Attitude towards technology Popovich et al. 1987  
Challenge Novak et al. 1999 0.88 
Control Novak et al. 1999 0.69 
(Control on) information   
Location-based control   
Easy to use Davis 1989  
Easy to understand   
Feedback   
Flow Novak et al. 1999  
Focussed attention Ghani and Deshpande 1994 0.83 
Intention to use Davis 1989 0.88 
Personalization   
Presence Novak et al. 1999 0.70 
Skill Novak et al. 1999 0.86 
Time distortion Novak et al. 1999  
Usefulness Davis 1989  
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Finally, our model exploits two constructs measuring general attitudes towards art 
and towards technology, meant to control for their possible effects; they were posited 
to affect attention, and skill and global control, respectively. Figure 2 summarizes the 
theoretical model in the form of a causal network. 

The dimensions described above where operationalized by means of multi-item 
scales, with the exception of flow, for which a single item was used [23]. Whenever 
possible – e.g., focused attention – the scales were adapted from already existing 
scale; when no scales were available, we produced them by our own. Table 1 reports 
the source of each scale and, when available, the value of Cronbach’s alpha found in 
the original reference. The questionnaire can be found at http:// tcc.itc.it/ i3p/ 
research/adaptivemodel/. 

4   The Study 

4.1   The Adaptive System 

We used a museum guide providing multimedia presentations of exhibits. A 
presentation is equivalent to a web page, though it does not consist of text but of 
verbal comments on a visual animation of parts of the artwork [28].  

 

Fig. 3. A snapshot of the adaptive audio-video guide 

The information provided to a visitor is adjusted on the basis of positional 
information (her actual position, as determined by means of IR) and of the visitor’s 
interests. The latter is expressed by the user through an interface widget called the 
like-o-meter, see Fig. 3: during each presentation, the user may express her interests 
in the information provided by positioning the needle toward the smiley or the sad 
face.  

The adaptation with respect to the actual location is obtained by automatically 
triggering a presentation appropriate to the exhibit the user is facing, and by 
contextualizing it through expressions such as “in front of you”, etc. The adaptation 
with respect to the interests consists in the presentation or more/less additional 
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material according to the visitor’s actual expression of interest. The preferences 
detected are also propagated on a network of related concepts so that presentations of 
related exhibits may be modified even in the absence of an explicit expression of 
interest by the visitor [28]. 

4.2   Procedure and the Sample 

One hundred and forty-three (143; 61 males and 82 females; average age=45 years, 
SD=15.534)) regular visitors of Torre Aquila were invited to test the adaptive 
multimedia guide. They were recruited at the entrance of the Museo del 
Buonconsiglio, in Trento; participation in the experiment was rewarded with a free 
ticket for visiting the whole Museum. Participants were tested individually: at the 
beginning of the session, they received a short description of the system and were 
then left free to interact with the system while visiting Torre Aquila. At the end of the 
visit, subjects were asked to fill the questionnaire. After this, they could continue their 
(free) visit to the rest of the castle. Participants’ age ranged from 20 to 79 years 
(mean=47, median=50, SD=15.874). The data of 28 visitors were discarded because 
they failed to complete the questionnaires. The analysis discussed below concerns the 
data from the remaining 115 visitors. 

5   Results 

We used PLS to establish the validity of the theoretical model. This technique has 
minimal demands in terms of sample size and residual distribution [5], [11], hence it 
is more suited than alternative approaches – e.g., LISREL – for (relatively) small 
samples as the one used here. The analysis requires that the scales first undergo 
confirmatory factorial analysis, to determine the validity of the measurement model. 
Only if this step is successful, it makes sense to proceed to the analysis and validation 
of the structural model. 

5.1   Validation of the Measurement Model  

The psychometric properties of the scales that are relevant here refer to their 
capabilities of actually measuring the constructs they have been purported to measure 
(convergent validity) and to discriminate one construct from the other (discriminant 
validity). Convergent and discriminant validity were assessed according to the 
procedures suggested in [13], [31], and [5]. The data can be found at http:// tcc.itc.it/ 
i3p/research/adaptivemodel/. 

5.2   Assessment of the Structural Model 

The results of PLS analysis of the structural model are reproduce in Fig. 4, which 
reports the path coefficients along with their significance (as computed through t-tests 
on bootstrap results; 200 iterations), and the explained variance, R2 (only for 
constructs with incoming arcs). All first order construct were modelled in the 
reflective fashion. Similarly, second order constructs were modelled in the molecular 
fashion [6], and according to the hierarchical component approach described in [21]. 
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Fig. 4. Results of PLS analysis. Figure close to circles are R2 values for the corresponding 
construct. *** p<.001; ** p<.01; * p<.05. 

Personalization, attention, skill and challenge together explain 51.6% of the 
variance in involvement; the latter, together with attitude towards technology, 
explains 15.9% of the variance of global control. Involvement, global control and 
easiness explain 39.3% of the variance of usefulness, whereas involvement and global 
control account for 39.1% of the variance of easiness. Finally, involvement, easiness, 
and usefulness explain 49.5% of the variance of IU. Table 2 summarizes the status of 
our initial hypotheses in the light of PLS analysis results. 

Table 2. Summary of hypothesis tests. *** p<.001; ** p<.01; * p<.05. 

Hypothesis Supported Hypothesis Supported  
personalization → 
involvement YES*** involvement → 

global control YES*** 

personalization → attention YES*** involvement → 
intention to use NO 

attention → involvement YES*** involvement → 
usefulness YES*** 

attitude towards art → 
attention YES* involvement → 

easiness YES** 

challenge → involvement YES* easiness → 
usefulness NO 

skill → involvement NO easiness → 
intention to use NO 

attitude towards technology 
→ skill YES* usefulness → 

intention to use YES*** 
attitude towards technology 
→ global control YES*   

Given these results, two important tenets of TAM are not confirmed: in the case of 
adaptive museum guides, easiness causally affects neither IU nor PU; that is, in our 
scenario, those beliefs lose much of the explanatory power they have in other 
domains. At the same time, and again contrary to expectations, involvement does not 
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have a direct effect on IU, but only as mediated through PU, while skill does not 
appear to causally affect involvement.  

As it turns out, the initial model can be simplified. The second order construct of 
easiness has become irrelevant to model IU, hence it can be dropped along with all the 
paths it is involved in and its first order constructs, without affecting the explanatory 
power of the model. Similar considerations apply to skill. Secondly, two of the 
remaining paths have low parameter values, corresponding to a low (albeit statistically 
significant) effect of the antecedent on the consequent variable. This is the case of the 
paths from challenge to involvement, and from attitude towards art to attention. Their 
contribution to the explained variance of involvement and attention is low: 2.3% and 
4.9%, respectively. Little is lost if they are dropped, with an important gain in 
simplicity. With these modifications, the final model is as reproduced in Fig. 5. 

 

Fig. 5. Final model. First order factors contributing to second order ones are omitted for 
simplicity. 

6   Discussion and Conclusions 

In this work we have proposed and validated a causal model of IU for adaptive video 
guides in a museum setting. The initial model includes both extrinsic motivational 
constructs (similarly to TAM) and intrinsic ones (involvement), along with others that 
have been shown to causally affect the latter by earlier studies (skill, challenge, 
focused attention). It also includes constructs meant to capture some specificities of 
the interaction with an adaptive guide, such as those attempting to capture the beliefs 
concerning personalization and control. 

The results show that easiness (our version of TAM’s PEU) is not causally 
effective in our scenario, and that involvement affects IU only through the mediation 
of PU. Control also turned out to play an important role, still mediated by usefulness 
(tests of a direct connection between our global control and IU yielded non significant 
results). Of the variables employed here that were shown by other works to 
significantly affect involvement (challenge, skill and focused attention) only attention 
turned out to play a relevant role. Finally, personalization is effective in determining 
the level of involvement. 
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This study has a number of limitations that must be acknowledged: in the first place, 
it is based on a single, although realistic and ecological, experience with a specific type 
of adaptive guide. Conceivably, people’ attitudes and beliefs can change after repeated 
uses of such devices, Finally, the way the adaptive dimensions have been implemented 
in the guide we used might also have played a role; hence generalization of our results 
to adaptive guides in general should be pursued with caution. 

Despite these limitations, we believe that our study provides important insights on 
the motivational variables that can determine acceptance of adaptive guides. Besides 
confirming the crucial role of the global experience and holistic aspects (involvement), 
it shows that extrinsic variables such as ease of use can play in scenarios like museums 
a less important than expected role. Finally, it points to the necessity of adapting the 
theoretical understanding and modelling of IU to the specificities of the scenario, as 
shown by the role played by constructs such as personalization and control, and by the 
absence of evidence for a role of challenge and skill. 
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Abstract. Collaborative filtering algorithms predict the preferences of
a user for an item by weighting the contributions of similar users, called
neighbors, for that item. Similarity between users is computed by com-
paring their rating styles, i.e. the set of ratings given on the same items.
Unfortunately, similarity between users is computable only if they have
common rated items. The main contribution of this paper is a (content-
collaborative) hybrid recommender system which overcomes this limi-
tation by computing similarity between users on the ground of their
content-based profiles. Traditional keyword-based profiles are unable to
capture the semantics of user interests, due to the natural language ambi-
guity. A distinctive feature of the proposed technique is that a statistical
model of the user interests is obtained by machine learning techniques
integrated with linguistic knowledge contained in the WordNet lexical
database. This model, called the semantic user profile, is exploited by
the hybrid recommender in the neighborhood formation process. The
results of an experimental session in a movie recommendation scenario
demonstrate the effectiveness of the proposed approach.

1 Background and Motivations

Currently many web sites embody recommender systems as a way of person-
alizing their content for users. Recommendation algorithms use input about
customers’ interests to generate a list of recommended items. Among different
techniques used to design recommender systems, the content-based and the col-
laborative filtering approaches are the most widely adopted to date.

Content-based recommenders analyze a set of objects, usually textual descrip-
tions of the items previously rated by a user, and build a model of user interests
based on the features of the objects rated by that user. Thus, the user profile
is a structured representation of the user interests which is exploited to recom-
mend new potentially relevant items. Collaborative recommenders differ from
content-based ones in that only user opinions are used. They gather user ratings
about objects: To provide user X with recommendations, the system computes
the neighborhood of that user, i.e. the subset of users that have a taste similar to
X. Similarity in taste is computed using the similarity of ratings for objects that
were rated by both users. The system then recommends objects that users in X ’s
neighborhood indicated liking, provided that they have not yet been rated by
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X. The main advantage of collaborative filtering over content-based methods is
that any item can be recommended regardless of its content. On the other hand,
one of the main shortcomings is the sparsity problem: The number of ratings
obtained from users is usually very small compared to the number of ratings
that must be predicted. This has a negative effect on the predictions for the
active user (for which recommendations have to be produced) because it affects
the selection of the neighbors. The problem is that the similarity value between
users is only computable if users have common rated items: The computation
becomes harder in case of extremely sparse user-item matrix [8].

Many researchers have tried to combine different techniques in order to obtain
hybrid recommender systems able to compensate the drawbacks of each single
approach. This paper proposes a content-based/collaborative feature augmenta-
tion hybrid recommender [4], not yet explored in literature, based on the idea
that a potential improvement of collaborative recommendations may come from
new strategies exploiting user profiles for neighborhood formation.

In our hybrid recommender, the neighborhood formation process groups to-
gether users having similar profiles, by computing similarity values without re-
quiring overlapping ratings. User profiles are inferred by using machine learning
techniques able to analyze both content descriptions of the items and corre-
sponding ratings users provided according to their preferences. The content feeds
natural language processing techniques, which rely on the linguistic knowledge
stored in the WordNet lexical database [15] in order to detect relevant concepts
representing the user interests. The “captured” knowledge is stored in so-called
semantic user profiles. This approach overcomes the aforementioned limitations
of the similarity measures based on co-rated items, such as the Pearson’s corre-
lation coefficient, because users might be considered similar not only if they like
or dislike the same items, but also if they like or dislike similar ones, accord-
ing to the content descriptions of the items (e.g., movies directed by the same
director or with similar plot) used to infer user profiles. Finally, collaborative
recommendations are produced by a nearest-neighbor algorithm, which predicts
scores for the items to be recommended by taking advantage of the output of
the profile-based neighborhood formation process.

The paper is organized as follows: After introducing the techniques used for
learning WordNet-based user profiles, Section 3 describes the new hybrid rec-
ommender system which exploits the knowledge stored in semantic user profiles
to improve a classic collaborative filtering method. The effectiveness of the hy-
brid recommender has been evaluated in experiments reported in Section 4.
Related work in the area of content-based/collaborative hybrid recommenders
is discussed in Section 5, while conclusions and future work close the paper.

2 Learning User Profiles for the Hybrid Recommender

Our work tries to extend the concept of correlation between users by exploiting a
user profile consisting of two parts, one for modeling user interests and a separate
one for user disinterests. In this way, two users turn out similar not only if they
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share preferences, but also if they have similar negative tastes, according to the
content descriptions of the items.

In our vision, the problem of learning user profiles can be seen as a binary
text categorization task: Each document has to be classified as interesting or
not interesting compared to the user profile (the induced classifier). A relevant
problem is that keywords are rarely an appropriate way of representing the in-
formation a user is interested into, because of polysemy, the presence of multiple
meanings for one word, and synonymy, multiple words having the same mean-
ing. We cope with this problem through a relevance feedback method able to
learn semantic user profiles from documents in which each word is replaced by
its correct meaning (sense).

2.1 Document Representation: From Words to Meanings

The task of determining which of the senses of an ambiguous word is invoked
in a particular use of that word is known as word sense disambiguation (WSD).
The goal of a WSD algorithm is to associate the appropriate sense t to a word
wi in document d by exploiting its context C (a set of words that precede and
follow wi). The sense t is selected from a predefined set of possibilities, usually
known as sense inventory. In our system, the sense inventory is obtained from
WordNet. The basic building block for WordNet is the synset (synonym set),
which represents a specific meaning (sense) of a word. Every synset contains a
group of synonymous words that represents a concept. Synsets are organized in
a hierarchy through the is-a relation.

The WSD algorithm takes as input d = (w1, w2, . . . , wh), the list of all the
nouns ordered as they appear in a document, and will output a list of synsets
X = (t1, t2, . . . , tk), (k ≤ h), in which each tj is obtained by disambiguating
the target word wi based on its context. Noun disambiguation is performed by
computing the similarity between each tik in the sense inventory for the target
word wi and each tjh in the sense inventory for all wj in its context. The similarity
between tik and tjh is computed by the Leacock-Chodorow measure [10] as a
score that is inversely proportional to the length of the path joining tik with
tjh, by traversing their most specific subsumer in the WordNet hierarchy. The
sense assigned to wi is the one with the highest similarity value compared to the
context. A detailed version of the algorithm is reported in [19].

The WSD procedure is used to obtain a synset-based vector space represen-
tation that we called bag of synsets (BOS). In this model, each document is
represented by the vector of synsets recognized by the WSD algorithm, rather
than a vector of words, as in the classical bag of words (BOW) model [18]. Each
document is represented by a set of slots. Each slot is a textual field correspond-
ing to a specific feature of the document, in an attempt to take into account
its structure. In our application scenario, in which documents are movie descrip-
tions, five slots have been selected to represent movies: 1) title 2) cast 3) directors
4) summary (text that presents the main parts of the story) 5) keywords (words
describing the main topics of the movie). The text in each slot is processed differ-
ently according to its type of content. Since slots director and cast contain only
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proper names, and most of them have no entries in WordNet, we adopted a sim-
plified representation for such entities instead of their WordNet identifier (e.g.
Sean Penn becomes sean penn). As regards the title, the common preprocessing
operations performed before WSD produced some unexpected results. For ex-
ample, slots containing exclusively stopwords, such as “It”, became empty, thus
we decided to perform WSD only after tokenization. Even though titles may be
not very informative in some cases, we finally decided to process them because
in other cases they provide evidence of user interests (e.g. “Dracula”).

Let D be a collection of N documents, m be the index of the slot. The n-th
document in D is reduced to five bags of synsets, one for each slot:

dm
n = 〈tmn1, t

m
n2, . . . , t

m
nDnm

〉, m=1, . . . ,5 n = 1, . . . , N

where tmnk is the k-th synset in slot m of document dn and Dnm is the total
number of synsets occurring in the m-th slot of document dn. For all n, k and
m, tmnk ∈ Vm, which is the vocabulary for the slot m (the set of all different
synsets found in slot m). Document dn is finally represented in the vector space
by five synset-frequency vectors:

fm
n = 〈wm

n1, w
m
n2, . . . , w

m
nDnm

〉

where wm
nk is the weight of the synset tk in the slot m of document dn and can

be computed in different ways: It can simply be the number of times synset tk
appears in the slot m or a more complex tf-idf score.

2.2 WordNet-Based User Profiles

A relevance feedback algorithm, adapted for the profiling task, is used to learn
semantic user profiles from BOS-represented documents [5]. Given a user u and
a set of items on which u provided a positive or negative feedback according
to his/her interests (positive and negative examples respectively), the relevance
feedback method learns a profile pu structured in two parts. The positive part
p+

u is learned from the content of items judged with positive feedback, while the
negative one p−u is obtained by analyzing items judged with negative feedback.
Each part of the profile is structured in five slots, according to the document
representation. Each slot contains the synsets (concepts) and the corresponding
scores assigned by the learning algorithm representing the degree of interest of
the user in that concept. A formal description of pu follows:

p+
u = 〈(tmi , wm

i )〉, m=1, . . . 5, i=1, . . . n

where each tmi is a synset occurring in slot m of positive examples, wm
i is the

corresponding score assigned to tmi , and n is the number of distinct synsets
occurring in the set of positive examples.

p−u = 〈(tmj , wm
j )〉, m=1, . . . 5, j=1, . . . k
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where each tmj is a synset occurring in slot m of negative examples, wm
j is the

corresponding score assigned to tmi , and k is the number of distinct synsets
occurring in the set of negative examples.

Results of experiments, performed in order to compare BOS-generated profiles
with BOW-generated ones, showed that profile accuracy significantly improved
(+2%) when shifting from BOW to BOS [6]. Therefore, we decided to use synset-
based profiles in the neighborhood formation process of our hybrid recommender.

3 A Hybrid Recommender System Exploiting
WordNet-Based User Profiles

The main steps of the process of producing collaborative recommendations in
nearest-neighbor algorithms are:

– Representation of input data: the input data is a set of ratings of n users on
m items, usually represented as an n×m user-item matrix, R, such that ri,j

represents the rating assigned by the ith user on the jth item.
– Neighborhood Formation: it represents the model-building for a collaborative

recommender. Users similar to the active user will form a proximity-based
neighborhood with him. The main goal of neighborhood formation is to
find, for each user a, an ordered list of l users Na = (N1, N2, . . . , Nl) so that
a /∈ Na and sim(a, N1) is maximum, sim(a, N2) is the next maximum, . . . .

– Recommendation Generation: the final step is to produce a prediction, a
numerical value representing the predicted opinion of the active user. It
should be based on the neighborhood of users. The classical formula for
computing the prediction pa,j for the active user a on item j is reported below
and is based on the idea that similarities wa,i among a and his neighbors i
are computed over profiles contained in Na instead of ratings in R:

pa,j = ra +

∑
i∈Na

wa,i(ri,j − ri)∑
i∈Na

|wa,i|
(1)

where ri,j is the rating of the user i on the item j, and r is the average
rating of a user. If a strategy to determine a subset X of neighbors from Na

is adopted, then similarities wa,i are computed over profiles contained in X
rather than profiles in Na.

In our hybrid recommender, user profiles are partitioned by applying a bisect-
ing k-means clustering algorithm [7] in order to obtain neighborhood Na. The
process is sketched in Fig. 1, and formally described by Algorithm 1. First, a
clustering algorithm is applied to the set of user profiles inferred by the content
analysis (steps 3 and 4 of Algorithm 1). Then, the neighborhood for the active
user is defined as the union of clusters that contain the user profile of the active
user. The process of neighborhood selection is applied to both the positive and
the negative parts of the user profile (step 5). Clusters obtained by positive parts
represent groups of similar users because they share the same interests, while
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Fig. 1. Neighborhood formation from clustered partitions

Algorithm 1. Neighborhood Formation
1: Input: P+, P − � P+={p+

1 , . . . , p+
N} is

the set of positive profiles, P −={p−
1 , . . . , p−

N} is the set of negative profiles, N
is the number of users in the system.

2: Output: Na � Neighborhood of the active user a.
3: P+ is partitioned in P+

1 , P+
2 , . . . , P+

k , where P+
i ∩ P+

j = �, for 1 ≤ i, j ≤ k, i �= j,

and P+
1 ∪ P+

2 ∪ . . . ∪ P+
k = P . � A clustering algorithm is applied to the

set of positive profiles representing positive interests in the specific category to
produce k partitions.

4: P − is partitioned in P −
1 , P −

2 , . . . , P −
k , where P −

i ∩ P −
j = �, for 1 ≤ i, j ≤ k, i �= j,

and P −
1 ∪ P −

2 ∪ . . . ∪ P −
k = P . � A clustering algorithm is applied to the

set of negative profiles representing negative interests in the specific category
to produce k partitions.

5: If a ∈ P+
i and a ∈ P −

j , Na = P+
i ∪ P −

j . � The neighborhood Na for the
active user a is the union of users contained in the cluster of positive profiles
(C+) and the cluster of negative profiles (C−).

clusters obtained by negative parts represent groups of similar users because
they share common dislikes. Predictions are then generated using Equation 1.

4 Experimental Evaluation of the Hybrid Recommender

The purpose of the experiments is to validate the hypothesis that the knowledge
contained in user profiles is useful to improve the quality of recommendations.
The accuracy of a classic collaborative filtering algorithm using the Pearson’s
correlation coefficient is compared to the accuracy of recommendations generated
integrating synset-based user profiles in the phase of neighborhood formation.

The experimental work has been carried out on a collection of 1, 628 textual
descriptions of movies rated by 72, 916 real users, the EachMovie dataset1. The
movies are rated on a 6-point scale that was mapped linearly into the interval
[0,1]. The original dataset does not contain any information about the content
1 EachMovie dataset no longer available for download: http://www.cs.umn.edu/

Research/GroupLens/
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Fig. 2. A comparison of MAE values obtained by two different approaches for the
neighborhood formation

of the movies; it was collected from IMDb2 using a crawler for gathering the
title, the director, the genre (the category of the movie), the list of keywords, the
summary and the cast. Movies are divided into 10 different genres. The dataset
used in the experiment contains 835 distinct users that rated 1,613 movies.

The basic evaluation sequence proceeds as follows. The dataset of users (and
their ratings) is divided into a training set (the community) and a test set. We
iterate through the users in the test set, treating each user as the active user.
The ratings for the active user are divided into a set of ratings that we treat as
observed, Ia, and a set that we will attempt to predict, Pa. The ratings in Ia

are used to predict the ratings in Pa. We adopted the AllBut1 protocol in which
the test set Pa for each test user contains a single randomly selected rating and
the observed set Ia contains the rest of the ratings. For each user in the test set,
predictions were computed for the withheld items by using Equation 1, where
neighbors are selected from the community in two different ways.

In the first experiment, neighbors are selected by using the Pearson’s cor-
relation coefficient for computing the similarity between users. In the second
experiment, the neighborhood of a user is formed by Algorithm 1 by taking as
input the set of positive and negative profiles of users.

The technique adopted to compute the neighbors is the best-n-neighbors (n is
the neighborhood size), which picks out the best n correlates from Na. The qual-
ity of recommendations is measured in terms of Mean Absolute Error (MAE) [9],
that computes the average absolute deviation between a predicted rating and the
user’s true rating. Lower MAE corresponds to more accurate recommender sys-
tems. The procedure was repeated 5 times selecting a different test set. This al-
lows running 5 different trials corresponding to a 5-fold cross validation. Results
reported in Fig 2 show that the method using only the Pearson’s correlation
coefficient for computing users’ similarity is fairly accurate. This is not sur-
prising since the EachMovie dataset shows a coverage over ratings (percentage
of items for which a filtering algorithm can provide predictions or make rec-
ommendations)that tends to be higher than 99,97% [6], and this might not be

2 Internet Movie Database, http://www.imdb.com
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representative of real world situations, with very sparse data, with a large portion
of cold start users and of items rated just by one user [12].

The second experiment reports results of our hybrid recommender. Even if
there is not much room for improvement, results highlight a decrease of MAE
values achieved by using clusters of synset-based profiles compared to those
obtained using the other technique. Results of the experiments have been com-
pared in order to understand whether the difference between the methods was
statistically significant. The comparison of the results obtained for the 10 genre
EachMovie datasets has been done by considering the same neighborhood size.
Statistical tests were carried out to compare results obtained by systems over the
10 datasets when the neighborhood size is set to 20, 30, 40, 50 and 100. The non-
parametric Wilcoxon two-sample paired signed rank test was used (p < 0.05).
Results showed that the difference between MAE values obtained by the two
algorithms for the neighborhood formation process is statistically significant in
favor of the technique using synset-based profiles in the neighborhood selection
process. These results corroborate the initial hypothesis that a better under-
standing of users improves recommendations.

5 Related Work

The strategy we adopted to design the hybrid recommender is related to the
work of authors who combine collaborative and content-based approaches.

Pazzani [16] proposes the collaboration via content, that uses a prediction
scheme similar to the standard collaborative filtering, in which similarity among
users is computed on the content-based profile of each user, containing weights
for the terms that indicate that a user will like an object. The similarity between
users is computed using Pearson’s correlation coefficient between content-based
weight vectors. The main limitation of this approach is that due to synonymy,
overlap between interests is missed if profiles do not contain exactly the same
terms while, due to polysemy, profiles could be incorrectly deemed similar be-
cause of ambiguous terms. We try to overcome these problems by using a seman-
tic representation of user profiles in which WordNet concepts (instead of words)
are used to represent user interests.

Melville et al. [14] propose the Content-boosted collaborative filtering, that
deals with the problem of user-item matrix sparsity by using content-based pro-
files to predict ratings of unrated items. Then, collaborative recommendations
are computed over the new “dense” matrix. The problem is that if users rated
only a few items, predictions could be inaccurate. In our hybrid recommender,
profiles are clustered in order to find neighbors, therefore, if a user profile is
inferred from a few ratings, the (reasonable) consequence is only that the user
will not be included in the set of neighbors of the active user.

Our work was mainly inspired by: ifWeb [1], that supports users in document
searching by maintaining user profiles which store both interests and dis interests;
SiteIF [11], which exploits a sense-based representation to build a user profile
as a semantic network whose nodes represent senses of the words in documents
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requested by the user; Fab [2], which adopts a relevance feedback method to build
user models that are directly compared to determine similar users for collabora-
tive recommendations. According to these works, the content-based part of our
hybrid recommender has been conceived as a text classifier able to deal with a
sense-based document representation and to distinguish between interests and
dis interests of users. The strategy we propose to shift from a keyword-based doc-
ument representation to a sense-based one is to integrate WordNet lexical knowl-
edge in the WSD process used to provide a semantic representation of training
documents [15]. Recent works [13,3] provided an experimental evidence of the
usefulness of embedding WSD in classification tasks, especially when a limited
number of labeled examples is given, as in user profiling tasks.

6 Conclusions and Future Work

We have proposed a novel hybrid recommender that implements a neighborhood
formation process based on the idea of grouping users by computing similarities
between their semantic user profiles instead of their rating style. Our hybrid rec-
ommender overcomes some shortcomings of pure collaborative filtering systems:
1) Sparsity Problem - we interpreted the MAE improvement as a direct con-
sequence of the proposed neighborhood formation strategy. This improvement
is particularly evident in case of data sparsity, when the strategy based on the
Pearson’s correlation coefficient is more likely to fail. 2) Lack of Transparency
Problem - the adoption of synset-based profiles to select the neighborhood of
users gives the possibility to understand why some users have been selected for
producing recommendations. Profiles are represented by senses instead of words,
thus a certain level of system transparency has been added. To the best of our
knowledge, the clustering of synset-based profiles for the process of neighborhood
selection is a novel contribution in the area of collaborative filtering systems, and
this approach is significantly different from others presented in literature [17,20].

As a future work we foresee possible improvements for both the content-based
and the collaborative parts of the hybrid. The method for selecting like-minded
users, described in Algorithm 1, could be modified by introducing a strategy to
weigh interests higher than disinterests. People are similar because they like or
dislike similar things, but usually the overlap between interests is more infor-
mative. The content-based part could be enhanced by learning more accurate
profiles, in which entities (e.g. persons, cities, events, etc.) are recognized using
the knowledge contained in domain ontologies.
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Abstract. Recommender systems produce social networks as a side ef-
fect of predicting what users will like. However, the potential for these
social networks to aid in recommending items is largely ignored. We pro-
pose a recommender system that works directly with these networks to
distribute and recommend items: the informal exchange of information
(word of mouth communication) is supported rather than replaced. The
paper describes the push-poll approach and evaluates its performance
at predicting user ratings for movies against a collaborative filtering al-
gorithm. Overall, the push-poll approach performs significantly better
while being computationally efficient and suitable for dynamic domains
(e.g. recommending items from RSS feeds).

1 Introduction

The main advantages of recommender systems are that recommendations are
supplied on demand and are made from a massive item collection. For example,
Amazon.com can be queried in the middle of the night for book/music rec-
ommendations from a list of millions [1]. However, recommending an item and
giving a clear explanation of why it was recommended is not forthcoming in these
distinctively “black box” systems [2]. We see the lack of believable explanations
as a symptom of a wider limitation: the control and execution of a distributed
process by a central authority. Recent recommender systems tend to be placed
between people as authoritative intermediaries. It appears to the user that she
is engaged in a dialog with the system–not her peers–about what to view next,
although in fact the system may be associating her with other like-minded users
in order to predict items of interest. These user-to-user associations, or connec-
tions, are left embedded within the system, and their full potential for improving
recommendations is largely ignored.

Early recommender systems were said to simulate the informal, verbal ex-
change of information known as word of mouth communication [3]. Revisiting
this conceptualization, we propose a recommender system that directly exploits
user-to-user connections as the primary method to distribute and recommend
information items: word of mouth processes are supported rather than replaced.
Our approach models the implicit social networks that normally develop around
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shared topics of interests, or channels. Recommendation is achieved by two in-
terrelated processes: push and poll. Push seeds an item into the social network
associated with the channel the item is most appropriate for. The item then
spreads according to diffusion of innovation models [4]. Poll queries adjacent
users whether the item should be activated (i.e. recommended) for the current
user, given a certain activation threshold. Feedback from users reshapes the net-
work, affecting the spread and activation of subsequent items.

The next section reviews related work on social networks and how information
flows in them. The proposed approach, push-poll, is described in Section 4. In
Section 5, its performance is evaluated against a common collaborative filtering
algorithm (which is reviewed in Section 3). We conclude in Section 6 that there
are immediate advantages from directly working with social networks.

2 Related Work

Users’ activity within a recommender system has been acknowledged as “induc-
ing an implicit social network and [influences] the connectivities in this network”
[5]. Social networks [6] are conceptualized as graphs that represent people and the
relationships between them as nodes and edges, respectively. Edges, or connec-
tions, traditionally denote the existence of social relationships (e.g. friendship)
but can also indicate more general relationships, e.g. users who have shared in-
terests. Thus, recommender systems produce social networks, i.e. user-to-user
connections, as a consequence of predicting user-to-item connections.

It has been emphasized that the recommendation process naturally involves
bringing people together and how these connections are determined is a signifi-
cant, but neglected, aspect of recommender systems research [7]. User modeling,
either direct (e.g. using explicit input like item ratings) or indirect (e.g. data min-
ing e-mail logs), and the computed similarity between user models was seen as
the primary means to obtain social networks that are exploitable by the recom-
mendation process either through structural analysis or by embedding additional
information into connections between users. For an example of the former ap-
proach, recommender systems in general were evaluated in light of the network
structure created between users under certain conditions [5]. One condition that
was analyzed was the minimum number of shared items users must rate in order
to all be connected together (identifying this number would help strike a bal-
ance between ensuring good recommendations and not alienating users with too
much work). For an example of the latter approach, explicit indication of trust
between users was collected, embedded into the computed social network, and
used to generate improved movie recommendations [8].

The study of information propagation through social networks is another re-
lated area of research. The spread and adoption of social innovations within
real-world communities [9] is of particular relevance as ensuing models can be
applied to online environments. For example, a model for the spread of discus-
sion topics in weblogs, or blogs, is presented in [10] and the identification of a
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minimal set of people whose adoption of a new product would maximize the
spread of that product through the given social network is described in [11].

3 Collaborative Filtering

We begin with a brief overview of the collaborative filtering (CF) algorithm
used to evaluate the performance of push-poll in Section 5. CF operates on
the user-item matrix, R, where entry rc,s indicates the rating score user c ∈
{c1, c2, . . . , cm} has given item s ∈ {s1, s2, . . . , sn}. Each row represents all rat-
ings a particular user has made, and each column represents all ratings a par-
ticular item has collected. Often, rating scores follow a numerical scale (e.g. 1
to 5 stars) and are explicit, but they also may be inferred from item purchases
and other implicit user actions [12]. The ultimate goal is to predict the score of
empty cells for the active user, the user currently requesting recommendations.

CF algorithms are divided into two categories: memory-based and model-based.
We focus on a memory-based algorithm because of its wide use and satisfactory
prediction accuracy. For a review of CF, we refer to [13].

3.1 Memory-Based Algorithm

Memory-based CF algorithms rely on exploiting gaps within the user-item ma-
trix. The intuition is that users who have similar preferences will generally rate
items in a similar manner. Therefore, if the active user c has not rated item s,
but the recommender system can find similar or correlated users (i.e. neighbours)
who have, then a rating score can be predicted using (1).

rc,s = r̄c + k
∑
ć∈Ĉ

sim(c, ć) × (rć,s − r̄ć) (1)

sim(c, ć) =

∑
s∈Scć

(rc,s − r̄c)(rć,s − r̄ć)√∑
s∈Scć

(rc,s − r̄c)2
∑

s∈Scć
(rć,s − r̄ć)2

(2)

Ĉ is the set of neighbours for the active user and implies there are some number
of rated items in common between the active user and each neighbour. Users tend
to use ratings scales differently. For example, on a 1 to 5 rating scale, the active
user may seldom rate 1 or 5 while a neighbour only rates 1 and 5. Therefore, the
average rating of the active user and current neighbour (r̄c and r̄ć, respectively)
are used to smooth out this inconsistency.

The Pearson coefficient (2) correlates the degree of similarity sim(c, ć) be-
tween two users where Scć is the set of items both users have rated in common.
The degree of similarity ranges from -1 (perfect negative correlation) to +1 (per-
fect positive correlation). The similarity value is then used by equation (1) as
the impact weight each neighbour has in determining the final predicted value
(typically the N most similar neighbours are used). Thus, a neighbour with a
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similarity value 1 will have a large influence in moving the predicted score to-
wards her (relative) rating. Finally, k is a normalizing factor and is the inverse
summation of the absolute similarity values.

An advantage of CF is that nothing needs to be known about the items, for
items that are difficult to analyze (e.g. video) this is clearly beneficial. However,
CF performs poorly under sparse rating information, especially for new items
and users, and does not scale well [14].

4 Push-Poll Approach

Push-poll is envisioned to operate in a massive, highly dynamic environment,
and a potential application is recommending items from Rich Site Summary
(RSS) feeds [15]. RSS is a popular method to publish content to the Web and is
often used by blogs and news services to alert subscribers to new entries. RSS
items follow well-known XML formats and usually include a headline, a short
description, and a URL to the full item of interest. The breadth of topics and
overwhelming number of feeds presents an exciting challenge for a recommender
system that must manage many new and diverse items per day.

Our objective is to treat recommendation as an intuitive process that results
from user interaction and follows how information propagates by word of mouth
in the real world. We achieve this by modeling (inferring, representing explicitly
and maintaining) social networks centred on specific interests and “shepherding”
relevant items through these networks.

4.1 Interest-Based Channels

A dedicated process looks for new items by routinely cycling through a list of
RSS feeds (determined by developers and/or users). Once detected, new items
are analyzed and separated into channels according to their content. Thus, push-
poll is a hybrid recommender system [16] as it combines CF with content-based
analysis.

We suggest that RSS items require only a trivial amount of content-based
analysis in order to be classified. So-called collaborative tagging systems [17]
demonstrate successful item classification by having users provide manual clas-
sification through a set of freely-chosen keywords, or tags, rather than relying on
automated analysis or domain experts. The reoccurrence of certain tags points
to a consensus regarding the item’s content. Term extraction of the RSS item’s
headline and description would enable a rough guess as to what channel(s) the
item initially “fits” into–a channel is simply represented as a unique set of tags.
The overlap between the item’s tags and the channel’s tags defines the potential
fit of the item. Later, tagging by users would overrule the system’s tag set and
trigger a re-examination, possibly causing the item to be introduced into other
channels.

The organization of channels inherits the flexibility of collaborative tagging
and allows users to freely define their interests and the scope of their interests.
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For example, consider a user interested in foreign policy. She may create a chan-
nel with a general interpretation using the tag set {foreign, policy}. Or, she may
desire a narrower focus and conjoin {American, middleeast} to the previous set.

4.2 Push (Diffusion)

After a new item has been matched to a channel, it is seeded into the corre-
sponding network of users who subscribe to that channel (i.e., one user may
create a public channel that is shared with others). For now, we assume this
network already exists. Users are represented as nodes and a directed edge be-
tween nodes describes that one user influences another with a specific strength.
Influence strength is the edge weight (ranging from -1 to +1) between a pair of
user nodes and is related to the similarity between the users (Section 3.1). It
determines how items will propagate through the social networks as explained
by the Independent Cascade model [18] that captures the probability a person
will chose to adopt an item depending on how many of her social contacts have
already adopted it (note, the item could be a new hairstyle, gadget, etc.).

We use the Independent Cascade model to spread items across the network
but modify the terminology to illustrate that users have no voluntary control
over whether they adopt an item or not. Instead of “adopting” an item, a user is
infected with it, and infection is a condition where the item becomes a candidate
for activation (Section 4.3). For each new RSS item, some users are targeted to
be initial seeds, i.e. the nodes that are automatically infected. We suggest some
criteria for determining a potential seed: the user provides quick feedback (e.g.
rates often) and acts as an authority (i.e., exerts strong, direct influence on many
users). However, we leave seed determination as future work.

At the start of the push process, all seed nodes try to infect their “contacts”,
or neighbour nodes (i.e. the nodes at the end of outgoing edges), with the item. A
seed node u infects a neighbour node v with probability pu,v–the absolute value
of the influence strength from node u to v. Infected nodes have a single attempt
that will either succeed or fail at infecting a neighbour node. Success or failure
is independent of all previous attempts to infect the node in question. Note,
this assumption is relaxed in the General Cascade model [11]. After the seed
nodes cannot induce any new infections, all newly infected nodes try to infect
their neighbours, and this breadth-first cycle repeats until no new infections
are possible. Ultimately, depending on their direct/indirect connections to seed
users, some users in the network will be infected while others will not.

4.3 Poll (Activation)

If a user is infected with an item, the item is left in the user’s respective chan-
nel queue. Poll is the process that ultimately activates (i.e. recommends) these
queued items, and it is based on the Threshold Model of Collective Behaviour
[19]. The model is similar to Independent Cascade and describes that node v has
an intrinsic threshold level θv,s ∈ [0, 1] for adopting item s and a set of contacts
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I that have already adopted. For each node u in I, there is an associated weight
tu,v that describes how much “influence” u exerts on v.

Node v will adopt s if (3) holds true, i.e., the influence exerted by v’s contacts is
greater than v’s internal resistance to adopting s. In many models, θ is randomly
chosen from a distribution (uniform) to capture various levels of willingness. In
our case, I is the set of infected neighbours and θ is computed as a confidence
level based on some type of content analysis (e.g. comparing the item’s tags
against previously liked tag sets). If the system is confident that the item is
relevant (e.g. θ < 0.25), then the item is automatically activated. Otherwise, the
active user’s infected neighbours are polled using (4).

∑
u∈I

tu,v ≥ θv,s (3)

k
∑
u∈I

tu,v × ru,s ≥ θv,s (4)

Equation (4) is similar to the CF prediction (1) except rating scale smoothing
has been dropped and influence strengths between nodes are used instead of
similarity values that are produced by (2) which is an expensive operation. The
rating value ru,s ∈ [−1, 1] captures explicit feedback on the extremes (that u did
or did not like the item), and implicit feedback lies on medium values following
Nichols’ implicit rating strength order [20]. Note, the normalizing factor k allows
incoming influence strengths to sum to values greater than 1.

Determination of θ and polling is only performed when needed, i.e. when
the user is active and is requesting content for the specific channel(s). While
computationally efficient, there is a definite timing issue to this approach as
users activating an item early in its lifetime will find infected neighbours have
not yet provided feedback. One workaround would be to automatically activate
the item for seed nodes, assuming these users will most likely see the item first.
Otherwise, an item that failed to be activated could be saved back in the queue
for a later activation attempt.

4.4 Network Feedback

Once feedback from a user for an item is recorded, her connections (influence
strengths from neighbours who have also provided feedback) are updated. Feed-
back can be implicit (e.g. following the link of an item to the full story) or explicit
(e.g. tagging an item). Note, if feedback is explicitly positive, then a “re-push”
could be triggered using the active user as the new seed node. Users in agreement
will see their influence strengths move to either positive or negative unity while
users with low/noisy agreement will have their connections dropped. Network
readjustment will ultimately affect the subsequent spread and activation of later
items. In our implementation, a simple pay-off scheme is used to adjust influence
strengths. However, more advanced learning algorithms could be used instead.
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The question of how these networks are first formed is dependent on the types
of modeling and data collection employed by the recommender system. As noted
in Section 2, there are a number of means to infer social networks.

5 Evaluation

We compare the performance of a basic implementation of push-poll to the CF
algorithm reviewed in Section 3.1 using a simulation. Our goals are to show that
the underlying concept of social networks is feasible and to gain insight into its
advantages/disadvantages.

We used the well-known 100K MovieLens data set which contains 100,000
ratings (on a scale of 1 to 5) by 943 users for 1682 movies [21]. Each user is
guaranteed to have rated a minimum of 20 movies. Data was captured during a
7 month period from September 1997 to April 1998.

The metric, mean absolute error (MAE), is used to compare performance.

MAE =
∑N

c=1 |ri − ŕi|
N

(5)

N is the total number of predictions attempted, ri is the actual rating given by
the user, and ŕi is the predicted rating. Over- and under-estimation of ri by ŕi

is treated the same by taking the absolute value of the difference between the
two. A lower score means more accurate predictions.

Our hypothesis is that push-poll will perform as good as or better than CF at
predicting ratings. In a general system, we anticipate the number of users sharing
any given channel will be small. Therefore, we wish to investigate how push-poll
performs in small vs. large user groups. We also hypothesize that push-poll will
do better in narrow content scopes (e.g. American foreign policy vs. foreign
policy) with a small group of highly interested users as connections with strong
influence strengths are more likely to develop in such situations.

5.1 Simulation

We chose to classify movies by genre due to the lack of additional information in
the data set like plot summaries. A general (G) and a narrow (N) genre classifica-
tion were selected to represent channels a user could “subscribe” to: {adventure}
with 135 matching target movies and {science-fiction action adventure} with 27
target movies, respectively. A target movie is a movie that’s genre(s) fits those
of the genre channel (note, N is a subset of G). For example, The Princess Bride
(action, adventure, children’s, romance) would be a target for G but not N.

A minimum threshold of target movies must be rated by a user before she
is selected as a target user for the corresponding channel. If this threshold is
set low then a large group of target users (∼ 200) are captured, and they are
conceptualized as “subscribing” to the channel with low interest (LI). If the
threshold is relatively high then a small group of target users (∼ 25) subscribe
with high interest (HI). We assume this threshold is a proxy for interest level as
users should have stronger opinions/interest within genres they rate more often.
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A number of target movies were then randomly chosen as test movies which
comprise the trial set of movies that ratings are predicted for. The training set
is then comprised of the remaining target movies. Training and trial set sizes
were split to capture the situations where rating information is abundant (80/20)
or sparse (20/80). Altogether, there were 8 simulation configurations (2 genre
channels x 2 interest levels x 2 training/trial combinations) with 5 random test
movie sets run 5 times apiece for each configuration. The MAE for each of the
25 runs was averaged and reported in the next section.

For push-poll, seed nodes were randomly selected from target users for each
trial movie. System parameters for push-poll were optimally set depending on
the interest level: the number of seed nodes was set to ensure the majority
of target users were infected (∼ 10 target users for both LI and HI), and the
number of infected neighbours polled was 10% of target users for LI and 20%
for HI. Push-poll requires initial influence strengths between users to work with.
The similarity values (2) calculated from the ratings matrix with non-target
users, non-target movies, and trial movies removed were used as initial influence
strengths. CF was allowed to use rating information from non-target movies in
addition to what push-poll used–significantly more information.

Because an actual rating is being predicted, (1) was used by push-poll with
influence strengths substituted for similarity values (activation thresholds were
not determined). Each test movie had all its predictions for target users who
had rated it performed sequentially (by the rating timestamp) before the next
test movie was seeded. Influence strength was updated if it was determined that
a pair of users had rated the same test movie. CF performed predictions in the
order of the rating timestamp, regardless of the test movie. Finally, after a lapse
of 24 hours, CF was allowed to update the similarity values between users using
any new rating information introduced between lapses (these re-calculations took
the bulk of the simulation time).

5.2 Results

Overall, push-poll significantly outperformed the CF algorithm’s MAE score by
an average of 1.93% (p<0.001). This is an encouraging result, considering the
extra rating information used by CF.

The results for LI configurations are presented in the firsthalf of Figure 1.
On average, push-poll consistently and significantly outperformed CF by 2.58%
in these settings, and both algorithms performed better with the large train-
ing set (the 80/20 configuration). However, this intuitive expectation is reversed
for CF in HI configurations: we believe correlations for a small group of users
are noisy when considering all rating information (target movies and non-target
movies) and prediction accuracy is largely dependent on the selected test movies
(those that have lots of ratings versus few). Yet, push-poll’s behaviour remains
consistent for the training/trial splits but experiences increased variance in its
scoring. We hypothesize that at the time of rating a user may find only a few
neighbours with low influence strength who have already rated. A complete
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Fig. 1. Mean average error (MAE) results for simulation sets

implementation would leave that movie in the queue, waiting for feedback from
stronger connections. However, further testing of this hypothesis is required.

According to our hypothesis, for small user groups (HI), we see push-poll per-
formed better in the narrow genre channel versus the general one (an average of
1.1%). Its best performance (.7462)was in the configurationwhere a small group of
users showed a high level of interest for specific content (with a large training set),
indicating that careful selection and development of strong connections between
like-minded users for a specific interest will lead to improved prediction accuracy.

6 Conclusions

We presented the design of a push-poll recommender system that supports word
of mouth processes by spreading/activating information items through social
networks centred on shared interests. A basic implementation of our algorithm
significantly outperformed a common CF algorithm. There are a number of ad-
vantages to this approach: (1) recommendation is treated as a process and not
as an outcome of pre-arranged rules, giving users some intuition over how their
interactions affect which items are recommended to them, (2) new items are in-
troduced with a minimum of content analysis; and, (3) the underlying algorithm
is computationally efficient since a Pearson coefficient is not computed (we just
look up the influence values on demand and do straightforward updates on any
feedback). Future work includes developing push-poll into a working system that
recommends items of general interest from RSS feeds.
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Abstract. In this paper, we describe and discuss the evaluation process
and results of a content-based music retrieval system that we have de-
veloped. In our system, user models embody the ability of evolving and
using different music similarity measures for different users. Specifically, a
user-supplied relevance feedback and related neural network-based incre-
mental learning procedures allows our system to determine which subset
of a set of objective acoustic features approximates more efficiently the
subjective music similarity perception of an individual user. The evalu-
ation results verify our hypothesis of a direct relation between subjec-
tive music similarity perception and objective acoustic feature subsets.
Moreover, it is shown that, after training, retrieved music pieces exhibit
significantly improved perceived similarity to user-targeted music pieces.

1 Introduction

Recent advances in digital storage technology and the huge increase in the avail-
ability of digital music have led to the creation of large music collections for use
by broad classes of computer users. In turn, this fact gives rise to a need for sys-
tems that have the ability to manage the content of stored music files. At present,
applications that manage music data usually utilize textual meta-information.
The best-known example of this textual meta-information organization is prob-
ably the ID3 format, an extension to the popular MP3 format. Specifically, the
ID3 format allows the user to add tags to the beginning or end of a music file, con-
taining such information as song title, artist, album name, genre, etc. Despite its
extended capabilities, ID3-based systems still suffer from serious drawbacks. For
example, the textual description of audio content is subjective and the relevant
meta-data have to be entered and updated manually, which implies significant
effort in both creating and maintaining the music database.

To be able to search through a collection of music pieces and make observa-
tions about the similarity between objects that are not directly comparable, we
must transform raw data at a certain level of information granularity. Informa-
tion granules refer to a collection of data that contain only essential information.
Such granulation allows more efficient processing for extracting features and com-
puting numerical representations that characterize a music file. As a result, the
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large amount of detailed information of a song is reduced to a limited set of
features. Each feature is a vector of low dimensionality, which captures some
aspects of the song and can be used to determine song similarity. An extensive
variety of features can be extracted from raw audio data using either their time-
or frequency-domain (spectral) representation, [1,5,4,2].

Modern content-based music retrieval (CBMR) systems attempt to retrieve
music pieces from a database according to their objective or subjective similar-
ity to the user’s query. The most common practice followed in several CBMR
systems uses similarity measures that combine a fixed set of objective features
and produces a similarity value for two musical pieces. Since the similarity value
is produced from objective features, it applies universally (that is, to all users)
and, therefore, the procedure is invariant under differences in music similarity
perception between different users. However, the proper use of similarity percep-
tion information may improve the accuracy and speed of CBMR systems. For
example, information about a specific user’s music similarity perception could
be supplied to the CBMR system through an iterative procedure in which first
the CBMR system retrieves music files on the basis of objective features and
then the user ranks the retrieved images through a relevance feedback proce-
dure. The user-supplied ranking is fed into a learning algorithm which attempts
to construct an individualized model of the CBMR system user. This allows the
CBMR system to retrieve files for the specific user with higher efficiency, i.e.,
the system returns a smaller number of files which are perceived by the specific
user as more similar.

In this paper, we describe and discuss the evaluation process and results of
a content-based music retrieval system that we have developed. In our system,
a user-supplied relevance feedback procedure allows our system to determine
which subset of a set of objective acoustic features approximates more efficiently
the subjective music similarity perception of an individual user. Specifically,
the paper is organized as follows: Section 2 provides an overview of previous
related work. Section 3 presents the overall architecture of our system. A detailed
description of the evaluation process and its results is presented in Section 4.
Finally, a summary, conclusions, and suggestions for related future work are
given in Section 5.

2 Related Work

Some of the recent works that relate specifically to cbmr with use of user mod-
eling and user-supplied relevance feedback and are relevant to the present paper
include : (1) A cbmr system that adapts to its user’s impressions and resulted
from impression-estimation experiments, in which 100 subjects gave their im-
pression of 80 music pieces and were, subsequently, clustered into 20 groups [2].
For each unidentified user, the system attempts to identify the most suitable
user group. However, no direct relation between user groups and subsets of ob-
jective audio features has been explored. (2) A cbmr called mrtb, in which a
user-friendly graphical interface in thumbnail form allows easy retrieval result
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browsing and verification [3]. Again, no direct relation between user models and
subsets of objective audio features has been explored. (3) A relevance feedback
approach for music retrieval presented in [4] and based on the TreeQ vector
quantization process initially proposed by Foote [5]. More specifically relevance
feedback was incorporated into the model by modifying the quantization weights
of desired vectors. However this method is limited by the need to re-quantize the
entire music database for each query. (4) A relevance feedback music retrieval
system based on SVM Active Learning which retrieves the desired music piece
according to mood and style similarity [6], while our system does not incorpo-
rate any prior information concerning the music pieces but relies only the audio
signal.

An earlier version of our system was presented in [7], while we have also ex-
plored a similar approach in [8] within the framework of content-based image
retrieval. Our system is a CBMR system, in which user models embody the abil-
ity of evolving and using different music similarity measures for different users.
Contrary to previous works, our approach investigates certain subsets in the ob-
jective feature set which are able to approximate more efficiently the subjective
music similarity perception of an individual user. Our proposition is based on the
fact that each individual conceives differently the information features contained
in a music file and assigns different degrees of importance to music features when
assessing similarity between two music files. This, in turn, leads to the hypothe-
sis that different individuals possibly assess music similarity via different feature
sets and there might even exist certain features that are entirely unidentifiable
by certain users. On the basis of this assumption, relevance feedback supplied
by an individual user is fed into in an incremental learning process in order to
identify that feature subset and the corresponding similarity measure which is
in the highest accordance with the user’s music similarity perception.

3 Overall System Architecture

Modeling the subjective similarity perception of a certain individual may be
computationally realized by the development of an appropriate similarity mea-
sure providing the degree of resemblance between two music pieces as a real
value in the [0, 1] interval. Thus, the user modeling functionality embedded in
our system consists of developing similarity measures which would approximate
the similarity values that would be assigned by a specific user to pairs of music
pieces. From a mathematical point of view a similarity measure may be inter-
preted as a continuous non-linear mapping (F : Rn → R, n ≤ 30)from the space
of objective features to the [0, 1] interval of similarity degrees which naturally
leads us to the choice of Radial Basis Functions Networks (rbfn’s) that are
capable of implementing arbitrary nonlinear transformations of the input space.
Moreover, the adopted incremental learning procedure lies in the core of the
training process where the internal network parameters are modified according
to the back propagation rule in response to the user supplied similarity values
concerning certain pairs of music pieces.
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Fig. 1. Incremental Learning Scheme

The overall system architecture is based on the adapted incremental learning
technique depicted in Figure 1. Specifically, our scheme consists of the following
steps:

1. Seed the search with the target music piece corresponding to an existing mu-
sic piece in the system database. This step uses an offline process where the
feature extractor extracts the set of values for the complete set of 30 features.
Afterwards, a predefined number of subsets from the original feature vectors
set, C1,. . . ,CM , (11 neural networks described in Table 1) are assessed for
their ability to capture the subjective music piece similarity perception of a
specific user. These subsets of feature vectors are fed into the corresponding
neural networks to force them to realize M different similarity measures.

2. Each neural network retrieves the most similar music piece according to the
similarity measure it realizes.

3. The user valuates the set of the retrieved music pieces and ranks the degree
of similarity between the retrieved music pieces and the target music piece
according to his/her own perception.

4. This information is subsequently used by the system in order to adjust the
neural networks’ parameters. This latter parameter refinement involving the
adaptation of the entire neural network parameter set constitutes the fun-
damental part of the adopted training scheme.

5. The procedure is repeated for a preset number of times, during which the
network performance is recorded. In the end, we identify the neural net-
work and the corresponding feature subset that exhibited the most effective
performance in modeling the music similarity perception of the specific user.



292 D.N. Sotiropoulos, A.S. Lampropoulos, and G.A. Tsihrintzis

The objective feature subsets that correspond to each neural network are shown
in Table 1. The selection of these subsets has been based on their seman-
tic categorization. In other words, we generated combinations of the objec-
tive features to form groups that reflect different semantically meaningful as-
pects of the music signal. Thus, these feature groups describe not only low-
level information captured by statistical properties of the signal, but also high-
level information extracted by psychoacoustic algorithms. The user involvement
in the feature subsets selection process is indirectly conducted through the
incremental learning procedure by providing his/her similarity estimates and
thus subsidizing those neural networks whose estimates are closer to those pro-
vided by the user. The feature subsets selected (evaluated as more efficient)
by a specific user can be identified after the corresponding training session
is completed by comparing the relative performance of the converged neural
networks.

Table 1. Feature subsets per neural network

Network IDs Feature Subsets Feature IDs
1 Complete feature set [1 . . . 30]
2 All beat-related features [20 . . . 25]
3 All mean-, standard deviation- and

low energy-related features [1 . . . 9]
4 All MFCC-related features [10 . . . 19]
5 All pitch-related features [26 . . . 30]
6 All beat- and pitch-related features [20 . . . 30]
7 All mean-, standard deviation-, MFCC-

and low energy-related features [1 . . . 19]
8 All MFCC- and pitch-related features [10 . . . 19], [26 . . . 30]
9 All mean-, standard deviation-, MFCC-,

pitch- and low energy-related features [1 . . . 19], [26 . . . 30]
10 All beat-, MFCC- and pitch-related features [10 . . . 30]
11 Mean and standard deviation of

zero-crossings and low energy features [4, 8, 9]

Another point of our investigation concerned the existence of certain fea-
ture subsets whose information content might be implicitly characterized as
redundant by certain users and thus could be ignored when evaluating sim-
ilarity of two music pieces. For example, it was observed that when certain
users were prompted to give their similarity estimation for a pair of music
pieces, with one of them being rock, rhythm related features were evaluated
as more efficient in contrast to the pitch related ones. The reason for this
fact is that pitch related features contain melody and harmony information
which for certain users fail to capture the essence of a rhythm-dominated rock
song.
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4 Evaluation Process and Results

Our system was evaluated by one hundred (100) users belonging to different
age groups and having various music style preferences and related music ed-
ucation levels. As a test database, we used a western music collection of one
thousand (1000) music pieces. The evaluation process consisted of three stages:
At first, each participant was asked to complete a questionnaire concerning user
background information, which was collected for statistical purposes and is sum-
marized in Table 2.

Table 2. Stage I Evaluation Statistics

Overall Favorite Music Genre Pop 54%

Age Range 21 to 57

CDs Owned 10 to 600

Hours Spent per Week Listening to Music 1 to 70

Where Get Music From MP3 (47%)

Play Musical Instrument 39%, mostly the guitar

Professionally Involved in Music 3%

Previous Participation in Evaluation 47%

Secondly, each participant was given a predefined set of 11 pre-trained neural
networks with corresponding subsets of the entire feature set, as in Table 1,
in order to finely tune their modifiable parameters by evaluating their music
similarity estimation during only 6 training stages (epochs). In the course of each
training stage, the user listened to a previously selected music piece which served
as the target song of the query and the corresponding most similar music pieces
were retrieved from the database according to each neural network. Next, the
user was directed to supply his/her own similarity perception estimate for each
one of the 11 pairs of songs by typing in a similarity value in the [0, 1] interval.
After completing the all six training stages for every RBFN by providing a total
of 66 similarity values, each user conducted a save operation in order to update
the record of RBFNs’ performance history and the newly estimated adjustable
parameter values.

Finally, after completing the neural networks training stage each participant
was prompted to provide some information concerning the overall training and
retrieval performance of the system. Table 3 summarizes the information col-
lected during the third evaluation stage emphasizing the fact that the majority
of the users observed the existence of certain neural networks whose retrievals
were significantly better than the others. Moreover, most of the participants no-
ticed a gradual improvement of the neural network responses from training stage
to training stage.

The second stage of the evaluation process revealed that, during the training
session of each user, there were neural networks whose relevant performance
in approximating the music similarity perception of that particular user was
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Table 3. Stage III Evaluation Statistics

How long (in minutes) did
you spent training the system? 27 mins on average

Did you observe a difference in 1 : 2%
the retrievals returned by the various 2 : 11%
neural networks during the 3 : 54%
same training epoch ? 4 : 24%
1(minimum difference) to 5(maximum difference) 5 : 9 %

Did you observe an improvement in 1 : 3%
the retrievals returned by the various 2 : 11%
neural networks from training 3 : 32%
stage to training stage 4 : 46%
1(minimum improvement) to 5(maximum improvement) 5 : 8%

Did you observe any specific neural 1 : 2%
network that systematically returned 2 : 22%
better retrievals than the other networks 3 : 34%
1 (minimum difference) to 5 (maximum difference) 4 : 36%

5 : 6%

Overall system assessment:
1(Misleading) 2 %
2 (Not Helpful) 17 %
3 (Good) 27 %
4 (Very Good) 32 %
5 (Excellent) 22 %

consistently better than that of the remaining neural networks. Figs. 2 and 3
illustrate typical examples of this fact, as seen from the plots of the time evolution
of the error rates of the various networks. In these figures, the horizontal axis
counts training epochs (number of relevance feedbacks) and the vertical axis
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Fig. 2. Typical User Behavior I
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was corresponds to neural network mean error rate. The neural network with
the lowest mean error rate is selected to profile the specific user.

A second justification of the user modeling ability of our system lies in the
observation that, even when certain neural network retrievals were assessed as
unsatisfactory to the user, the similarity values estimated by the neural networks
were quite close to the perceived similarity values provided by the user.

A third observation is that no single neural network and corresponding fea-
ture subset outperformed all networks in all training sessions. On the contrary,
the system users are clustered by the eleven neural networks into 11 correspond-
ing clusters as in Fig. 4. We observe that the neural networks numbered 5,6
and 10 produce empty user clusters, which implies that the corresponding fea-
ture subsets fail to model the music similarity perception of any user. On the
other hand, the neural networks numbered 9 and 7 produce clusters containing
approximately 27% and 18% of the users. This difference in network perfor-
mance lies with the qualitative differences of the corresponding feature subsets.
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Fig. 5. Error Rate Convergence

Specifically, the feature subsets used by neural networks 9 and 7 describe both
acoustic and psychoacoustic music information. This is strong evidence justifying
our initial hypothesis that relates feature subsets with the similarity perception
of an individual.

Finally, the convergence of the incremental learning process was examined
and illustrated in Fig. 5. Specifically, the time evolution of the error rates of all
the neural networks is shown over a total of 56 training cycles by the same user.
During this training, a total of 8 different target music pieces were given and the
system was trained for 7 epochs per given target.

5 Summary, Conclusions and Future Work

In this paper, we described and discussed the evaluation process and results
of a content-based music retrieval system that we have developed. Our sys-
tem constructs music similarity perception models of its users by associating
different music similarity measures to different users. This is achieved via a user-
supplied relevance feedback procedure and related neural network-based incre-
mental learning which allow the system to determine which subset of a set of
objective features approximates more accurately the subjective music similarity
perception of an individual user.

The evaluation process involved one hundred (100) users and a western music
collection of one thousand (1000) music pieces. The evaluation results lead to
two major conclusions. Firstly, it is verified that exists a relation between
subsets of objective features and individualized music similarity per-
ception. Secondly, fast convergence was observed, with the error rates
converging to low values only within a small number of incremental
learning epochs.
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In the future, our system will be expanded further by increasing the number of
similarity measures (neural networks) associated with individual users. Further
improvements in our system will also be performed in such directions as the use of
alternative classifiers or advanced audio signal representation, enhancement and
processing techniques that seem to promise higher system efficiency [10,9]. This
and other research work is currently in progress and will be reported elsewhere
in the near future.
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Abstract. This paper addresses the problem of capturing rich, long-
term personal activity logs of users’ interactions with their workstations,
for the purpose of deriving predictive, personal user models. Our archi-
tecture addresses a number of practical problems with activity capture,
including incorporating heterogeneous information from different appli-
cations, measuring phenomena with different rates of change, efficiently
scheduling knowledge sources, incrementally evolving knowledge repre-
sentations, and incorporating prior knowledge to combine low-level ob-
servations into interpretations better suited for user modeling tasks. We
demonstrate that the computational and memory demands of general ac-
tivity capture are well within reasonable limits even on today’s hardware
and software platforms.

1 Introduction

Progress in user modeling over recent years has demonstrated that models learned
from observing users’ actions can boost ease and efficiency of application use,
improve interaction quality, and save users time and effort. Yet, despite progress
in the field, relatively few applications on the desktop today employ user mod-
elling techniques to adapt to users’ needs. The field’s most visible successes have
instead been in recommender systems for online retailers and content providers,
which gain leverage by simultaneously amassing profiles of hundreds, thousands,
or millions of users. While this approach has been successful for online businesses
and marketplaces, it is not easily applied to desktop applications, which have
one primary user, and where information may be much more personal and sen-
sitive in nature. One of the primary obstacles to user modeling on the desktop
has been the complexity needed to develop application-specific user modeling
systems to learn from user actions. Another is the bootstrapping problem, that
very little about the user is known when the application is first installed on the
user’s system.

Our belief is that some of these desktop modeling challenges can be mitigated
by decoupling user modeling components from applications, so that models can
be shared across applications. In addition to reducing the bootstrapping problem,
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an advantage to this approach is that it becomes possible to capture task-related
contextual connections among applications such as an e-mail client, web browser,
and a text editor [3], which would otherwise be missed by application-centered
modeling techniques.

This poster focuses on an activity capture framework for building rich logs
of a user’s activity across his or her desktop applications. This is a first step of
a larger project to derive personal, lifetime user models (PLUM) that span a
user’s applications and personal devices. Our paper outlines the challenges we
have thus far identified in building long-term logs that are flexible, sustainable,
evolvable, and practical using today’s hardware and software.

2 Related Work

A number of systems have attempted to fulfill Vannevar Bush’s MEMEX vision
[4] of building a personal memory prosthesis [11] that can capture aspects of
everyday life experiences, and archive them for later retrieval [10,1,14]. With
respect to this goal, PLUM focuses on monitoring the information-gathering,
manipulation, and consumption patterns of the user, in order to collect data
needed to build models of a user’s information needs. IRIS [5] is another open-
source research platform for user modeling and therefore resembles PLUM in
intent and purpose, with a wider research scope. Like PLUM, IRIS uses RDF
for representing user interaction data. However, IRIS requires users to abandon
their existing tools for a specially instrumented desktop environment. PLUM,
meanwhile, is comparatively very lightweight, integrates with several existing
desktop applications without modification, and may be easily extended to ob-
serve activity in new applications. Other systems with similar goals to PLUM
include [8] and Slife [16], a new commercial application whose description seems
to suggest that it closely mirrors PLUM’s technique for interfacing with appli-
cations in MacOS X. Neither of these projects appear to be open-source, and
details of their implementations are unavailable at time of this publication. Ad-
ditionally, when details are released, we will investigate integrating PLUM with
SUBTLE [9], a new open-source toolkit for constructing statistical models from
sensor streams of human activities.

3 Capture Architecture

The system’s design goal was to capture user activity in a manner that was both
sufficiently general and of high-enough fidelity to eventually accommodate a
variety of typical user-modeling purposes. The intended modeling tasks we were
targeting include building predictive models of user activity, identifying recurring
patterns or routines in user behavior (as in [2]), identifying key collaborators or
resources (as [13]), and aiding human memory through reminder and recall [11].
A description of using PLUM’s activity logs for latent task analysis be found
in [15].
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3.1 Activity and Context Observers

Observer modules hold the greatest responsibility of the system – to retrieve in-
formation about the user’s state and actions from the surrounding computational
and physical environment, and transform this information into a representation
that can be used by the rest of the system. To accommodate the wide variety
of applications just described, we have made it easy for applications to add new
observer modules to incorporate new information not previously captured.

Our desktop implementation currently consists of observer modules for Mac-
OS X that determine window placement, application focus, actively running
processes, nearby WiFi access points, keyboard/mouse idleness, active network
connections, and documents being accessed within the user’s home directory.
Additional application-specific scripts for Acrobat Reader, Safari, Firefox, Apple
Mail, Preview, iTunes, iChat and Microsoft Word allow the system to retrieve
the contents of open documents, web sites, e-mails and chats. We have short-
term plans to develop observers for the Windows platform that employ the .NET
Hooks API for instrumentation. [7]

We designed observers to capture as much raw, low-level information in ac-
tivity logs as possible, rather than summarizing data or deriving higher-level
state. This choice made it possible to decouple knowledge sources in the cap-
ture framework from activity inference algorithms, enabling us to incrementally
add or improve the latter without having to re-build activity logs from scratch.
This also allowed us to push probabilistic representations and reasoning out of
the capture framework, into the modeling layer. Perhaps most importantly, by
avoiding summarizing any data, we minimized the risk of inadvertently losing
information that might be of use to applications or activity inference algorithms
added later on. However, the biggest drawback with storing raw observations is
that it results in the accumulation of a copious amount of data. As we discuss in
3.3, we find that the volume of data is quite manageable for most phenomena.

3.2 Knowledge Representation

Observers encode their observations as temporally-tagged relational graph struc-
tures in RDF. [12] We chose RDF for two reasons; first, it allowed us to easily
encode rich descriptions of the entities or phenomena that were observed; and
second, because it allowed us to incrementally refine our representation as we
designed new knowledge sources. Each observation is tagged with a validity inter-
val, representing the span of time during which the phenomenon being observed
was believed to assume the values in the observation. When each observer is
run, it asserts a new observation only if it detects a significant change from
the last observation it made; otherwise, it simply extends the last observation’s
validity interval. Since each observer is designed to sample the environment ex-
actly once every run, the sampling frequency for an observer is determined by
the PLUM scheduler. In order to try to capture fast-changing phenomena with
as much fidelity as possible, we designed an adaptive, stochastic scheduler that
randomly chooses observers with a probability proportional to how frequently
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(in the past) it observed significant changes. The scheduler can also optionally be
made to consider the amount of time observers have taken to execute in the past,
to prevent computationally expensive observers from dominating the schedule.

A consequence of having each observer assert low-level observations indepen-
dently is that we often see a single user action cause several related effects, or
take a variety of equivalent forms, arising from the specific way by which that
action was taken. Thus, the activity logs reflect a level of abstraction beneath
that of user action, and thus beneath that of which our user modeling applica-
tions are likely to be interested. To bridge this gap and reduce work required of
statistical modeling algorithms, we have made it possible to plug in simple rule-
sets during the query process, that derive simple conclusions based on patterns
in the data. [15]

3.3 Evaluation and Future Work

To gauge resource consumption, we ran our framework for three weeks on the
primary author’s laptop1 with minimally noticeable impact on user application
performance. Examining resource utilization while running the set of 10 ob-
servers at 2Hz (using the round-robin scheduler) revealed the main observation
loop consuming an average of 6 percent of one core and 50MB of RAM, while
mysqld consumes an additional 0.5 percent CPU and 30MB of RAM. Therefore,
during capture, PLUM does not consume significantly more than the typical
desktop application (iTunes consumes 5-12 % CPU on the same machine). Ran-
domly querying to the activity log, however, is currently very expensive. We are
investigating ways to make tuple query more efficient, including storing individ-
ual RDF triples as table rows [17]. The other main concern regarding feasibility
besides CPU utilization, is, of course, the space consumed by capture logs. In
the three weeks, we accumulated 332MB of data, consisting of approximately 4
million triples. We should note, however, that these observers do not yet cap-
ture the full text associated with user actions; for example, observers currently
store accessed URLs to documents, instead of their contents. We are currently
investigating approaches by which we efficiently store the full text of potentially
transient documents, in case this information is needed by modeling applications.

Our final metric for evaluation surrounds the user acceptability of our frame-
work. Regarding information-privacy concerns of storing long-term, high-fidelity
logs of user activity, we are hoping to ensure that users maintain total control
and ownership of data captured by the system. One way we are starting to
achieve this is storing all logs in access-protected databases on the user’s own
personal devices. A practical issue remaining, however, surrounds whether users
can trust applications needing access to their protected activity logs; for this we
are currently considering whether OS-kernel level data isolation and labelling
approaches (such as those demonstrated in Asbestos [6]) could be applied.2

1 A 2Ghz Intel Core Duo Macbook Pro with 2GB of RAM, running MacOS X 10.4.8,
Java 1.5, Jena 2.5, mysql 5.0.16.

2 The PLUM framework may be downloaded at http://plum.csail.mit.edu

http://plum.csail.mit.edu
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Abstract. We have developed a novel student model based on probabilistic re-
lational models (PRMs).  This model combines the advantages of Bayesian net-
works and object-oriented systems. It facilitates knowledge acquisition and 
makes it easier to apply the model for different domains. The model is oriented 
towards virtual laboratories, in which a student interacts by doing experiments 
in a simulated or remote environment. It represents the students' knowledge at 
different levels of granularity, combining the performance and exploration be-
havior in several experiments, to decide the best way to guide the student in the 
next experiments. Based on this model, we have developed tutors for virtual 
laboratories in different domains. An evaluation of with a group of students, 
show a significant improvement in learning when a tutor based on the PRM 
model is incorporated to a virtual robotics lab.  

1   Introduction 

An intelligent tutoring system (ITS) tries to emulate a human tutor by adapting itself 
to the learner. A key element of an intelligent tutor is the student model, that provides 
knowledge about each student, so the ITS can adapt to the student needs. In the last 
years, Bayesian networks have become one of the preferred methods for student mod-
eling [1, 2, 4]. However, building a Bayesian network model for a domain is a diffi-
cult and time consuming process, and  in some cases the model can become too com-
plex, and consequently the inference process could be slow for some applications, in 
particular those that require a real time response, as virtual laboratories. 
    Probabilistic relational models [3] (PRM’s) provide a new approach to student 
modeling, integrating the expressive power of Bayesian networks and the facilities of 
relational models. They provide a more expressive, object-oriented representation that 
facilitates knowledge acquisition. We have developed a general student model for 
virtual laboratories based on PRMs, with two main contributions: (i) a generic archi-
tecture for incorporating intelligent tutors in virtual laboratories, and (ii) a student 
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model representation based on probabilistic relational model that facilitates the devel-
opment of ITS for virtual labs in different domains. 

2   Probabilistic Relational Models 

The basic entities in a PRM [3] are objects or domain entities. Objects in the domain 
are partitioned into a set of disjoint classes, X1, ...,Xn. Each class is associated with a 
set of attributes A(Xi). The dependency model is defined at the class level, allowing it 
to be used for any object in the class. A PRM specifies the probability distribution 
using the same underlying principles used in Bayesian networks. Each of the random 
variables in a PRM, the attributes x.a of the individual objects x, is directly influenced 
by other attributes, which are its parents. A PRM therefore defines for each attribute, 
a set of parents and a local probabilistic model. 
    Applying PRMs to ITSs allows for the definition of different structures (skeletons) 
according to the characteristics of different types of students and experiments, which 
are instantiated as a Bayesian network. This helps to reduce the problem of complex-
ity, because only a partial model is used for a particular student and experiment, 
avoiding the need to propagate in the whole network. This model also makes knowl-
edge acquisition easier, because the instructor can define the model at a general level 
in terms of classes and attributes, from which the specific models are derived. 
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Fig. 1. A general PRM for virtual laboratories. The model specifies the main classes of objects, 
their attributes and the dependencies between some attributes (random variables). 

3   A General Student Model Based on PRMs 

In order to apply PRM’s to student modeling we have to define the main objects in-
volved in the domain. A general student model oriented to virtual laboratories was 
designed, starting form a high level structure at the class level, and ending with spe-
cific Bayesian networks for different experiments at the lower level. As shown in  
figure 1, the main classes, related with students and experiments, were defined.  
Once the model is specified at the class level, including the attributes and their  
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dependencies, we can extract a skeleton, that is, a general Bayesian network for a 
fragment of the model. From the schema in figure 1, a general skeleton for virtual labs 
was derived, depicted in figure 2. The observations from the students’ interactions 
with a virtual lab are represented by two classes: experiment performance and ex-
periment behavior, which constitute the lowest level in the hierarchy. The intermedi-
ate level represents the different knowledge items associated to each experiment, 
linked to the highest level which groups the items in sub-themes and themes, and fi-
nally into the students’ general category.  

Experiment Results
Student behavior

Knowledge items

Sub-themes

Themes

Student

 

Fig. 2. A general skeleton obtained from the PRM in figure 1. This skeleton specifies a general 
model for any experiment, which is later instantiated to particular experiments. 

From the skeleton, it is possible to define different instances according to the val-
ues of specific variables in the model. For example, from the general skeleton for ex-
periments of figure 2, we can define particular instances for each experiment and stu-
dent level, as it is shown in figure 3 In this case, we illustrate the generation of 9 dif-
ferent networks, for 3 experiments and 3 student levels. 
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Fig. 3. From a generic skeleton (left), different instances of the student model are obtained, 
according to the experiment (1, 2 & 3, 4) and the student level (novice, medium, expert) 
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Once a specific Bayesian network is generated from the skeleton, it can be used to 
update the student model via standard probability propagation techniques [6]. In this 
case, it is used to propagate evidence from the experiment evaluation to the knowl-
edge items, and then to the knowledge sub-themes and to the knowledge themes. Af-
ter each experiment, the knowledge of the student at the different level of granularity 
is used by the tutor to decide if it should provide help to the student, and at what level 
of detail. Based on the student category, the tutor decides the difficulty of the next 
experiments to be presented to the student. 

4   An Architecture for Virtual Laboratories 

A virtual lab provides remote access to simulated or real equipment, so that students 
can interact with it and learn by doing. A tutor serves as virtual assistant in this lab.      
Most virtual laboratories assume that the student learns just by performing experi-
ments and observing the results. However, this is not, in general, an effective and ef-
ficient strategy. It strongly depends on the learner ability to explore adequately and 
interpret the results of the experiments [1]. We have developed a general architecture 
for virtual laboratories, figure 4. We coupled an intelligent tutoring system to the vir-
tual laboratory, based on the PRM student model. The tutor follows the exploration 
and performance by the student in the lab, updates its model, gives the appropriate 
help if required, and defines the next experiments.  
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Fig. 4. A generic architecture for virtual laboratories integrating an intelligent tutor. The main 
elements in this architecture are: (i) a learning environment, (ii) a simulator (virtual laboratory), 
and (iii) an intelligent tutoring system. 

5   Applications and Results 

Based on the general architecture and the student model, we develop a virtual laboratory 
for mobile robotics that incorporates an ITS. To evaluate the impact of the tutor, and in 
particular the student model on learning, we performed a controlled experiment with a 
group of 20 students registered in a robotics course at ITESM, México. The class was 
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divided into two groups, 10 students each. The control group experimented in the vir-
tual laboratory without the tutor, while the test group had the advice of the tutor. A pre-
test was applied to all students in the concepts related with the experiments. After 2 
weeks of experimentation in the virtual lab, a post-test was applied in the same topics. 
Figure 5 summarizes the results of the post-test for both groups, the pre-test results are 
also shown for comparison. The results show that the students that explore the virtual 
environment with the help of the tutor have a better performance [5].  
    Based on the generic architecture and a set of authoring tools, we have developed 
other applications: (i) a collaborative robotics laboratory, (ii) a remote lab for learning 
mobile robotics, and (iii) an introductory physics virtual laboratory. The general 
model helped to reduce the development time of the ITS for these labs. 
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Fig. 5. A comparison of the test (with tutor) vs. the control (without tutor) groups. The graph 
shows the students’ grade averages per student, in ascending order. The average of pre-test of 
both groups is included. 

6   Conclusions and Future Work  

We have developed a generic architecture for integrating intelligent tutoring systems 
and virtual laboratories. The main element of this architecture is a generic student 
model based on PRM’s. By defining a general framework based on the PRM student 
model, this can be easily adapted for different experiments, domains and student lev-
els. Based on this generic model we have developed several learning environments. 
One of them, the virtual robotics laboratory, has been evaluated with a group of stu-
dents, demonstrating a better learning performance for students with help of the tutor 
compared to students without help. As future work we plan to integrate our tools in a 
general authoring tool for ITS for virtual labs. 
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Abstract. In this paper we present an approach to enable interoperability of 
user-adaptive systems (UASs) in a ubiquitous environment. We model the 
interactions between systems as a semantics-based dialogue for exchanging user 
model and context data. We focus on the user data clarification and negotiation 
tasks, and show how semantics enables, on the one hand, the understanding 
among user-adaptive systems in a distributed ubiquitous setting, and on the 
other hand indirectly improves their effectiveness in producing end user results. 
We deploy and evaluate our approach in the UbiquiTO mobile adaptive tourist 
guide.  

1   Introduction 

Adaptation is particularly important for applications in ubiquitous environments, 
since the variety of users, contexts, and devices implies a huge diversity of user needs 
to be met [12]. As the users interact with various adaptive systems there are different 
chunks of user data residing in each of them. There is no common “memory” to keep 
track of user activities and maintain up-to-date set of user preferences and 
characteristics. Such a ‘memory-bank’ would allow for an adequate adaptation to the 
user and her current context. One way of achieving a rather complete picture of the 
user’s experience is to allow the systems in the ubiquitous setting to share user data 
and thus provide sufficient information for better adaptation [12]. Systems can share 
user data by accessing a common storage [9]; alternatively, we can allow direct 
communication between the applications. In open ubiquitous environment, treating 
interaction between UASs as a method invocation (as in object-oriented 
programming) is not appropriate [1]. “These methods assume providing a fixed 
functionality defined at design time independently of the conditions of their use” [12]. 
Instead, one of the most important requirements in ubiquitous settings is to gather 
information at run time about the context in which the interaction occurs (e.g. among 
users, devices, places, systems involved). At the same time, we need some mechanism 
for managing critical situations (e.g. clarify or negotiate the data) and being reactive 
to the context.  
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To address such environment requirements, we propose to model the interaction 
between UASs as a semantic dialogue1 and in this way to achieve: user-awareness, 
semantic-awareness, context-awareness, and reactive behaviour beneficial for the 
negotiation and clarification of user data in critical situations. 

Section 2 sketches a typical interaction scenario to outline the requirements for its 
realization. In Section 3 we present the semantics-based conversational framework, 
which deployment is further illustrated in the example presented in Section 4. Finally, 
Section 5 discusses evaluation aspects within the context of the UbiquiTO test bed. 

2   Interoperability Scenario  

Mario is an art student at the University of Torino. He has an assignment to write 
about religious buildings in Torino. He uses his mobile adaptive tourist guide 
UbiquiTO [6] to gather quickly information about the religious buildings in Torino. 
To provide this information tailored to Mario’s features and context, UbiquiTO needs 
prior information, i.e. buildings Mario has already seen; what does he so far know 
about religious art; what is his personal interest in this and related topics. UbiquiTO 
has already a user profile of Mario but it does not contain all the information 
necessary to answer those questions. Thus, UbiquiTO searches for other systems (e.g. 
ARRS [5]) used by Mario and sends them requests for the needed information. 
UbiquiTO and ARRS first agree on Mario identity. Then, UbiquiTO requests from 
ARRS the values for Mario’s interest in the concept “churches”. To provide the 
correct values, ARRS needs to clarify the request (e.g. churches as sightseeing or as 
religious objects). UbiquiTO receives the values and the level of certainty for each of 
them. If this level is not sufficient, it continues the dialogue exploring the domain and 
Mario’s profile for related relevant concepts (e.g. different church styles and religious 
historical buildings). If, however, it detects that Mario is in a hurry, it uses the values 
from ARRS despite their low confidence level in order to optimize the response time. 

3   Semantics-Based Conversational Framework 

In this section, we illustrate our approach for user-adaptive systems interaction in 
ubiquitous environments. First, we show how we model systems interactions as a 
dialogue; second, we demonstrate the enriching of this the model with semantics.  

Dialogue Games. We base the systems interaction in our scenario on the notion of a 
dialogue game as introduced by Levin, Moore [10] and Dimitrova [8], “a Dialogue 
Game (DG) represents an interaction episode concerning a particular goal and 
discussion topic”[8], and is formally defined as a 5-tuple <C,P,R,U,S> [2], where C= 
is the focus, the set of all possible concepts that can be exchanged during the 
dialogue; P = the set of pre-conditions necessary to trigger the game; R =  the actions 
to perform at the end of the game (post-conditions); U= tactics is a set of rules to 
produce speech acts, thus for selecting the moves and the scope of each move, and S= 

                                                           
1 A dialogue is a set of Speech Acts [11] performed by actors with the intention to accomplish 

certain purposes. The basic idea of dialogue-based approaches is to represent the interaction 
process with the conversational conventions used by humans in natural conversation [3]. 
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scopes is the set of the concepts from the focus to be used in speech acts. The systems 
interact with a set of speech acts (SA), defined by the tactics of the specific game. A 
statement about the user model is represented as a triple <concept, value, belief>. To 
meet the requirements in section 2, we identify three main games (details in [4]): 

i) a concept-exploratory game supports semantic-awareness by collecting information 
about the concepts and relations in the knowledge base. It can be used to negotiate the 
response, when an exact match is not available; or to clarify the request.  
ii) a value-informative game supports the context awareness and user awareness 
requirements. It informs the actors of the values or beliefs of the other system’s 
knowledge base. 
iii) an explicative game supports also the semantics awareness requirement. It is used 
when there are a discrepancy in the actors’ believes, that needs to be justified.  

Semantic-based Dialogue. To address the limitations that emerge in the application 
of this approach in an ubiquitous environment [4], we express the data model in terms 
of a common language and shared vocabularies. This provides a common 
understanding of the exchanged data among the systems and allows them to reason on  
the semantics of data (on the concepts relations and on the properties value) to decide 
the next steps of a dialogue. 

Reasoning with concepts relations refers to probing for typed properties of a given 
concept and thus creating the focus of the game and the scope of the next SA. Typed 
properties are considered here as upper-level concepts (parents), low-level concepts 
(children), and directly related concepts at the same level (siblings). In our 
scenario, UbiquiTO requests the concepts museum and historical_building because 
they are siblings of the topic (church) and they share the property has_style. The 
implication here is that if there is no exact match of the requested concepts, the value 
of some of the children concepts can be used instead.  

Reasoning with properties values refers to considering the property values to select 
the appropriate scope concepts (S) and to order them according to the game tactics 
(U). For example, the property informative factor expresses the level of usefulness 
with respect to a specific goal. This allows us to rank the concepts according to their 
informative factor. In the scenario, UbiquiTO asks ARRS for a username and a birth 
place, since they are the concepts with the highest informative factors for the goal of 
user identification.  

To conclude, the reasoning with concept relations and with property-values allows 
to improve the efficiency of the dialogue, by providing the means to rationally 
explore a knowledge base and using more efficient tactics for the SAs sequencing.  

4   Example: Interoperability Scenario with Semantics Dialogue 

Mario selects visit  churches in UbiquiTO. Since it does not have all the required 
information to satisfy Mario’s request, UbiquiTO initiates a dialog with ARRS2 to 
find the missing values. UbiquiTO accesses the public dialogue API and implements 
strategies rules to decide which dialogue game to play.  
                                                           
2 The searching of external system does not influence the dialogue management. Thus, we 

focus only on what happens when the system is found and the interaction starts. 
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USER IDENTIFICATION - opening a value-informative game 

UbiquiTO: Do you have username=”Mario”?    (<inquire move>) 
ARRS: I have username=”Mario”.   (<accept move>) 
UbiquiTO: Do you have birthplace=”Turin” where username=”Mario”?  (<inquire move>) 
ARRS: I have birthplace =”Turin” and username=”Mario” (<accept move>) 

UbiquiTO asks ARRS about the username of Mario. ARRS confirms and UbiquiTO 
asks for the next relevant concept for user identification (birthplace). The dialogue 
ends when, according to its identification algorithm, UbiquiTO can reliably assume 
that they are speaking of the same user. Scope concepts in the dialogue are ordered by 
a properties-value reasoning considering the informative factor of each value 
property. Once the user is identified, the (<Q, R inquire, user_interest(church)>) is 
sent to ARRS. Not having an exact match, ARRS initiates a concepts-explorative 
game to clarify the request. 
 

QUERY REFINEMENT- starting a concept-explorative game 

   ARRS: Do you want concept=”church” in context = ”religious celebration”?       (<inquire move>)  
   UbiquiTO: No, I do not.   (<deny move>)  
   ARRS: Do you want concept=”church” in context=” place to visit”?    (<inquire move>) 
   UbiquiTO want information about concept=”building”.         (<accept move>) 
 
ARRS inquires for super-concepts of “church” (e.g. church as religious celebration, or 
place to visit). The choice of concepts here is done considering the relations among 
the concepts with concepts-relation reasoning. ARRS answers does not satisfy 
UbiquiTO’s request. According to the strategies rules, UbiquiTO starts an exploration  
of related concepts for achieving similar/equivalent results. 
 
RESPONSE NEGOTIATION- starting a concept-explorative game 

UbiquiTO: Do you know user interest value in romanic_church?   (<inquire move>) 
ARRS: yes, value is 0.6   (<inform move>) 
UbiquiTO: Do you have user interest in gothic_church?  (<inquire move>) 
ARRS: No, I don’t   (<deny move>) 
UbiquiTO: Do you know user interest in historical_building?  (<inquire move>) 
ARRS: yes, it is value=0.4   (<inform move>) 

 
UbiquiTO inquires the interest values for the children of church, (e.g. Romanic, 
Gothic), and then for its sibling historical_buildings. Even without an exact 
interest value, UbiquiTO can infer it as an average of the values of related concepts. 
At each dialog step, UbiquiTO determines the commitment on the context. If context 
change occurs UbiquiTO changes the focus, e.g. from children to siblings. The 
dialogue ends when UbiquiTO detects a critical context condition.  

5   Evaluation and Discussion  

Here we discuss the results of the approach evaluation with the UbiquiTO system (for 
details see [4]). In sec. 4 we saw that, in the interaction with ARRS, UbiquiTO is able 
to: i) have more reliable user data; and ii) provide the user with better results. We 
focus only on the first aspect as producing results depends on many additional 
parameters, besides the input data (e.g. system internal strategies). The test subjects 
consisted of 15 ARRS’s users selected by an availability of sampling strategy. The 
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experimental tasks were organized in three steps. STEP 1: users interact with 
UbiquiTO as a stand-alone system. STEP 2: users perform the same tasks as in  
STEP 1 while UbiquiTO interacts with ARRS. Finally, we compared the results from 
STEP 1 and STEP 2 with respect to the user model dimensions in order to see how the 
user model changes after the interaction dialogue for additional user data. To 
estimate in a numerical fashion the changes in the user model, we measured the 
Confidence Level (i.e. a measure of the “subjective validity” of the value, expressed 
as a system belief in how much the value is reliable). The Confidence Level is 
calculated in the situation i) and ii): the value moved from 0.37 to 0.55 with an 
average increment of the 17.9 %. We can now conclude from the tests that a dialogue 
is useful to improve user model data (and as a consequence adaptation results) only if 
the exchanged data are good. Thus, it needs to be supported by some mechanism for 
data evaluation [7].  

Advantages of the semantic dialogue: it is suitable to model the interaction among 
UASs in ubiquitous environments since it addresses context requirements; it improves 
adaptation results, since it allows efficient interoperability interactions for reaching 
more reliable user data. Disadvantages of the semantic dialogue: it can occur only 
among known systems; it supports only bilateral interactions; it is time consuming 
and requires lots of computational efforts (to consider all contextual conditions).  
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Abstract. A physiological signal based emotion recognition method, for
the assessment of three emotional classes: happiness, disgust and fear, is
presented. Our approach consists of four steps: (i) biosignal acquisition,
(ii) biosignal preprocessing and feature extraction, (iii) feature selection
and (iv) classification. The input signals are facial electromyograms, the
electrocardiogram, the respiration and the electrodermal skin response.
We have constructed a dataset which consists of 9 healthy subjects. More-
over we present preliminary results which indicate on average, accuracy
rates of 0.48, 0.68 and 0.69 for recognition of happiness, disgust and fear
emotions, respectively.

Keywords: emotion recognition, biosignals, classification.

1 Introduction

Ongoing research efforts focus on empowering computers to understand human
emotion. A number of findings from neuroscience, physiology and cognitive sci-
ence, suggests that emotion plays a critical role in rational and intelligent be-
havior. Apparently, emotion interacts with thinking in ways that are not obvious
but important for intelligent functioning [1]. Furthermore, there are numerous
areas in human computer interaction that could efficiently use the capability
to understand emotion. For example it is accepted that emotional ability is an
essential factor for the next generation of robots [2]. Understanding emotion
can also play a significant role in intelligent rooms [3] and affective computer
tutoring [4]. To our knowledge, only a small number of studies reported in the
literature have demonstrated biosignal based affective recognition that is appli-
cable to multiple users [5]. Apparently, a user independent method is essential
for a practical application, so that the users do not have to be bothered with
training of the system. Furthermore, current systems require 2-5 minutes sig-
nal in order to reach to a decision [6,7]. In this paper, we present, a biosignal
based, user independent emotion recognition method. In this paper we propose
a method for emotion recognition, which is fully automated and requires only

C. Conati, K. McCoy, and G. Paliouras (Eds.): UM 2007, LNAI 4511, pp. 314–318, 2007.
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ten second data acquisition for the signals. The method consists of four steps:
(i) biosignal acquisition, (ii) biosignal preprocessing and feature extraction, (iii)
feature selection and (iv) classification. The investigated emotional classes are
fear, disgust and happiness.

2 Materials and Methods

2.1 Biosignal Acquisition and Dataset

The user’s emotional state is defined using information obtained from the fol-
lowing biosignals: facial electromyograms (EMGs), electrocardiogram (ECG),
respiration effort and electrodermal activity (EDA). The following set of biosen-
sors are used: (i) for the EMGs signals special thin and flexible surface EMGs
grid sensors [8] are placed on the subject’s face (a total of 16 EMG channels),
(ii) for the ECG, a g.ECG sensor [9] is placed on the subject’s thorax, (iii) for
the respiration a g.RESP [9] Piezoelectric Respiration Sensor is placed around
the subject’s thorax and (iv) for the EDA two Ag/AgCl galvanic skin response
sensors are attached on the subject’s middle and index fingers. We consructed an
emotion-specific physiological dataset. We use a set of affective pictures (carefully
selected, by an experienced physiologist) drawn from the International Affective
Picture System (IAPS) [10], to make the subjects experience the emotional states
of interest (fear, disgust and happiness) and simultaneously acquire the various
biosignals that accompany them. After being exposed to the outer stimulus the
subjects were self annotating their emotional state using the acknowledged tech-
nique SAM (Self Assessment Manikin) [11]. SAM has been broadly used for the
measurement of the emotional states in a variety of situations including reactions
to pictures, images, sounds and advertisements [12]. The obtained dataset con-
sists of 9 subjects and a total number of 118 instances, 30 of them corresponding
to happiness, 55 to disgust and 33 to fear.

2.2 Biosignal Pre-processing and Feature Extraction

The acquired raw biosignals are pre-processed using low-pass filters at 500 Hz
and 100 Hz for the facial EMGs and ECG respectively, and smoothing (moving
average) filters for the respiration and EDA signals. The resolution used for
signal digitization is 12 bit. The extracted features from each signal are shown
in Table 1, and described in detail in [13].

2.3 Feature Selection

The Simba algorithm [14] is used for feature selection, since it outperforms com-
pared to other well known feature selection algorithms [14]. Having applied the
Simba algorithm, from the initial number of 44 features only 9 are selected.
These features are shown in Table 2.
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Table 1. The features extracted for each of the acquired biosignals (facial EMG, ECG,
respiration, and EDA)

EMG ECG RESPIRATION EDA

Mean value Mean amplitude Mean amplitude Mean amplitude
Standard deviation Rate Rate Rate

Means of absolute Means of absolute Means of absolute
values of first values of first values of first
differences differences differences

Mean Frequency Mean rise duration
Median Frequency

Table 2. Selected Features ordered by their significance

# Feature # Feature

1 Respiration Rate 6 Left Frontalis Standard Deviation
2 Heart Rate 7 Right Frontalis Standard Deviation
3 Right Masseter Standard Deviation 8 Right Nasalis Standard Deviation
4 Means of absolute of first differences of EDA 9 Left Nasalis Standard Deviation
5 Right Masseter Standard Deviation

2.4 Classification

In order to exploit the proposed method’s potential we have employed the K-NN
[15] and the Random Forests [16] classifiers.

3 Results

The method is evaluated using the dataset described in Section 2.1. In order to
minimize the bias associated with the random sampling of the training and test-
ing data samples, we use 10 fold cross-validation. For our experiments we use
the Weka environment [17]. In Table 3, we present for both classifiers the con-
fusion matrix, the True Positive (TP), False Positive (FP) rates and Precisions
for each class. Random Forests and K-NN result in statistically similar perfor-
mance. However, K-NN performs slightly better. To verify that this slight ad-
vantage is not due to the feature selection algorithm, we perform an experiment
using the Principal Component Analysis (PCA) [18] instead of the Simba fea-
ture selection algorithm. PCA is a well known feature reduction method where
the features, using a transformation matrix, are projected into a lower dimen-
sion space. The results are shown in Table 4. We notice that there is a signifi-
cant decrease in performance for both K-NN and Random Forests. Thus, using
feature selection in our problem we obtain better performance than feature re-
duction. Moreover, we notice that K-NN does not outperform Random Forest
when PCA is used.
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Table 3. Results for (a) K-NN, and (b) Random Forests

Class Conf. Mat. TP Rate FP Rate Precision

HAPPINESS 14 11 5 0.47 0.19 0.45
DISGUST 10 42 3 0.76 0.32 0.68

FEAR 7 9 17 0.52 0.09 0.68

(a)

Class Conf. Mat. TP Rate FP Rate Precision

HAPPINESS 13 13 4 0.43 0.16 0.48
DISGUST 10 41 4 0.75 0.38 0.63

FEAR 4 11 18 0.55 0.09 0.69

(b)

Table 4. Results of the K-NN and Random Forest classifiers using the Simba feature
selection and PCA approach

K-NN (K=1) Random Forests

Simba 62.70(14.57) 62.41(12.58)
PCA 50.64(13.92) 50.81(12.04)

4 Discussion-Conclusions

In this work, a user independent emotion recognition method is presented. A 10
second period window has been selected based on the fact that there is a time
delay between the instance that the subject experienced an emotion and the
corresponding response changes in the selected biosignals [19].

Our initial results are promising, indicating the ability to differentiate the
three emotional classes. A direct comparison to related approaches, is not feasible
since they are applied in different biosignals, number and type of emotional
classes.

It must be noticed that we are well aware that the current form and method
of application of the biosensors is anything but intuitive and natural. However,
considering the current trend towards wearable computing, it can be expected
that the biosensors will be sooner tinny enough to be impended into clothing and
jewellery [6]. For research purposes we have chosen the aforementioned sensors
since they allow a certain flexibility e.g. in terms of placement of the sensors.
This flexibility is important given the fact that many aspects of sensor usage
are not completely clear, e.g. which facial muscle EMG signals are the most
appropriate in order to manifest an emotional state [5]. An important component
of our future work is to increase the number of emotions under investigation and
to reduce the set of acquired biosignals which may allow for less complicated
sensor arrangements to be developed.
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Abstract. The interpretation of physiological signals in terms of emo-
tion requires an appropriate mapping between physiological features and
emotion representations. We present a user model associating psychologi-
cal and physiological representation of emotion in order to bring findings
from the psychophysiology domain into User-Modeling computational
techniques. We discuss results based on an experiment we performed
based on bio-sensors to get physiological measure of emotion, involving
40 subjects.

1 Introduction

Affective computing systems based on psychophysiology aim at interpreting
user’s physiological activity (e.g. heart rate -HR- and skin conductance -SC-)
as discrete emotions or affective dimensions toward near to real time recognition
of emotion [1,2,3,4]. Main approaches to perform emotion recognition use user-
independent data (with a common training database for different subjects) and
enable to build user-models including the user’s emotions from that recognition
process. Indeed, existing litterature point to the existence of relation between
physiological signals and their psychological emotional meaning (e.g. heart rate
acceleration and fear are usually positively correlated across subjects [5]. How-
ever emotional specificity of subjects [6] suggests that we should take into account
in a user model specifity for a particular user. Other existing approaches to emo-
tion recognition are single-subject based and are therefore not fully generalizable
but allow precise user’s model.

2 Psycho-physiological Emotion Map as a U.M.
Representation

Our proposed User Model (UM) aim at mapping physiological emotional mea-
sures with associated psychological emotional measures in a emotional given sit-
uation, for a specific user (but using both user-dependent and user-independent
� The authors would like to acknowledge that this work was partially founded by

ST Microelectronics in the framework of the Region Provence-Alpes-Côte-d’Azur
(PACA) PACALab.
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Fig. 1. Psycho Physiological Emotional Map construction and use

data): the Psycho Physiological Emotional Map (PPEM, see figure 1) [7]. In a
UM learning phase, we provide a set of emotional situations to the user (1), which
elicit affective experiences (2). We perform psychological (3) and physiological
(4) measures associated to the affective experience. The psychological measure
can be converted into different representations (discrete and dimensional). A
set of features extraction is performed from the physiological measure. Then,
the user model called PPEM (single subject form) is built from the association
of psycho-physiological measure (5), for the user i. Then, from a PPEMaver-
age (user-independent data : synthesis of existing findings in terms of psycho-
physiological maps), we build the modulations from this average for this sub-
ject. Finally, by combining these modulations with the PPEMaverage, we build
the PPEM’i (parametric form combining user-independent and user-dependent
data) which will be used to recognize emotion. In a UM use phase, we continu-
ously measure physiological signal from the user and extract features related to
emotion (7). By comparing the current features values, with the contents of the
PPEM’i, we estimate the emotion representation actually felt by the user (8).

3 Experiment and Results

3.1 Materials and Methods

We performed an experiment to test the possibilities to build the proposed user
model. 40 subjects participated (21 men and 19 women, average 32 years old).
A set of 61 stimuli (31 images, 5 videos, 25 sounds)was selected to be varied
regarding the type of media (audio, visual et video), the contents and the intented
emotional characteristic (i.e. pre validated by a population, e.g. 31 images from
the International Affective Picture System [8] and 2 videos from [9]), to try
to cover the most extended range of emotion. Figure 2 shows the three steps
exposure and emotional measure of the same stimuli, performed by each subject.
Phase (1) was a slideshow of stimuli and recording of physiological measure
(heart rate and skin conductance, using Bodymedia armband used on the left
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Fig. 2. The three steps of emotion measures for the experiment

hand and an adapted polar T31 transmitter). Phase (2) was a static classification
of the same stimuli in the emotional space of expression made of valence*arousal
dimensions. Phase (3) was a dynamic measure of the valence, during a slideshow
of the dynamic stimuli.

3.2 Data Preprocessing and Statistical Analysis

Psychological data. For each subjects, we estimated the position in the va-
lence arousal space as discrete emotion (using the Circumplex model [10] and by
dividing the valence and arousal space into five regions), to study the compat-
ibility of both representations into our user model (see figure 3 for an example
of clustering).

Fig. 3. Estimation of Discrete Emotion
from the valence and arousal coordinates
expressed by a subject

Fig. 4. Designed Real Time Heart Rate
and Skin Conductance Emotional Feature
Analyzer

Physiological features. We extracted from the physiological signals 28 fea-
tures related to emotion (detailled in table 1 with our implementation shown
in figure 4). Skin conductance (SC), Skin Conductance level (SCL, the tonic
signal in SC), and Skin Conductance Responses (SCRs, the phasic signal in
SC, considered as discrete events) were extracted for each stimulus. Heart Rate
(HR) and Heart Rate Variablity (the variability in different frequency bands,
based on FFTs) were extracted. Analysis at intra-individual level. Figure
6 plots the number of subjects which presented a significant linear correlation
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Table 1. SC-related and HR-related features calculated for each multimedia stimulus

SC-related Features Description HR-related Features Description
SC (raw) SCAverage HR (raw) HRAverage

SCMaxAmplitude HRMin
SCL SCLOnsetOffsetDiff HRMax
SCR SCRsRelativeNb HRV, in each Freq. bands : meanEi

timeStart with i =LF, MF or HF) minEi
meanRiseTime maxEi
meanAmplitude meanDerivativeEi

sympathovagalBalance
relativeMFPower
totalVariability

a0 a1 a2

PPEMaverage 0.143 0.05 -0.113

subject 1 0.029 -0.128 0.158
dx1 0.029 0.151 -0.054

subject 2 0.258 0.236 -0.384
dx2 -0.199 -0.213 0.488

Fig. 5. Built PPEM′
i from

PPEMaverage and PPEMi for
two subjects

Fig. 6. Number of subjects for which we found
a significant linear correlation, for each feature

(p < 0.05) between physiological features and psychological representation of
emotion expressed in the provided valence and arousal space. This results con-
firm the general population trend that heart rate could be used as an indicator
of valence, while skin conductance could be used as an indicator of arousal.
Moreover, the different number of significant correlations for each subject is an
indicator of inter individual differences.

Using dynamic emotional measure for user modeling. Intra-individual
dynamic expression of valence could be considered for a user modeling of psy-
chophysiology. Psychological features performed on the slider values (e.g. aver-
aged rigth derivative of slider movement) analyzed with phyiological features
lead in signficant results (a maximum of 63% of significants correlations was
found, p < 0.05). Thus, the (aj , bj) components of PPEM could be taken into
consideration. Combining different emotion representations. We tested
statistically discrete emotion representation with physiological values. Results
showed that the mean of 64% of physiological features in each emotion class
statistically changes according to classes (One-way ANOVAs with F(1,63) and
p < 0.01). This validates the possibility to combine dimensional and discrete psy-
chological representations. Psycho-physiological mappings, from PPEMi
to PPEM’i. We built PPEM’i using multilinear regression model based on least
squares method. For example, valence = a0 + a1x1 + a2x2, with x1 and x2 two
features values, and a0, a1 and a2 the associated coefficients, could be the model
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of a subject. Differences between the coefficients provide differences between
the psychophysiological mappings. We provide in table 5 an example of models
we built for two subjects (PPEMi, user-dependent model) and their equivalent
as PPEM’i (combination of user-dependent and user-independent data) using
the population average (PPEMaverage, user-independent data) with valence as
output. The PPEM′

i combines user-dependent and user-independent data, and
allows to compare model among subjects.

4 Discussion

We provided a user model (PPEM) which may help computer sensing of emo-
tion by embedding average psychophysiological rules as well as what we learn
from each user. Our results shows that (1) Combining different emotion repre-
sentations (dimensional and discrete, dynamic and static) into one User Model is
suitable ; (2) Considering the average population psychophysiological mappings
could be taken into account to facilitate the user modeling. The PPEM′

i, which
combines user-dependent and user-independent data, may help to model psy-
chophysiological mappings of users, and thus increase the emotion recognition
efficiency from physiological signals.
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Abstract. Collaborative Filtering recommender systems, one of the most repre-
sentative systems for personalized recommendations in E-commerce, enable us-
ers to find the useful information easily. But traditional CF suffers from some 
weaknesses: scalability and real-time performance. To address these issues, we 
present a novel model-based CF approach to provide efficient recommenda-
tions. In addition, we propose a new method of building a model with dynamic 
updates, when users present explicit feedback. The experimental evaluation on 
MovieLens datasets shows that our method offers reasonable prediction quality 
as good as the best of user-based Pearson correlation coefficient algorithm. 

1   Introduction 

Collaborative filtering is to predict the utility of a certain item for the target user 
based on the user’s previous preferences or the opinions of other similar users, and 
thereby make proper recommendations [2]. Despite its success and popularity, 
traditional CF suffers from several problems: sparsity, scalability, and real-time 
performance. A number of model-based studies have attempted to address these 
problems [2, 4, 5, 6]. One notable fact in a model-based CF is that model-building can 
be accomplished offline prior to online recommendation. Thereby, model-based CF is 
typically faster in terms of recommendation time using the pre-computed model. 
However, the model-based approach encounters a new limitation: it is difficult to 
reflect new information instantaneously once the model is built. To solve the 
limitation, we present a novel model-based approach which supports dynamic updates 
with reasonable prediction quality. Our approach first determines similarities between 
the items, and subsequently identifies the confidence of the items, indicating the 
relevance of prior predictions. Furthermore, this paper presents a method of applying 
the model to a CF. 

2   Building a User-Item Predictive Model 

Before describing the algorithm, some definitions of the matrices are introduced. 
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Definition 1 (Rating matrix, R). If there is a list of k users U={u1,u2,…,uk}, a list of 
n items I={i1,i2,…in}, k × n user-item data can be represented as a User-item rating 
matrix, R. Each Ru,j represents the rating of a user u on item i.  

Definition 2 (Prediction matrix, P). From matrix R, the system can generate predic-
tion for a target item i that is already rated by a target user u. Each Pu,i represents the 
predicted values of a user u on an item i in a User-item prediction matrix, P. 

Definition 3 (Absolute Error matrix, AE). From the set of explicit and predicted 
rating pairs <Ru,i , Pu,i> for all the data in matrices R and P, a User-item absolute error 
matrix, AE, can be filled as absolute errors, which can be computed as | Ru,i – Pu,i |.  

2.1   Item-Based Predictive Model 

For constructing P and AE, a user’s rating should be predicted for an item that has 
already been rated. The prediction for a target user u on item i, Pu,i, is obtained as: 
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where MSI(u) is the set of k most similar items to the target item i among items rated 
by the user u and Ru,j is the rating of user u on item j. In addition, 

iR  and 
jR  refer to 

the average rating of item i and j. sim(i, j) means the similarity between items i and j, 
which can be calculated using diverse similarity algorithms [2]. We also consider the 
inverse item frequency, which dictates that users rating numerous items present less 
contribution with regard to similarity than users rating a smaller number of items [6]. 

As a result of the absolute error matrix, the confidence of an item, which is  
indicating the relevance of prior predictions for an item, can be computed. 

Definition 4 (Item Confidence). Let Uj be a set of users who has already rated for 
item j in the system and GUε

j  a set of users whose an absolute error value on item j, 
AEu,j, is less than an predefined error threshold ε, AEu,j ≤ ε and GUε

j ⊆ Uj. Then, the 
confidence of item j, Cε(j), is defined as 
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Cε(j) is in the interval [0, 1]. If Cε(j) = 0 then all prior predictions for item j are not 
relevant whereas if Cε(j) = 1 then the prior predictions for item j are always relevant. 

2.2   Applying the Model to Collaborative Filtering 

Our method is divided into an offline phase and an online phase. The former is a 
model building phase (section 2.1) and the latter is a prediction phase using the  
pre-computed model. We denominate our approach an Item Confidence-based  
CF (ICCF). 
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Fig. 1. Applying the model to a collaborative filtering recommendation 

In order to compute the predicted rating, each column vector is normalized by sub-
tracting the column average from each rating, and then the item confidence Cε(j) is 
used instead of using item-item similarity. Formally, the prediction Pu,i is defined as: 
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where Item(u) is a set of k highest confidence items which a user u rated and cε (j) is 
the confidence of item j. In addition, 

iR and 
jR refers to the average rating of item i 

and j. The concept of this prediction is that items of the high confidence present more 
contribution with regard to prediction than items of the low confidence. 

Once the model is built, it is difficult to reflect new information instantaneously 
despite its significance in the recommender system [3]. To alleviate this weakness, 
our approach is designed such that the model is updated effectively and users’ new 
opinions are reflected incrementally. From the explicit user feedback, the three user-
item matrices; R, P, and AE, can be easily updated. Subsequently item confidence  
can be re-computed from the updated AE. Therefore, our method can use the update 
information in the process of new predictions as well as make enhanced predictions. 

3   Experimental Evaluation 

The data set taken from the well known MovieLens contains 100,000 ratings of 1682 
movies rated with 1 to 5 by 943 users. For evaluation, the total ratings were divided 
into two groups: 80% was used as a training set and 20% was used as a test set. To 
measure the accuracy of the predictions, mean absolute error (MAE), which is widely 
used for statistical measurements in the diverse algorithms [1, 2, 6] was adopted.  
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Model Building Experiments. As shown in Table 1, because of better prediction 
qualities than original similarity algorithms, the models constructed by Inverse item 
Frequency approaches are taken up in subsequent of experiments. 

Table 1. Comparison of the prediction quality achieved by the different similarity measures 

 Cos CosIIF Corr CorrIIF AdCos AdCosIIF 
MAE 0.7482 0.74751 0.75166 0.75124 0.75167 0.75158 

3.1   Experiment Results 

Experiments with the error threshold. As stated in Section 2.1, the confidence of 
an item is decided by an error threshold ε, so that the prediction quality is signifi-
cantly affected by a value of ε. We evaluate a variation of MAE obtained by changing 
the ε value, when k was set to 30 and k was set to all items rated by the target user. 
The parameter k means a number of highest confidence items to use in prediction 
generation. As the ε value increases from 0.2 to 1.2, the prediction quality is im-
proved, and when ε=1.2 was selected, the most accurate results is shown in both 
cases. 

Experiments with k highest confidence items. The following experiments investi-
gate the effect of the parameter k on the performance of CF. Different numbers of k 
items were selected by highest-confidence order for the prediction generation. More-
over, we selected all items (k=all) for the prediction generation process. The error 
threshold ε for computing item confidence was set to 0.8. Table 2 depicts the varia-
tion of an MAE of three methods as the value of k increases from 10 to 80. As the 
results, according to increment of k value, the prediction quality of three methods is 
improved. 

Table 2. MAE according to variation of k value used in generating the prediction (ε = 0.8) 

 10 30 50 70 80 all 
ICCF+AdcosIIF 0.7872 0.7641 0.7614 0.7599 0.7589 0.7543 
ICCF+CorrIIF 0.786 0.7657 0.7623 0.7594 0.7585 0.7542 
ICCF+CosIIF 0.7851 0.7654 0.7620 0.7603 0.7590 0.7542 

We conclude from the results that the proposed approaches provide better quality with 
growth of users opinions and do not consider the sensitivity on the optimal number of 
neighbors for the prediction generation unlike pure a user-based and an item-based CF. 

Comparison to other methods. In order to compare the performance of the item 
confidence-based approaches, a user-based CF algorithm, wherein the similarity is 
computed by the Pearson correlation coefficient (denote as UserCF) [1], and the item-
based CF approach of [2], which employs cosine-based similarity (denote as ItemCF), 
were implemented. And we compare the best result in MAE of each method. As noted 
a number of previous studies, the size of neighborhood k influences the prediction 
quality of user-based and item-based CF [2, 4, 6]. Therefore, different numbers of 
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user/item neighbors k were used for the prediction generation in UserCF and ItemCF. 
As we can see from table 2, ICCF+CosIIF shows considerably improved perform-
ance compared to ItemCF. In addition, comparing the results achieved by 
ICCF+CosIIF and UserCF, our method offers reasonable prediction quality as good 
as UserCF. 

Table 3. Comparison of the best results with other approaches 

Algorithm UserCF 
(k=60) 

ItemCF 
(k=50) 

ICCF+CosIIF 
(ε=0.8, k=all) 

ICCF+CosIIF 
(ε=1.2, k=all) 

MAE 0.75340 0.82306 0.75418 0.75386 

4   Conclusion 

CF for recommendations is a powerful technology for users to find information rele-
vant to their preference. In the present work, we have presented a novel approach to 
build a model and to provide efficient recommendations. The major advantage of our 
approach is that it supports updating of the model instantaneously, even when users 
present explicit feedback. The experimental results demonstrate that the prediction 
quality improves with growth of items used for the prediction generation. Moreover, 
our approach offers reasonably good quality although the prediction quality is slightly 
worse than the best quality of a user-based CF. However, there still remains a defect 
that our prediction strategy depends on the error threshold. Therefore, we plan to 
further analyze the model and study a specific method to offer a different optimal 
value to each user in order to provide more personalized recommendation. 
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Abstract. Recently, we have introduced a new procedure to automat-
ically generate students’ conceptual models to assist teachers in finding
out their students’ main misconceptions and lack of concepts, from their
interaction with an automatic and adaptive free-text scoring system. In
this paper, we present an improvement of this procedure: the models can
be built from the students’ answers in plain text and they refer not only
to one particular student but to the whole class. We also introduce a
new tool called COMOV (COnceptual MOdels Viewer) to display the
models as concept maps, tables, bar charts or text summaries. Finally,
we provide an evaluation of this new approach.

1 Introduction

Conceptual models are knowledge representation formalisms that have been
widely applied to e-learning applications. Many systems maintain that keep some
kind of student’s conceptual model, such as DynMap+ [1], E-TESTER [2] and
STyLE-OLM [3]. Other systems represent the structure of a course with con-
ceptual models [4], or use information from the students’ assessments to modify
the content of the course [5].

In this work, we define a student’s conceptual model as a network of in-
terrelated concepts representing what the student has learnt about an area of
knowledge. We describe the (to our knowledge) first e-learning system able to
fully generate the student’s conceptual model. This is done from answers written
by the students in plain text using the Willow system [6]. It has been applied
to help teachers to identify the main students’ misconceptions and concepts to
review, with a very good acceptance.

The structure of this paper is as follows: Section 2 describes how to acquire
the conceptual models from students’ answers written in plain text. Section 3
introduces a new tool called COMOV (Conceptual MOdel Viewer) to display the
students’ conceptual models to the teacher in different representations. Finally,
Section 4 provides the evaluation of the procedure.

� This work has been sponsored by Spanish Ministry of Science and Technology,
project number TIN2004-03140.
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2 Conceptual Models and Their Generation

For each area of knowledge, we ask the teachers to provide several questions
and to structure them in topics. Also, for each question, we ask at least three
different teachers to write one correct answer (reference). In this way, we expect
that several paraphrasings of the same content are captured. The teachers are
helped in the task of writing the references with automatic procedures such as
genetic algorithms to select as references some of the best students’ answers of
previous years or Anaphora Resolution to automatically generate new references.

We have distinguished three different levels of concepts: area-of-knowledge
concept (AC) that represents the main domain that the students are learning
and is directly taken as the name of the course; topic concept (TC) that refers
to each topic inside an area-of-knowledge and is taken as the name of each lesson
of the course; and basic concept (BC), the domain-specific terms relevant to
each topic. The BCs are automatically extracted from the references [7].

Each concept has a confidence-value (between 0 and 1) that reflects how
well it is understood at the time that the model is shown. Students must use
certain concepts in their answers. Thus, a lower confidence-value means that the
student does not know the concept as he or she does not use it, while a higher
value means that the student confidently uses that concept. The formula applied
to calculate the confidence-value, representing the student’s knowledge about a
term t, given a set of questions Y, is given by Equation (1) [6]. Freqst(t) refers to
the frequency of t in the student answer, and Freqref (t) to its mean frequency
in the references. ∑

y∈Y
Freqst(t)

Freqref (t)

|Y| (1)

The confidence-value of a TC is calculated from the confidence values of
the BCs that groups and the confidence-value of an AC is calculated from the
confidence-values of its TCs. Thus, just by checking if the AC has a high confi-
dence value, it can be seen how well concepts in that area have been understood.
The model for the whole class is again estimated by calculating the mean values
for each BC, and calculating next the values for TCs and ACs.

Regarding the relationships between the concepts, three kinds of links have
been identified: type 1 between ACs and TCs to join the area-of-knowledge to
each topic; type 2 between TCs and BCs to join each topic to each concept
covered in this topic; and, type 3 between two BCs to join related concepts.
Each link has an associated label that indicates the type of link. Type 1 and 2
are given by the structure of the course and thus, the label is fixed, while type 3
links that are extracted from the students’ answers are annotated with different
labels. The procedure to extract type 3 links is quite simple at the moment: find
one BC and mark it as the first BC of the relationship, find another BC in the
same sentence and mark it as the second BC of the relationship and extract the
words between the first and the second BC and mark them as the linking words
of the relationship.
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3 Representation

Whenever the teacher wants to review the conceptual model of a student, he or
she logs into the conceptual model viewer called COMOV (COnceptual MOdel
Viewer). The conceptual model can be represented with COMOV for a particular
student or for the whole class as a concept map, a table, a bar chart or a textual
summary.

The concept map is represented as a spider-like map with the AC in the
center and the TCs radially fixed (each of them with its BCs). A color schema
has been used so that the background color indicates the type of node and the
foreground color indicates the level of knowledge. For the sake of simplicity, the
linking words are not explicitly written.

In the table, neither the links nor TCs and ACs are captured. Our purpose is
to focus the attention of the teacher on just the BCs and how well the students
seem to have understood them by looking at the exact confidence-value assigned.
In this way, if the table is ordered from higher to lower confidence-value teachers
can easily see which are the concepts better understood by the students. Con-
versely, if the table is ordered from lower to higher confidence-value teachers
can see which concepts have still not been assimilated and thus, which concepts
should be reviewed.

As in the table, in the bar chart, we did not want to represent either links
or TCs and ACs instead focussing on the BCs and how well the students have
assimilated them. Hence, each BC is represented by a bar and the length of the
bar indicates its confidence-value. The resulting bar chart shows in the Y axis
the terms and in the X axis their confidence-values.

The system can also generate text summaries, one report per student and a
class report. Text summaries also focus on the BCs. Each report contains three
ordered lists: the confidence-value of the ten most important concepts with the
same background color schema as above, the ten worst known concepts and the
ten best known concepts.

4 Teachers’ and Students’ Evaluation of COMOV

In the first term of the academic year 2005-2006, we carried out an experiment
in which we applied the new automatic procedure to generate the conceptual
models of a group of 31 students of the Telecommunications Engineering degree
of the Universidad Autonoma de Madrid from their answers in plain text. Af-
ter generating the concept maps corresponding to the answers written by each
student, a positive correlation is found both between the score given by the
teacher to each student’s final exam and the number of best-known BCs (46%,
statistically significant, p=0.0101), and between the final score and the mean of
the confidence-values of the BCs in the map (50%, statistically significant, p =
0.0068). Furthermore, it is very easy for the teacher to observe that students
with a high score always have a more complex conceptual model, with more
well-known concepts and links between them.
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Table 1. Results of the satisfaction survey carried out for six teachers of our home
university and their average values in the mean column. The representations are marked
as C for concept map, T for table, B for bar chart, and S for text summary.

Feature T1 T2 T3 T4 T5 T6 Mean

Familiarity with conceptual models 3 2 4 1 4 2 2.7
Intuitiveness of the COMOV’s interface 4 4 5 3 3 4 3.8
How informative is the table representation 5 4 3 2 3 5 3.7
How informative is the bar chart representation 2 5 5 4 5 4 4.2
How informative is text summary representation 4 4 5 3 4 5 4.2
How informative is the concept map representation 4 4 5 4 4 5 4.3
Favorite representation T B S/C B C C C
COMOV usefulness 2 4 5 4 4 5 4.0
Would you use COMOV? Y Y Y Y Y Y Y
Would you recommend COMOV? Y Y Y Y Y Y Y

We also asked six teachers of our home university to see the generated con-
ceptual models with COMOV. The goal was to find out how useful they thought
that the conceptual model of a student or a group of students was, and which
of the four above mentioned representations they considered as the most infor-
mative. Teachers filled in a non-anonymous satisfaction questionnaire with some
Likert-type items in a scale from 1 (very negative value) up to 5 (very positive
value) and some free-text-answer items expressing their opinion. The results of
the questionnaire are gathered in Table 1, where each column refers to a teacher.

As it can be seen, most teachers were not very familiar with students’ con-
ceptual models. Nevertheless, they considered COMOV useful to identify how
well the students have understood the concepts of the lesson. They also thought
it was very simple to use and, all of the teachers stated that they would use
COMOV in their courses and would recommend its use in other subjects.

Regarding which representation was considered as the most informative, the
assigned average values were very similar. It might be because all teachers
thought that these representations were quite informative, and in some cases
even complementary. Nevertheless, when the teachers were asked to choose one
of the several representations, concept maps received more votes.

5 Conclusions and Future Work

We have presented a new procedure for automatically generating students’ con-
ceptual models from their answers in plain text. It makes use of a Term Extrac-
tion module and syntactic analyzers to produce both the conceptual model of a
particular student and the conceptual model of the whole class.

To test the procedure, we performed an experiment in which we generated 31
students’ conceptual models and found a positive correlation between the score
assigned by the teacher to each student’s final exam and the score assigned to
each students’ generated conceptual model indicating that the concept map is
in some way capturing the students’ knowledge. Furthermore, we observed that
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the students whose concept maps are more complex achieved higher scores in the
final exam. Teachers also seemed to have found COMOV quite useful and usable.
In fact, all of them would use it in their lessons to see how well the students are
understanding the concepts exposed in the lectures and they would recommend
its use to other colleagues in other subjects. Regarding which representation is
their favorite, concept maps were chosen by the majority.

As future work, we plan to improve the extraction of type 3 links and the
generation of the group model, continue evaluating the procedure to generate the
students’ conceptual models in an experiment with more students and, produce
templates so the teachers can easily recognize good and bad models at first sight.
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7. Pérez-Maŕın, D., Pascual-Nieto, I., Alfonseca, E., Rodŕıguez, P.: Automatic iden-
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Abstract. Personalization is one of the important research issues in the areas of
information retrieval and Web search. Providing personalized services that are
tailored toward the specific preferences and interests of a given user can enhance
her experience and satisfaction. However, to effectively capture user interests is
a challenging research problem. Some challenges include how to quickly capture
user interests in an unobtrusive way, how to provide diversified recommendations,
and how to track the drifts of user interests in a timely fashion. In this paper, we
propose a model for learning user interests and an algorithm that actively captures
user interests through an interactive recommendation process. The key advantage
of our algorithm is that it takes into account both exploitation (recommending
items that belong to users’ core interest) and exploration (discovering potential
interests of users). Extensive experiments using synthetic data and a user study
show that our algorithm can quickly capture diversified user interests in an unob-
trusive way, even when the user interests may drift along time.

1 Introduction

Personalized recommendation systems that provide users with recommendations on
products, news articles, or documents that are tailored toward their personal interests
are being used extensively in e-commerce web sites, news portals, and enterprise docu-
mentation portals. As pointed out by the research community recently [1], the five major
usability goals for user-adaptive systems are: privacy, controllability, unobtrusiveness,
breadth of experience, and predictability and comprehensibility. We are building a pro-
totype of a Personal Information Manager that tries to address the above criteria. Such a
system runs on a user’s personal computer; it collects recent important information that
matches the user’s personal interests from the Web, the blogosphere, and news sites; it
then summarizes the collected information and presents to the user in a succinct form.

To solve the above challenging issues, we use a learning framework and propose
an algorithm that actively captures user interests through an unobtrusive interactive
recommendation process. Unlike a greedy algorithm, which only exploits the model of
users’ interests, the proposed algorithm takes into account exploration, i.e., it discovers
user potential interests through topic diversification [2]. In addition, the exploration
nature of this algorithm also makes it adapt quickly to user interest drift [3] as well.
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In the following, we will give an overview of the related work and identify our unique
contributions as compared to the literature.

Learning user interests has been studied extensively in the area of information re-
trieval and Web search&mining. In the information retrieval area, relevance feedback
[4,5] has long been used for improving the quality of retrieval. In the Web search and
mining area, personalization [6,7] has been one of the most important research topics.
Click history [8,9,10,11,12] is one of the commonly used information to learn a search
engine user’s interests; some other implicit information such as display time [13] and
browse history [14] have also been investigated. While these different approaches have
proved effective in various areas, a key point that limits their flexibility is that they are
all passive in nature. That is, all these approaches exploit historic data while ignoring
exploring additional information from users. In comparison, user interests are actively
explored in our approach. An active feedback framework [15] is recently proposed for
probing user preference by presenting documents that are selected based on a statisti-
cal decision theory. It is different from our work in the sense that it requires explicitly
asking users for feedback and it assumes that the ground truth is available.

2 The Learning Framework

Figure 1 illustrates a system that provides a user with personalized recommendation
contents. The system observes the user’s activities while she browses the web pages,
and shows the user a list of Webpage recommendations. Assuming that clicking the
link of a recommended Webpage after reading a short description of the page indicates
that she likes the topic of the Web page, the system can learn a user model from this
observation and, consequently, provides better recommendations.

Fig. 1. A diagram of a personalized recommendation system

To model the pro-
cess of learning user in-
terests, we assume that
user interests are rep-
resented by a combina-
tion of K topics, where
K could be a large
number. We further as-
sume that each Web-
page only belongs to
one topic to simplify
the model and the anal-
ysis. When the description of a recommendation of topic i is read by the user, the user
clicks the link of the recommended page with probability θi = Pr(click|read, topic i).
Then the user interest model can be represented by the parameter Θ = {θ1, · · · , θK},
which is going to be estimated.

When a recommendation item is shown to the user, it has different chances to at-
tract the user’s attention depending on its position on the list. In the Web search engine
community, it is observed that the position of an entry on the query-result list heav-
ily affects its chance to be clicked by the user[9]. We capture this phenomenon by a
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probability model; we denote the probability that the user reads a recommendation at
the j-th position of the list as g(j) = Pr(read|j), for 1 ≤ j ≤ K.

Let variable R = {r1, · · · , rK} be the ranking order given to the K topics. Then we
can express the utility of this ranking order as

U(R; Θ) =
K∑

i=1

Pr(click|read, topic i; θi) Pr(read|ri) =
K∑

i=1

θi · g(ri). (1)

Given a user model, Θ, the goal of the system is to maximize the utility, U(R, Θ). As a
result, we have two problems to solve: 1) we need to estimate the Θ accurately; 2) we
need to choose a ranking order R that maximizes the utility.

Learning Θ. We assume the prior of θi follows the beta distribution, B(θi|αi, βi),
where αi and βi can be initially set to some fixed constants. When the recommendation
is ranked at ri and is not clicked, we have

d Pr(θi|¬click, ri) ∝ [1 − Pr(click|θi, ri)] d Pr(θi) = [1 − θig(ri)] B(θi|αi, βi)dθi

≈ [1 − θi]
g(ri) B(θi|αi, βi)dθi ∝ B(θi|αi, βi + g(ri))dθi,

(2)

in which we used the approximation (1−x)y ≈ 1−xy. Since B(θi|αi, βi+g(ri)) is nor-
malized, we have d Pr(θi|¬click, ri) ≈ B(θi|αi, βi + g(ri))dθi. That is, the posterior
distribution of θi follows B(θi|αi, βi + g(ri)) if the user does not click the recommen-
dation of topic i at position ri of the list. If the recommendation of topic i is clicked, the
posterior distribution of θi follows B(θi|αi + 1, βi). Thus, we have the update formula
for the distribution of each θ.

Maximizing Utility. To maximize the one-step expected utility, we may rank topics
according to their expected utilities, {θi · g(ri)} This approach is to exploit the best
estimation of user interests, Θ, to gain the optimal one-step utility. We call it greedy
approach. Such an approach puts the best estimated θ’s on the list, which may deprive
the opportunity of showing the true optimal θ’s. Without being shown, we are unable to
get an accurate estimate of the actual best θ’s, which lowers the utility gain in later steps.
Showing topics with smaller estimated θ values is known as exploration. Therefore, we
face a trade-off between exploitation and exploration to gain the optimal overall utility.
This was also illustrated in the well-known multi-armed bandit problem [16].

To achieve both goals, we rank topics based on their expected utility plus a term
related to their variances instead of solely using the expected utility as in the greedy
approach. The term related to the variance is known as the exploration bonus [17]. In
our case, given θi ∼ B(·|αi, βi), the expected utility is αi/(αi +βi), and its variance is
αiβi/[(αi + βi)2(αi + βi + 1)]. We define the exploration bonus as the variance scaled
by a weight parameter λ. Hence, the ranking score, a combination of the expected utility
and the exploration bonus, is αi/(αi + βi) × [1 + λβi/[(αi + βi)(αi + βi + 1)]]. More
detail derivations and examples are given in another technical report [18].
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3 User Study

We carry out a user study experiment to evaluate the performance of our proposed
recommendation strategy, Exploitation and Exploration (E&E in short), and compare it
to two other baselines: random, which presents each topic, in a random order, the same
number of times on average, and greedy, which ranks topics and presents topics based
on their learned θ′i respectively (i.e. αi/(αi +βi)). The two baselines can be considered
as two special cases of E&E that each focuses on one aspect respectively. Other than the
user study, we do simulations to study the properties of each method. Their performance
are similar to the findings from the reinforcement learning literature [16], and the details
are described in the technical report [18].

In the user study experiment, we randomly select 45 categories (in level two of the
hierarchy) from the Open Directory Project (ODP) [19]. Before each experiment be-
gins, we ask the user to indicate, on a scale of one to nine, her interest level on each
topic as the ground truth (θi) to measure the estimation accuracy. In each iteration of
the experiment, the URL of seven Webpages, each coming from a different category, to-
gether with their titles and descriptions, are presented to the user. The user is instructed
to click on the URLs that she feels interesting until no more is found to proceed to the
next iteration. The click records are then used to update the αi, βi values of each topic
respectively. We interleave three different strategies randomly throughout 75 iterations
without informing the user, while each strategy updates its parameters independently for
25 iterations each. Such settings try to minimize any potential bias by comparing the
strategies without dividing users into groups or dividing the test into phases. We have
recruited ten users from staff members of NEC Labs and students of UCLA Computer
Science department to participate in the experiment.
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Fig. 2. Comparison of click utility of
E&E, greedy, and random

Click utility. Figure 2(a) shows the click utility
(as the fractional improvement of the number of
cumulative clicks over random) averaged over 10
users. The behavior of each strategy is similar to
the simulation, where E&E performs noticeably
better than greedy.

Estimation error of Θ. We map the interest levels
indicated by users to click probabilities (θi) by us-
ing x−lb

ub−lb , where x is the level selected, lb is the
lowest level selected, and ub is the highest level
selected by a user. We compute the normalized
mean absolute error of the estimated θi’s at the
25th iteration of the experiment. The error val-
ues of random, E&E, and greedy are 21.6, 23.8,
and 24.3, respectively. Their relative performance
is similar to the prediction from simulation, how-
ever, the difference is less noticeable.

Interest drift. We design an experiment in which
after a user finishes all iterations of her test, a dif-
ferent user (having different interests) repeats the
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test using the learned α′
is and β′

is as initial values. Such a switch of user simulates the
scenario when a user has changed her interests at the end of the 25th iteration. Fig-
ure 2(b) shows the average click utility (as the fractional improvement of the number of
cumulative clicks over random) of 5 users, from the 26th to 50th iteration. The result
clearly shows that E&E adapts to changes faster than greedy and improves the click
utility towards the end.

From the result of the user study, we conclude that our E&E algorithm outperforms
the exploitation-only greedy algorithm in terms of click utility, parameter estimation
error, and the rate of adaptation to user interest drift.

4 Conclusion and Future Directions

In this paper, we study how to effectively capture user interests in a personalized recom-
mendation system. We propose a learning algorithm that uses both exploitation and ex-
ploration to captures user interests, represented as a probabilistic model, through an in-
teractive recommendation process. We demonstrate, through simulations and user stud-
ies, that our algorithm achieves higher click utility, lower estimation error, and more
agile adaptation to user interest drift against a random algorithm and a greedy algo-
rithm. As suggested by the reviewers, two possible future research directions that make
the user modelling more realistic include: a more complicated model that assumes a
document belongs to multiple topics; introducing dependency and correlation among
topics and recommendation items.
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Abstract. Student models for Intelligent Computer Assisted Language
Learning (ICALL) have largely focused on the acquisition of grammatical
structures. In this paper, we motivate a broader perspective of student
models for ICALL that incorporates insights from current research on
second language acquisition and language testing. We argue for a stu-
dent model that includes a representation of the learner’s ability to use
language to perform tasks as well as an explicit activity model that pro-
vides information on the language tasks and the inferences for the student
model they support.

1 Introduction

In Intelligent Computer-Assisted Language Learning (ICALL), language acqui-
sition has generally been modeled in terms of learning grammatical forms and
structures. CASTLE (Murphy and McTear [9]), ICICLE (SLALOM; Michaud,
McCoy and Stark [8], and E-tutor (Heift [5]) are examples of ICALL systems
which include student models that keep track of students’ production in terms
of the grammatical accuracy of their performance.

At the same time, research in the field of Second Language Acquisition (cf.,
e.g., Canale [3], Ellis [4]) has established language acquisition as a process en-
compassing significantly more than the linguistic knowledge, in particular the
ability to use language in a given context to achieve certain goals.

For ICALL systems to include activities that are meaning-based and contex-
tualized, the student model needs to be extended to include the learner’s abilities
to use language in context for specific goals, such as scanning a text for specific
information, describing situations, or using appropriate vocabulary to make re-
quests. Such an extension also makes it possible to model the learners’ linguistic
abilities relative to particular tasks, such as whether a learner can use proper
morpho-syntactic agreement in a simple task or construction only.

Inspired by Bachman (Bachman and Palmer [1]), who refers to the set of
non-linguistic properties to be acquired by learners that play a role in their
language production as the strategic competence, we thus propose to extend
ICALL student models with a representation of the relevant aspects of strategic
competence. The direction of our approach thus is related to that of Bull et al.
([2]), who argue for extending the scope of student models to incorporate aspects
outside the boundary of the domain knowledge. However it is motivated by the
specific nature of the language acquisition process we are focusing on.
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We explore this conceptual issue in the context of developing TAGARELA,
an ICALL system for Portuguese designed to be used in the Individualized In-
struction Program at the Ohio State University. TAGARELA is an intelligent
electronic workbook which analyzes student input for different activities and
provides individual feedback. The activity types are similar to the ones found
in traditional workbooks: reading, listening, description, rephrasing, and vocab-
ulary. Crucially, each of the included activities requires the learner to use the
foreign language with regards to meaning, as opposed to activities that only
require the manipulation of linguistic forms.

2 TAGARELA’s Student Model

To extend the student model with the learner’s ability to use language in context
for specific goals, we propose the architecture in Figure 1.

Fig. 1. The TAGARELA student model (domain-knowledge aspects only)

The student model comprises the linguistic and the relevant strategic (non-
linguistic) competencies that have to be developed by the learner to use language
in order to perform the tasks in TAGARELA.1 Linguistic competence is divided
into form-driven and content-driven, reflecting two types of linguistic analysis
that are performed by the system’s natural language processing (NLP) modules:
form analysis of spelling and morpho-syntactic errors, and shallow content anal-
ysis providing information about the semantic appropriateness of the input. The
properties that can be observed and identified by the NLP are represented by
the leaves of the linguistic competence tree in the depicted student model. Form
features (FF), for example, include spelling, determiner-noun and subject-verb
agreement, and word order properties determined by the syntactic processing.
Content features (CF) represent, for example, the result of extra/missing content
word detection, required concept matching, or synonym identification.
1 In addition to the domain knowledge discussed here, the TAGARELA student model

also includes the student’s personal information and interaction preferences.
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The strategic competence newly added to the model is divided into task appro-
priateness, task strategies, and transfer. Task appropriateness stores information
about the performance of the student relative to the activity classification. Each
activity is classified in terms of its type (e.g., listening, reading), level, nature
of the input (word, phrase, sentence), and complexity of content manipulation
required. Task strategies keeps track of specific abilities students have to use to
complete a given activity, e.g., scanning a text to locate specific information or
getting the gist of listening passages. Transfer stores information about indica-
tors of structural and lexical transfer from the native language of the student
into the second language (cf., e.g., Odlin [10]).

The TF leaves in the student model in Figure 1 are the transfer features which
are specified in a separate NLP module that identifies potential instances of
negative transfer in the learner input. The TAF and TSF leaves are the relevant
features for task appropriateness and task strategies, which are hand-specified in
an explicit activity model provided for each exercise. This provides information
about the activity and the strategies the student must master to complete it.

2.1 Explicit Activity Models and Assessing Learner Knowledge

An ICALL system architecture including explicit activity models for each exer-
cise is directly relevant for the extension to the student model proposed in this
paper. Student models are built and modified based on observations of learner
performance (or using information explicitly provided by the learner). The stu-
dent model does not store properties of the learner input as such, but inferred
information about the knowledge the learner used to construct these sentences.
Research in ICALL has paid little attention to the validity of the inferences about
a student’s current state of knowledge. Developers usually take for granted that
linguistic errors are caused solely by a lack of linguistic knowledge and do not
acknowledge the fact that the task being performed can play a significant role in
determining the students’ production. To build a model that takes into account
the linguistic and the strategic competence of a student, it is necessary to pro-
vide mechanisms ensuring that the system’s inferences about a student’s state
of knowledge are valid.

Describing the concept of validity for language tests, Bachman and Palmer
([1], p. 21) state that “construct validity pertains to the meaningfulness and ap-
propriateness of the interpretations that we make on the bases of test scores”
and that “in order to justify a particular score interpretation, we need to provide
evidence that the test score reflects the area(s) of language ability we want to
measure”. In the case of ICALL systems that present specific exercises, there
are two issues related to the validity of system inferences that we need to pay
particular attention to. The first one is known as content validity, which McNa-
mara ([7], p. 50) characterizes as the concept that explains the “extent to which
the test content forms a satisfactory basis for the inferences to be made from
test performance.” For ICALL system design, this means that it is important to
ensure that the exercise types and contents offered by the system are sufficient
to make the necessary inferences about students’ state of knowledge.
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The second issue on validity of inferences relates to the methods used to obtain
information about students’ state of knowledge. There are two ways in which
properties of exercises affect the result of the system’s observations, which we
can characterize using notions from assessment theory (cf., e.g., McNamara, [7]).
Construct irrelevant variance occurs when a given exercise introduces factors
that are not relevant to measure the ability we want to observe. Construct under-
representation occurs when the exercise is too easy for the student, jeopardizing
the observation of a given ability. Particular care needs to be taken when the
knowledge or skill observed is embedded in contexts that are unfamiliar to the
student’s experience or irrelevant to what is being assessed. Bachman and Palmer
([1], p. 21) emphasize that the analysis of a student’s performance has to be
interpreted with respect to a “specific domain of generalization”. Thus, when
we consider the validity of an interpretation, “we need to consider both the
construct definition, and the characteristics of the test tasks”.

In sum, in order to guarantee valid interpretations of student performance it is
not enough to keep track of students’ production; it is vital to have information
about the task environment where it occurs. Without a clear description of the
exercise items that triggered the student’s input, our interpretations about levels
of proficiency may not be accurate.

3 Using the Information from the Student Model

As mentioned in the introduction, the TAGARELA system provides individual
feedback based on the students’ input to an exercise. Feedback is provided on
the semantic appropriateness as well as on the grammatical accuracy of the
input. The choice of the feedback strategy and contents is based on the student
input, the activity model for the exercise the student was dealing with, and the
student model. The general feedback strategy uses scaffolding techniques to help
the learner develop self-editing skills (cf., e.g., Hyland and Hyland [6]).

Most relevant here is how the content of the scaffolding message is determined.
The content depends on identifying the likely source of the error. Based on the
learner input annotated by the NLP modules, the student model, and the activity
model, the system distinguishes between three possible error sources:

Firstly, an error can result from a student’s lack of a specific linguistic ability,
e.g., when a given student has not mastered subject verb agreement. This is
the classical case handled by ICALL systems, whereas the next two rely on the
extensions proposed in Section 2.

Secondly, an error can result from the student’s lack of a strategic ability
needed for a given task. For example, if the learner has problems scanning a
text to locate the relevant concepts, they cannot correctly answer a reading
comprehension question asking for those concepts. To diagnose such an error,
the system compares the concepts that the activity model identifies for a given
text with the corresponding concepts identified in the learner input by the NLP
modules. The learner model provides the information whether the learner has
been able to pick up the relevant concepts in reading comprehension before.
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Thirdly, an error can result from an insufficient mastery of a specific linguistic
ability, which allows the student to use it only in certain tasks or constructions.
For example, a student may be able to formulate simple sentences with correct
subject-verb agreement as part of a picture description task, but fail to use
correct agreement forms when answering listening comprehension questions that
require more complex content, form, or otherwise increased cognitive load. As
in the previous case, the student model and the activity model are essential for
determining whether the problem lies in the use of the linguistic forms in general
or whether there is a correlation with the use of these linguistic forms only in
particular tasks.

4 Conclusion

We motivated the need to extend student models for ICALL to more comprehen-
sively reflect the language acquisition process. To do so, we argued for adding a
representation of the strategic competence of a student which represents factors
outside of the linguistic competence per se. This makes it possible to model the
learner’s abilities to use language in context for specific goals and the learner’s
abilities relative to particular tasks. Updating the model currently requires hand-
specification of explicit activity models, which however are well-motivated by the
need to support valid inferences about the student’s state of knowledge. In fu-
ture work we intend to explore deriving some of these properties via additional
natural language processing and resources.
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Abstract. This works presents a user modelling service for a Smart Home – 
intelligent context-aware environment, providing personalized proactive 
support to its inhabitants. Diversity of Smart Home applications imposes 
various technical and implementation requirements, such as the need to model 
dependency of user preferences on context in a unified and convenient way, 
both for users and for application developers. This paper introduces the service 
architecture and currently implemented functionalities: stereotypes-based 
profiles initialisation; a GUI for acquisition of context-dependent and context-
independent preferences, which provides an easy way to create own concepts of 
context ontology and to map them into already existing concepts; and a method 
to learn context-dependent user preferences from interaction history. 

Keywords: User Model, Context Awareness, Smart Home. 

1   Introduction 

Context dependency of user preferences is a basis of such applications as location-
based services and mobile phone personalisation [1]. Recently, importance of social 
context was studied in domains of TV [2] and movie recommender systems [3], and 
the importance of day and time contexts for TV recommendations was proved in the 
works [4, 5]. However, usually context-dependent model is built specially for each 
application, and users must learn vocabularies and interfaces of many applications. 
Configuring context-aware applications usually requires users to describe each 
context as a set (chain) of appropriate descriptors; and to find all these descriptors in 
predefined vocabularies. Even if number of predefined context descriptors is fairly 
small, the effort of finding and chaining them can be a problem [1]. Thus, this effort 
should be avoided in applications, capable of recognising complex contexts. 

Project Amigo [6] aims at developing services for a networked home environment, 
which offers users intuitive, personalised and unobtrusive interaction. Amigo home 
recognizes users, their locations, activities and other contexts, which will be used by 
many applications, e.g., home automation; shopping; support of communications 
between users; proactive recording of movies and news to users’ personal mobile 
devices and home computers; parental control over what the children watch. Home 
services need a shared user model, which they would query in a unified way for user 
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preferences in different domains and for user skills, e.g., experience in using speech 
or graphical interfaces. Furthermore, user model should take into account context-
dependency of user preferences. For example, choice of videos to watch depends on 
who is present in a room, choice of food items to buy depends on future events 
(parties, trips, public holidays), tastes and diets of family members and guests. Due to 
the large number and diversity of applications, user effort for system configuration 
should be reduced as much as possible, but nevertheless the users should be provided 
with full control over the system when they need it. This work presents first steps 
towards satisfying the above-listed requirements of a Smart Home.  

2   Architecture of the User Modelling and Profiling Service 

User Modelling and Profiling Service (UMPS) has an add-on modular architecture, 
which enables easy plug-in of different user modelling methods. The basic inner shell 
of the architecture is the Core Profile Service; and its major components are: 

(a) The Reasoning Module, responsible for retrieval of different parts of user 
model (e.g., user age or user preferences) upon other services or applications requests. 

(b) The Static Modeller, responsible for creation, removal and modification of user 
profiles at user’s or application’s request. It enables user control over the system via 
GUI, allowing users to edit their personal data and to set directly their preference 
values. Additionally, users can enable/disable modelling of certain preferences. 

(c) The Feedback Analyzer, responsible for detecting and logging of explicit and 
(mainly) implicit user feedback, thus enabling learning of user preferences. 

(d) The Context Module, responsible for accessing context history data, gathered 
by the Context Management Service. Both asynchronous event-based subscriptions to 
context data and synchronous context queries are supported by this component. 

    

Fig. 1. Architecture of UMPS in Amigo Home 

Core Profile Service initiates user modelling, which is based on the common sense 
knowledge of the system about its potential groups of users (stereotypes) [7] and 
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explicitly acquired user data. In the next step, the user profile is refined based on the 
knowledge of events and facts of the Amigo system (interaction/context history, user's 
choice among system's suggestions, user's feedback). This is mainly done by the 
Expanded Profile Service, the outer shell of UMPS, which includes the following: (a) 
The Multi-Profile Aggregator, responsible for aggregating profiles in case of multiple 
users found in the same context (i.e. the same room); and (b) The Dynamic Modeller, 
responsible for the user profile update based on the interaction/context history, the 
implicit/explicit feedback received from the user, as well as context changed events 
received through the Context Module from the Context Management Service.  

The proposed client-service architecture (see Fig.1) has many advantages for such 
complex systems as Amigo home, among them being the reusability of profile data 
[8]. Each application is an UMPS client, feeding the service with interaction data or 
using shared profile data, possibly updated by another Amigo application or service. 

3   Context-Dependent Static User Modelling 

The user profile is a tree-based representation of individual user preferences and 
personal data, grouped in agreement with user ontology representation in the system, 
similarly to user characteristics representation in stereotypes. The first step in the 
generation of a new profile is gathering user’s personal data via GUI. The personal 
data are also used to extract a set of predefined triggers for the initialisation of the 
profile based on the library of stereotypes. Combination of preference values from 
different stereotypes is rule-based, and depends on the position of the stereotype in 
the graph and on the number of contributing stereotypes. 

Although stereotypes reduce user effort for system configuration, users need also a 
means to configure personally important settings. A GUI for explicit acquisition of 
user preferences (see Fig.2) allows users to specify both context-dependent and 
independent preferences. GUI shows the ontology-based preference keys in different 
domains; and users can set their preference values (in a range plus-minus five, where 
minus denotes dislike) for any key. Users can set as many different values for the 
same preference key in different contexts as they want, and attach the corresponding 
context to each value. They can also set a generic preference value for each key, 
which is context-independent. The Reasoning Module returns the generic preference 
value when no context-dependent preference value is found, that is, when the degree 
of similarity between query and stored contexts is less than a predefined threshold. 

Instead of requiring users to build descriptions of personally important situations 
from a set of predefined contexts, the GUI provides an easy way to set preferences for 
these situations by giving them custom names: the users can add own terms under any 
concept of context ontology. Mapping of user-defined contexts into designer-defined 
contexts is fairly easy, because the users only need to edit a set of context types and 
values, built by the system. The choice of context types in the set depends on a parent 
of the new term in ontology tree. E.g., when a user adds a term “Dinner with Mother-
in-Law” under a “Party” concept, the set of context descriptors to edit contains 
location and attending persons. Since the users will add own context terms mainly for 
frequent situations, the “Time” context can be attached separately, if needed (e.g., 
dinner with mother-in-law is a frequent event, but turkey is a December choice only). 
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Fig. 2. GUI for acquisition of context-dependent and context-independent user preferences 

4   Context-Dependent Dynamic User Modelling 

Intelligent user environment should be capable of adjusting to multiple users and of 
learning users’ preferences from interaction history. In Amigo home, interaction 
history is stored in a form of tuples “context” – “user action”, where “context” is a set 
of descriptors and their values; and “user action” can be IR case, played video, food 
item added to a shopping list etc. Machine-learning methods are applied to process 
the history data and to classify items in question as “good” or “bad” for a current 
context. Since presence of people is a part of context, Dynamic Modeller learns 
context-dependency of preferences of each user alone and of combinations of multiple 
users. This way we avoid the need to resolve conflicts between preferences of 
different users: we just observe the results of how users resolve these conflicts.  

For testing the feasibility of the proposed approach, we made initial experiments 
with Support Vector Machines and Case-Based Reasoning methods on data, collected 
via user interviews: three persons reported information retrieval cases, TV programs 
and corresponding contexts during two-four weeks time period. To these cases we 
added 20% noise (retrieval of similar and arbitrary information in arbitrary contexts), 
because users might forget to report something. This resulted in approximately 300 IR 
cases on 55 topics. Among them were several favourite sets of topics for different 
contexts, such as family favourites on Friday evening; kids’ favourites; concerts 
which mother watches when she is alone; news for workday morning. The data 
included also four strongly event-related topics: interest in a weather forecast before a 
business trip; showing of hobby videos to guests; search for toys before a child’s 
birthday. Other cases were occasionally retrieved ones. Thus, we were able to test 
how the method learns preferences of a single user and of a multi-user environment.  

For these experiments we represented context as a list of 48 components, such as 
time, event, social context etc, and compared performances of context-independent 
and two context-dependent models, learned by CBR and SVM. Context-independent 
model recommends topics, if they frequently occur in the history. CBR retrieves cases 
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depending on overall similarity of sets of context descriptors (we calculated it by 
Cosine measure), whereas SVM considers exact position of each descriptor in a set.  

Experimental results have shown, that context-independent model learns favourite 
topics best of all (average precision and recall were near to 80%); CBR was also good 
(average precision was 60% and recall was near to 80%), and SVM was the worst 
(most probably due to the small amount of training data): average precision 40%, 
average recall 65%. Performance of each context-dependent model for multi-user 
environment was similar to that for single users. On the other hand, context-
independent model was unable to learn any of four event-related topics; CBR learned 
two topics out of four, and SVM learned all four topics. 

5  Conclusions and Future Work 

This work presented the user modelling service for Smart Home Environment, which 
performs both static (via GUI and stereotypes) and dynamic modelling of context-
dependent and context-independent user preferences. In a future we plan further data 
collection and experiments with dynamic modelling and with combining outputs of all 
components of user modelling service. However, initial results are encouraging: user 
interviews and experiments suggest that although attempt to learn context-dependency 
of preferences can hinder learning of favourite (context-independent) topics, it is 
nevertheless necessary because strong dependency of certain types of user interests on 
context does exist.  
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Abstract. We present results from a field study investigating the influence of 
conversations on the multitasking behavior of computer users. We report on 
several findings, including the timing of the resumption of tasks following 
conversational interruptions and on the nature and rate of computing activities 
that are performed concurrently with conversation. 
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1   Introduction 

Interrupting a task at a computer user’s focus of attention often leads to a switching  
of attention to the source of the interruption [9]. Conversations with other people, 
including face-to-face conversations, phone calls, and talk through walls have been 
found to contribute to 15-45% of switches away from the task at a user’s focus of 
attention [2, 3]. Indeed, becoming engaged in conversational dialog may pose greater 
disruptions to users than alerts delivered within a computing system because social 
conventions on personal responsiveness may make it difficult to take the time and 
actions to prepare for the task switch [9, 10].  

We report on a study exploring how conversations occurring during computing 
tasks affect computing activities. We employed a tool with the ability to log 
computing activities as well as track the occurrence of conversations by noting the 
acoustical fingerprint of conversations. The tool logged the start and end of 
conversations as well as sets of activity variables before, during, and after 
conversations. We describe a field study undertaken with the tool. 

2   Logging Computing Activities and Conversations 

We developed and fielded a tool named DART (for Disruption Awareness and 
Recovery Tracker) for studying the influence of interruptions on computing activities. 
DART was constructed on top of Eve, a set of user and system monitoring components 
developed at Microsoft Research [4]. DART runs as a background process and logs 
user activities, including engagement with software applications, switches among 
windows, and the presence of mouse and keyboard activity. To protect the privacy of 
study participants, only a subset of keyboard events were recorded. The latter events 
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centered on actions that could provide evidence of attempts to stabilize a task before 
switching attention to a conversation.  These included the typing of periods and the 
input of carriage returns (evidence of an attempt to complete a sentence or paragraph), 
the use of shortcuts for saving (intent to save unsaved changes), and shortcuts for 
cutting and pasting (discharging volatile content stored in human memory).  

In a related study [5], we employed DART to investigate disruption and recovery of 
tasks following email and instant messaging alerts. Here, we focus on conversational 
disruptions. We integrated into DART a conversation-detection component developed 
previously at Microsoft Research [4]. The conversation detector recognizes acoustical 
energy in the audio spectrum in the human-voice range. The component can 
distinguish live conversation from other acoustical signals, including voices coming 
from speakers. We note that DART only tracks the occurrence of a conversation; to 
protect the privacy of subjects, it does not capture conversation audio. Given interim 
periods of silence that occur naturally during conversations, we employed a heuristic 
policy for distinguishing a continuation of a conversation from the onset of a new 
one: quiescence in conversation lasting longer than 15 seconds was considered as 
indicating a conversation had ended. Similar thresholds have been used to define 
distinct conversations during instant messaging [1, 6]. 

A limitation of our study is that the system did not have the ability to distinguish in 
an explicit manner conversations associated with face-to-face interactions versus 
phone calls. Also, as the conversation detector simply identified the presence of 
conversation, we could not disambiguate whether a detected conversation was 
initiated by the user or by others.  Such information would be useful in distinguishing 
self-interruptions from external interruptions, and for studying how visual cloaking 
provided by a traditional phone call—and potential reduction in social pressures to 
attend fully to a conversation—might influence the likelihood and nature of 
concurrent computing activities. 

3   Analysis and Results 

We deployed DART for a period of two weeks on the primary machines of 16 people 
at Microsoft whose job titles included program managers, researchers, and software 
developers.  The participants had microphones installed on their computers as part of 
their default configuration (largely via embedded laptop microphones). The 
occurrences of conversations were logged only if the user was active on the computer.  

We coarsely classified computing applications into two categories: task-centric 
and peripheral applications. We define task-centric applications as the use of software 
development or productivity applications, used typically within our organization to 
perform primary job responsibilities, e.g., Visual Studio and Microsoft Office 
applications. We deemed communication applications, such as Microsoft Outlook for 
email and calendaring activities, and web search engines as peripheral.   

We sought to explore the rate at which a user switched among tasks at different 
times, as captured by switches among windows of applications open on a user’s 
computer, and the time spent on each application. We also were interested in how 
often users performed actions that could be characterized as stabilizing the state of a 
project, e.g., saving files and completing sentences or paragraphs, pasting information 
that had been previously copied, etc., as it would seem that such actions might be 
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useful to perform so as to leave it in a more recoverable state before turning attention 
to something else. We were also interested in the influence of visual cues for 
suspended applications on the efficiency of task recovery; we hypothesized that 
visible windows could serve to remind users about suspended applications. 

We found that computer users spent a mean time of 21 minutes, 49 seconds  
(s.d. 39m, 59s) per day on conversations that were initiated while they were 
performing tasks on the computer. Separating the results by job role, the breakdown is 
30 minutes 51 seconds (s.d. 26m, 42s) for software developers, 42 minutes 27 seconds 
(s.d. 47m, 9s) for managers and 2 minutes 1 second (s.d. 2m, 42s) for researchers.   

We compared computing activities prior to the conversation (PC) and after the 
conversation had started (AC). The PC phase was defined as starting 5 minutes prior 
to the conversation, an observational period enabling us to capture a representative 
sample of activities before the interruption. Following the initiation of a conversation, 
users were found to perform the predefined task-state stabilizing activities (saved file, 
completing sentence, etc.) at a significantly higher rate than during the PC period. 
These findings are captured as mean rates of task stabilizing activities in Table 1.    

48.12% of conversations occurring while users performed computing tasks were 
associated with inactivity for at least part of the conversation. Out of these, in 0.9% of 
the cases, users became inactive after the conversation started (i.e., activity on the 
computer persisted for some time into the conversation).  In 30.7% of these cases, 
users were inactive just prior to the conversation and remained inactive throughout 
the conversation. For the remaining 68.4%, users were temporarily inactive prior to 
the conversation, but became active as the conversation progressed.  

As we could only detect the occurrence of conversations, not the details about the 
initiating event, we hypothesize that the first breakout is where the user is interrupted 
by someone else and the second case is where users instigate conversations. For the 
third case, users decided to continue computing tasks concurrently with the 
conversation as the conversation progressed, potentially something that could be done 
more comfortably during telephone conversations than in person. Another explanation 
for computing activities during conversation is that the conversation somehow caused 
the user to become active (e.g., check mail). We seek in future work to extend the 
logging so as to better understand the initiation of conversations.  

When conversations led to inactivity for the entire duration of the conversation, 2 
tasks (s.d. 1.51) on average were suspended and 16 minutes, 22 seconds (s.d. 14m, 
24s) passed before activity was next seen on the computer. We hypothesize that in 
many of these cases, users left the computer during the conversation, accounting for 
the rather long break between suspension of and return to the computing tasks, 
confirmed by later interviews. 

Table 1. Task state stabilizing activities/minute 

Activity Pre-Conversation 
Mean (S.D.) 

After Conversation 
Mean (S.D.) 

Save 0.33(0.36) 0.85(1.16) 
Paste 0.38(0.36) 1.19(2.63) 

Sentence Completion 0.84(0.69) 2.88(4.09) 
Paragraph Completion 0.78(0.81) 2.63(4.49) 
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Table 2. Peripheral activities/minute 

Activity Pre-Conversation Intra-Conversation 
Mail open 0.39 (0.40) 1.13 (2.19) 
Mail writes 0.44 (0.36) 1.49 (2.77) 
Mail Sends 0.25 (0.14) 0.80 (1.79) 

Web mail checks 0.37 (0.29) 1.39 (2.15) 
Web searches 0.35 (0.31) 0.77 (1.00) 

For cases where users were active on the computer during the conversation, they 
switched applications at a rate of 0.48/min (s.d. 0.67), significantly lower than the 
switch rate during the PC period (0.77/min, t(14)=7.88, p<0.001). Users spent on 
average 2 minutes and 24 seconds (s.d. 4m, 20s) on each application, significantly 
higher than during the PC period. Outlook was the most accessed application during 
this time. Other top applications were Internet Explorer, Visual Studio and Office 
Communicator. When accessing Outlook,  users performed activities at a significantly 
higher rate (p<0.0001 for all actions), as well as higher rates of web mail checks and 
web search operations, as compared to the PC period (Table 2). This finding may 
indicate that the disruption of the focused task by the conversation offers users an 
opportunity to perform less attentionally taxing peripheral tasks, and that these are 
skimmed during conversation at a higher rate, potentially in a less focused manner. 
Visual Studio appearing in this list of otherwise peripheral tasks indicates that users 
were occasionally able to converse and continue working on their ongoing tasks. 

Overall, these findings provide evidence that subjects used the break to switch to 
concurrent peripheral applications. The lower mean switch rate during conversations 
may be due to crosstalk among related cognitive resources for having conversations 
and executing computing work, given, e.g., the need to share verbal and other skills 
simultaneously [7, 8]. It is also possible that users consciously decide to perform only 
certain tasks (e.g., checking email) in parallel with the conversation as they can 
effectively share resources without drastic degradation in the performance of either. 

Following the completion of a conversation, or becoming active on the computer 
again if the conversation caused inactivity, users took on average 11 minutes 20 
seconds to resume their suspended applications. Windows that were less than 25% 
visible took significantly longer to resume than windows that were more than 75% 
visible (t(16)=3.259, p<0.005), suggesting that the visibility of the suspended 
application windows served as a cue to return to the suspended applications. This 
observation was validated later through user interviews.  

We further explored the relationship between applications that users were focused 
on before the interruption and the time to resume suspended applications. Our 
analysis showed that there was a 0.2 probability of not resuming activity on active 
windows as such within 2 hours of the end of the conversation, which may indicate 
that users had forgotten about these tasks.   

We also explored whether the time spent on active windows before the suspension 
had an impact on the resumption time. Figure 1 illustrates the findings. Active 
windows where users spent < 1 minute before suspension, had a 60% probability of 
being resumed within the first minute of return, but also had a 2.1% probability of not 
being resumed at all during the session. Windows on which 5-15 minutes were spent 
before suspension were almost certain to be resumed within 5 minutes.   
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Fig. 1. Cumulative probabilities of resuming work in a suspended active window as a function 
of resumption lag 

4   Conclusion 

We performed a field study of user task execution behavior before and following 
conversational interruptions. We found that, following an interruption of tasks  
by conversation, users often suspend their ongoing computing tasks to participate in 
the conversation, may embark on peripheral tasks such as email correspondence and 
web searches, and show a slowing of computing activities. The time until resuming a 
task after a conversation was influenced by the duration of activity on the task before 
the interruption and increased visibility of suspended application windows was 
associated with faster resumption. 
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Abstract. One of the main problems of collaborative filtering recommenders is 
the sparsity of the ratings in the users-items matrix, and its negative effect on 
the prediction accuracy. This paper addresses this issue applying cross-domain 
mediation of collaborative user models, i.e., importing and aggregating vectors 
of users' ratings stored by collaborative systems operating in different applica-
tion domains. The paper presents several mediation approaches and initial ex-
perimental evaluation demonstrating that the mediation can improve the accu-
racy of the generated predictions.  

1   Introduction 

Nowadays, the overwhelming amounts of information raise a need for intelligent 
systems providing personalized services tailored to users' needs and interests, repre-
sented by their User Models (UMs). Collaborative Filtering (CF) 2 is one of the most 
popular and widely-used personalization techniques, generating personalized predic-
tions in recommender systems. CF assumes that people with similar tastes, i.e., people 
who agreed in the past, will also agree in the future. Hence, CF predictions are gener-
ated by aggregating the opinions of people with similar tastes. 

The input for the CF algorithm is a matrix of users' ratings on items, referred to as 
the ratings matrix. The CF algorithm is typically decomposed into three stages: (1) 
similarity computation: weighting all the users with respect to their similarity with the 
active user, (2) neighborhood formation: selecting K most similar users, i.e., nearest-
neighbors for the prediction generation, and (3) prediction generation: computing the 
prediction by weighting the ratings of the neighbor users on the target item 2. 

CF recommender systems suffer from the new item and the new user bootstrapping 
problems. The new item problem refers to the fact that if the number of users that 
rated an item is small, accurate predictions for this item cannot be generated. The new 
user problem refers to the fact that if the number of items rated by a user is small, it is 
unlikely that there is an overlap of products rated by this user and other users. Hence, 
users' similarity cannot be reliably computed and accurate predictions for the user 
cannot be generated. These problems are referred to as particular cases of a CF spar-
sity problem, where the contents of the ratings matrix are insufficient for generating 
accurate predictions. To overcome the sparsity, 1 proposed to enrich the UMs of  
the target recommender system by a mediation (i.e., import and aggregation) of user 
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modeling data from other recommender systems. Mediation enriches the UMs avail-
able to the target system and upgrades the accuracy of the generated predictions. 

This paper focuses on cross-domain mediation of UMs in CF, which is one of the 
mediation modes discussed in 1. In cross-domain mediation, the user modeling data is 
imported from remote systems exploiting the same CF recommendation technique as 
the target system, in other application domains. Hence, both target and remote sys-
tems represent the UMs as a list of ratings provided by a user on the domain items. In 
this setting, four types of user modeling data can be imported: (1) UMs stored by the 
remote system, (2) lists of the neighborhood candidates, (3) degrees of similarity 
between the active user and the other users, computed over the data stored by the 
remote system, and (4) complete predictions generated by the remote system. This 
paper elaborates on the last type of cross-domain mediation in CF and presents its 
implementation and evaluation using the EachMovie dataset 3. Experimental results 
demonstrate that importing external user modeling data allows achieving higher  
accuracy of the predictions.  

2   Cross-Domain Mediation in Collaborative Filtering 

Traditional CF recommender systems store the ratings in a two-dimensional matrix 
(or map) M:(userid, itemid) rating, where userid and itemid represent the unique iden-
tifiers of users and items and rating represents the explicit evaluation given by a user 
userid on an item itemid. Note that the number of items typically managed by the sys-
tem is significantly larger than the number of ratings provided by an average user. 
This leads to a very sparse ratings matrix M and to the sparsity problem of CF. 

Conversely, in a domain-distributed setting, the ratings matrix M is split, i.e., every 
domain d stores a local ratings matrix Md. The structure of Md is similar to the struc-
ture of M, i.e., it is a two-dimensional matrix of ratings given by a set of users on a set 
of items. However, this set of items in Md is restricted to items that belong to a certain 
application domain d, i.e., Md: (userid, itemid) rating, such that itemid∈d. Hence, this 
setting can be considered as a vertical partitioning of the ratings matrix M (figure 1). 

 

 

Fig. 1. Domain-related vertical partitioning of the ratings matrix 

Note that this is not exactly vertical partitioning of the ratings matrix. In a real ver-
tical partitioning, the partitioned sets of items are disjoint, i.e., every item belongs to a 
single group of items. In domain-related vertical partitioning, certain items may be-
long to multiple domains or categories. This setting is not uncommon if the above 
representation of domains is downscaled to the representation of E-Commerce  
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services. In this case, ambiguous categorization of items may be explained by differ-
ent classifications of products, their providers, or E-Commerce sites. 

Similarly to a centralized CF recommender system, a typical scenario is initiated 
by a recommendation request issued by a user userid to a CF recommender system Rt 
in the target application domain t. The target system Rt selects a set of items {itemid} 
that can be recommended and initiates a prediction generation process for every 
itemid. To enhance the accuracy of the predictions, Rt requests relevant user modeling 
data from a set of remote CF recommender systems {Rd}, operating on domains d. 
The query is formulated as a triple q=<userid, itemid, t>. In the following discussion, 
let us assume that the identities of the users and items are unique in all the domains. 

According to the first mediation approach, the UMs (i.e., the rating vectors), stored 
by a remote system Rd, operating in another domain d, are imported. For the sake of 
simplicity, let us assume that Rd responds to q by sending to Rt the content of the local 
repository of UMs, i.e., respd=Md, where Md is local ratings matrix containing only 
the items that belong to domain d. Upon receiving the set of responses {respd}, Rt 
constructs the unifying ratings matrix M by integrating local and imported data. Over 
M, traditional CF mechanism is applied. Since the reconstructed matrix M can be 
considered as the traditional centralized CF matrix, this approach is referred to as 
Standard CF and serves as a baseline for the experimental comparisons. 

The second mediation approach is called Heuristic and it imports into the target 
system a list of nearest-neighbors computed by the remote systems Rd. It relies on a 
heuristic assumption that similarity of users spans across multiple application do-
mains. Hence, if two users are similar in a certain remote application domain d, they 
may be also similar in the target domain t. Practically, this means that Rd responds to 
q by sending to Rt the set of K identities of the users most similar to the active user, 
i.e., respd={userid}. Upon receiving the set of responses {respd}, Rt aggregates these 
sets of nearest-neighbors into the overall set of (heuristic) candidates for being the 
nearest-neighbors, computes their true similarity values according to the local ratings 
matrix Mt, selects the set of K nearest-neighbors, and generates the predictions. 

The third approach is called Cross-domain mediation. Here, to compute the overall 
similarity between users, the target system imports domain-dependent similarity val-
ues and aggregates them into an overall similarity value. Upon receiving the request 
q, every remote system Rd computes locally, i.e., according to the contents of the local 
ratings matrix Md, the similarity between the active user and the other users in Md. A 
set of K nearest-neighbors is selected, and their userid together with their similarity 
values are sent to Rt. In other words, respd={(userid, simd)}, where simd=sim(userid, 
useract) is the local similarity between a user userid and the active user useract, com-
puted using their ratings in the application domain d using a certain similarity metric 
sim. Upon receiving the set of responses {respd}, Rt aggregates the domain-related 
similarity values into the overall similarity metric using inter-domain correlation 
values. As the overall similarity is computed, the K nearest-neighbors are selected and 
the predictions are generated. 

The fourth mediation approach deals with complete CF predictions generated  
locally by the system Rt from the target domain t and is referred to as Local. Accord-
ing to it, the predictions are generated using only the data stored in the ratings matrix 
Mt of the target system. This is done similarly to the centralized CF, but using a re-
stricted set of ratings on items from t: local similarity values are computed, the set of 
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K nearest-neighbors is selected and the predictions are generated. However, Local CF 
disregards the fact that the items may belong to several application domains and treats 
each domain independently. Hence, according to Remote-Average variant of Local 
CF, every remote system Rd from another application domain d, to which the pre-
dicted item belongs, generates a local prediction using the ratings stored in its ratings 
matrix Md. The computed predictions are sent to Rt, i.e., respd=predd. Upon receiving 
the set of responses {respd} and generating a local prediction using its matrix Mt, Rt 
aggregates the predictions into a single value by averaging the set of all local  
predictions.  

3   Experimental Evaluation and Conclusions 

Experimental evaluation of the proposed mediation approaches involved EachMovie 
dataset of movie ratings 3. To mimic domain-related vertical partitioning of the rat-
ings matrix, the movies were partitioned according to their genres. Eight genre-related 
ratings matrices were created: action, animation, comedy, drama, family, horror, 
romance, and thriller. In EachMovie, the movies usually belong to multiple (up to 4) 
genres. Each movie belongs, on average, to 2.376 genres. Hence the sets of movies in 
the genre-related matrices were not disjoint. Table 1 summarizes the distribution of 
movies and ratings among genre-related ratings matrices and sparsity of each matrix. 

Table 1. Data Distribution among Genres-Related Matrices 

 action animation comedy drama family horror romance thriller 
num. of movies 198 43 400 536 145 87 137 177 

num. of ratings 1,166,032 192,769 2,209,218 3,056,203 800,118 432,568 681,409 991,083 

sparsity (%) 91.923 93.852 92.425 92.180 92.432 93.181 93.179 92.321 

Local and Remote-Average CF approaches discussed in previous section were im-
plemented and evaluated. Cosine Similarity was selected as the users' similarity met-
ric, and the minimal number of movies rated by users for the similarity computation 
was 6 (predictions could not be generated for users that rated below 6 movies). The 
number of nearest-neighbors used for the prediction generation was 20.  

The experiment evaluated the effect of sparsity of the target user ratings on the  
accuracy of the predictions. Hence, the users were partitioned to 12 categories, ac-
cording to the percentage of the rated movies in the target genre: below 3%, 3% to 
6%, …, 30% to 33%, and over 33%. For every group, 1,000 predictions were gener-
ated for various combinations of user, movie, and target genre. The predictions' accu-
racy was measured using the MAE metric 2. The baseline for the comparisons is  
Standard CF, as its results are similar to the results that would have been obtained in 
traditional centralized CF. 

The results show that both Local and Remote-Average CF outperform Standard CF 
for any percentage of rated movies (statistically significant, p=2.78E-07 and 
p=1.63E-06, respectively). It can be explained by arguing that the similarity computa-
tion over the ratings from the target genre only in Local CF (or over the ratings from 
other movie genres in Remote-Average) yields more accurate similarity values than 
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the similarity computation over all the available ratings.  This explained by the obser-
vation that the ratings from these genres are important for computing the similarity 
value in the relevant genre, whereas the other ratings may insert noise into the compu-
tation. As a result, the predictions are more accurate. 
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Fig. 2. Local, Remote-Average and Standard CF Approaches 

Comparing Local and Remote-Average CF approaches shows that for a small per-
centage of rated movies, i.e., sparse ratings matrix, Remote-Average CF is slightly 
more accurate (statistically insignificant). It can be explained by the fact that the pre-
dictions are generated using additional knowledge acquired by importing data from 
other relevant genres and not using the data from the target genre only. For a higher 
percentage of rated movies, the local data is sufficient and the imported data hampers 
the accuracy of the predictions.  

It should be stressed that in certain conditions Local and Remote-Average CF ap-
proaches are inapplicable. For example, for the group of users that rated less than 3% 
of the movies, predictions can be generated only for comedies and dramas, as only in 
these cases 3% of the movies is greater than 6, a minimal number of movies for the 
similarity computation. Hence, although the accuracy of Local and Remote-Average 
CF is higher, they cannot generate predictions for certain movies that will negatively 
effect on the ability of the system to recommend all the interesting movies.  

In summary, the evaluation showed that importing user profile data from other 
domains yields more accurate predictions. However, this is not applicable for sparse 
data and aggregating local degrees of similarity (i.e., Cross-Domain CF approach) is 
supposedly a more appropriate solution. In the future, it is planned to implement and 
evaluate the rest of the proposed cross-domain CF approaches. 
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Abstract. Predictive models of destinations represent an opportunity in the 
context of the increasing availability and sophistication of in-car driving aids. 
We present analyses of drivers’ destinations based on GPS data recorded from 
180 volunteer subjects. We focus on the probability of observing drivers visit 
previously unobserved destinations given time of day and day of week, and the 
rate of decline of observing such new destinations with time. For the latter, we 
discover a statistically significant difference based on gender. 
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1   Introduction 

Computing is increasingly coming to the aid of drivers, with improved in-car 
navigation systems, advanced routing services, and comprehensive point-of-interest 
databases, some with intermittent and ongoing network access. With this 
sophistication comes the opportunity for developing better models of driver 
preferences and behavior, to both improve services and decrease unnecessary driving 
distractions. An understanding of drivers’ destinations is one promising direction for 
improving in-car services. Knowledge of a driver’s destination can be used to give 
anticipatory alerts about traffic and recommendations for re-routing, reminders about 
location-based tasks, relevant advertising, and useful suggestions for parking, 
restaurants, and other points of interest. Destination modeling can be especially useful 
in methods for destination prediction[1, 2].  In [1], we present probabilistic models 
that predict the destination of drivers as trips progress, based on observational data. In 
this paper, we review statistics of destinations that support the probabilistic modeling 
efforts. The analysis is based on logs of trips of 180 drivers. We first show how 
destinations vary with time of day. Then, we review our research on the scope of 
destinations for users, exploring how the likelihood of seeing new destinations  
visited decreases with the observational period.  

Our studies are based on GPS data logged from volunteer drivers participating in 
the Microsoft Multiperson Location Survey (MSMLS), an ongoing study of driving 
behavior we initiated in early 2004. We recruited employees from our institution and 
their adult family members by offering participants a 1 in 100 chance of winning a 
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US$ 200 MP3 player. Each subject was asked to complete a demographic 
questionnaire. Based on the demographic questionnaire, the average age of our 180 
subjects was 36.6 years. 36% of them had non-adult children, 72% were male, and 
25% were single. 

We ask participants in the MSMLS study to keep the GPS device on the dashboard 
of their car for two weeks. We modified the GPS devices to allow them to be used 
without intervention over the observational period; the modified devices turn on when 
receiving power and retain logs between trips. The devices are set to record time-
stamped latitude and longitude coordinates only when the car is moving, reducing the 
chance of exceeding the GPS’s 10,000-point memory over the two-week period. The 
adaptive recording mode gave points whose median separation distance was 64.4 
meters and whose median separation time was 6 seconds. We segmented the GPS 
data into discrete trips by splitting the sequence at points separated by more than five 
minutes and eliminating trips under 10 points or one kilometer long. The final point in 
each trip segment is the trip’s destination, which gives us a list of latitude and 
longitude points, one for each of the 8319 resulting trips. 

2   Destinations over Time  

We sought to understand how often drivers take trips to different locations and how 
often they go to places that they have not been observed to visit before, as a function 
of the length of the observational period. Such data provides prior probability 
information that can be used within predictive models of destination, which may also 
consider such factors as time of day and the trajectory of a trip in progress.  

In our work on predicting destinations, we explicitly model the likelihood that a 
driver will visit a destination that they have not been observed to visit over the course 
of the observational period [1]. The probability of a user visiting a location that has 
not been observed before is critical in open-world modeling of destinations, which 
admits previously unseen destinations into location prediction, also described in [1]. 
Prior research on destination prediction has assumed a closed world, limiting the 
scope of destination prediction to those locations that have been previously visited by 
drivers. This work includes work by Marmasse and Schmandt[3], Ashbrook and 
Starner[4], Hariharan and Toyama[5], Liao et al.[6], and Gogate et al.[7]. All of these 
studies only consider as candidate destinations those locations that have been 
extracted from GPS histories, i.e. places that subjects have actually visited.  

We begin by examining when drivers make trips. Using the time-stamped trips 
from our MSMLS data, we computed the mean number of trips per week over all our 
driving subjects for each hour of the day. For each of these trips, we also computed 
whether or not the destination had been observed before in the study. For a given 
subject, we defined a location as a new destination when no previously observed 
destination visited by the user had been within a 200 meter radius of that location.   

The results are displayed at the top of Fig. 1. The dark curve shows the average 
number of trips made per week in a given hour of the day over the course of  
the survey. We see that the number of trips peaks around 5 p.m. – 6 p.m., when  
the average driver made about 2.66 trips per week. There is another peak around  
 



362 J. Krumm and E. Horvitz 

N e w  D e st i n a t i o n s v s.  T i m e  o f  D a y

0

0 .5

1

1 .5

2

2 .5

3

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
H o u r  ( 2 4  h o u r  c lo c k )

D
es

tin
at

io
ns

 p
er

 W
ee

k

0

0 .1

0 .2

0 .3

0 .4

0 .5

0 .6

0 .7

0 .8

0 .9

1

P
ro

ba
bi

lit
y 

of
 N

ew
 

D
es

tin
at

io
n

M e a n  D e s t in a t io n s  p e r  W e e k

Pr o b a b ilit y  o f  N e w  D e s t in a t io n

 

N e w  D e st i n a t i o n s  v s.  D a y  o f  W e e k

0

1

2

3

4

5

6

Sun day

M
onday

Tuesday

W
ednesd

ay

Thurs
day

Frid
ay

Satu
rd

a y

D
es

tin
at

io
ns

 p
er

 W
ee

k

0

0 .1

0 .2

0 .3

0 .4

0 .5

0 .6

0 .7

0 .8

0 .9

1

P
ro

ba
bi

lit
y 

of
 N

ew
 D

es
tin

at
io

n

M e a n  D e s t in a t io n s  p e r  W e e k

P r o b a b ility  o f  N e w  D e s t in a t io n

 

Fig. 1. The number of mean trips in a week and the probability of visiting a previously 
unobserved destination over the time of day (top graph) and the day of the week (bottom) 

8 a.m. – 9 a.m., with about 1.69 trips per week. Both peaks may reflect commuting to 
and from work. As expected, very few trips are made late at night. 

This data can serve as a prior probability distribution in probabilistic models of 
driving destination and activity. The lighter curve in the graph at the top of Fig. 1 
shows the proportion of new destinations, providing the probabilities that destinations 
reached at different times of the day have been previously visited. The probability of 
visiting a new destination peaks at 11 a.m. and again at 3 p.m.  The data shows that, 
over the course of the observational period of the study, new destinations are most 
likely visited in the middle of the day. Such data could help a navigation system 
automatically determine whether or not to offer driving assistance and information 
about the predicted destination. 

We look at the same data conditioned on the day of the week in the bottom of  
Fig. 1. Thursday is the peak day for driving trips, after a steady rise in trips starting 
with Sunday. The plot also shows the probability of visiting a new destination as a 
function of the day of the week. Saturday slightly beats Thursday as the most 
probable day to visit a new destination on a given trip.  
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3   Falloff in Observing New Destinations 

As we mentioned, most destination prediction algorithms limit their predictions about 
future destinations to previously observed destinations [2]. Clearly, the rate of seeing 
previously unobserved destinations is highest at the outset of the observation period. 
We would expect to see the rate of observing such new destinations decrease with 
ongoing observation, given drivers’ habitual patterns of visiting locations, based on 
recurrent activities. We now focus on our studies of the change in rate of seeing new 
locations with observation period for all participants as well as breakouts for people 
with different demographical attributes.  

The black squares in Fig. 2 show how the number of new destinations decreases 
significantly with the number of days into the MSMLS survey. The average number 
of new destinations over all subjects on the first day is 3.6, dropping to 1.6 on the 
second day and 1.34 on the third day. To avoid edge effects, we ignore the first day of 
the study. The drop in new destinations is well modeled by an exponential decay of 

the form ( ) btaetd −= , where t  is the number of days into the survey and ( )td  is the 

number of destinations on day t  that have not been visited on any previous day. We 
performed a least squares fit of this equation to the measured average of new 

destinations and found ( ) tetd 134.0142.2 −= .  
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Fig. 2. Number of new destinations visited over duration of observation period for all 
participants and for groups conditioned on gender 

We now explore how new destinations decrease over time based on drivers’ 
demographics. For each subject, we computed parameters a  and b  of the 
exponential model describing decay in seeing new destinations using least squares. 
We examined splits along gender, single versus partnered, children at home, and the 
existence of extended family within a 50 mile radius. For each category, we removed 
all b  exponents beyond the category’s 3-sigma points to eliminate the effect of 
outliers. We also removed subjects whose least squares fit was degenerate due to a 
lack of data, e.g. only one day of available data. We performed a t-test on the b  
values to compare the decay rate for each pair of categories. Of the four splits, we 
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found a statistically significant difference in decay rates only along gender lines. For 
men, the mean decay rate is 0695.0=b , and for women 1960.0=b , implying that 
women’s rate of visiting new destinations falls off faster than men’s (t(35) = 2.03,  
p < 0.026). The aggregate fits for men and women are shown in Fig. 2. 

The analysis shows that, in aggregate, drivers quickly approach a steady state 
where visiting new destinations is relatively rare. After 14 days of observation, for 
example, drivers are visiting an average of 0.33 new destinations per day. Since the 
median number of trips per day for all our subjects was 3.53, this implies that after 
two weeks, the probability of a driver going to a new destination per trip is 
approximately 0.33/3.53 ≈ 0.09. 

4   Conclusions 

We reviewed the MSMLS dataset and presented several analyses of the data in 
support of ongoing efforts to construct probabilistic models of destination. We 
showed how the number of trips and visits to previously unobserved destinations 
varies with the time of day and day of week. We described how quickly drivers tend 
to reach a steady state in visiting new destinations over an observation horizon. 
Finally, we explored the influence of demographic attributes on the rate of visiting 
previously unobserved destinations and identified an influence of gender.   
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Abstract. User modelling in on-line distance learning is an important research 
field focusing on two important aspects: describing and predicting students’ ac-
tions and intentions as well as adapting the learning process to students’ fea-
tures, habits, interests, preferences, and so on. The aim is to greatly stimulate 
and improve the learning experience. In this context, user modeling implies a 
constant processing and analysis of user interaction data during long-term learn-
ing activities, which produces large and considerably complex information. As 
a consequence, processing this information is costly and requires computational 
capacity beyond that of a single computer. In order to overcome this obstacle, in 
this paper we show how a parallel processing approach can considerably de-
crease the time of processing log data that come from on-line distance educa-
tional web-based systems. The results of our study show the feasibility of using 
Grid middleware to speed and scale up the processing of log data and thus 
achieving an efficient and dynamic user modeling in on-line distance learning. 

1   Introduction 

User modeling [1] is a mature research field mostly involved in the information tech-
nology context. It is mainly utilized in software systems for inferring the users’ goals, 
skills, knowledge, needs and preferences and thus achieving more adequate adapta-
tion and personalization on the basis of the user activity pattern built. This inference 
process relies in turn on being able to track the users’ actions when interacting with 
the application such as the users’ choice of buttons and menu items [2].  

In this paper, we focus on and are interested in web-based applications that support 
on-line distance learning. These applications, due to the high degree of user interac-
tion, take great advantage of the tracking-based techniques of user modeling such as 
providing broader and better support for the users of Web-based educational systems 
[2]. Indeed, the data analysis of the information captured from the actions performed 
by learners is a core function for the modeling of the learner’s behavior during the 
learning process and of the learning process itself as well. In addition, the building of 
learner models may help identify navigation patterns and adapt the system’s usability 
to the actual learners’ needs resulting in a great stimulation of the learning experience. 
However, the information generated in web-based learning applications can be of a 
great variety of type and formats [3]. Moreover, these applications are characterized 
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by a high degree of user-user and user-system interaction which stresses the amount 
of interaction data generated. Therefore, there is a strong need for powerful solutions 
that record the large volume of interaction data and can be used to perform an effi-
cient interaction analysis and knowledge extraction.  
    Based on this vision, a preliminary study was conducted [3] to show that a Grid [4] 
approach might increase the efficiency of processing a large amount of information 
from user activity log files. In order to show the feasibility of our approach, we used 
the log data from the internal campus of the Open University of Catalonia though it 
can be applied for reducing the processing time of log data from web-based applica-
tion in general. Our ultimate objective is to make it possible to continuously monitor 
and adapt the learning process and objects to the actual students’ learning needs as 
well as to validate the campus’ usability by analyzing and evaluating its actual usage.     

2   Modeling Students’ Behavior in Web-Based Distance Learning 
Settings: The Case of the Open University of Catalonia 

Our real web-based learning context is the Open University of Catalonia (UOC) [5] 
which offers distance education through the Internet in different languages. As of this 
writing, about 40,000 students, lectures and tutors from everywhere participate in 
some of the 23 official degrees and other PhD and post-graduate programs resulting in 
more than 600 official courses.  
    From our experience at the UOC, the description and prediction of our students’ 
behavior and navigation patterns when interacting with the virtual campus is a first 
issue. Indeed, a well-designed system’s usability is a key point to stimulate and satisfy 
the students’ learning experience. In addition, the monitoring and evaluation of real, 
long-term, complex, problem-solving situations is a must in our context. The aim is to 
adapt the learning process and objects to the actual students’ learning needs as well as 
to validate the campus’ usability by monitoring and evaluating its actual usage.   
    In order to achieve these goals, the analysis of the campus activity and specifically the 
users' traces captured while browsing the campus is essential in this context. The collec-
tion of this information in log files and the later analysis and interpretations of this in-
formation provide the means to model the actual user's behavior and activity patterns. 
However, in the context of the UOC, the whole user interaction generates a great 
amount of information a day (about 10 GB) which is filtered and collected in large daily 
log files. Furthermore, this large information is found in an ill-structured highly redun-
dant form needing a great amount of computational power to constantly process log data 
[5]. As a matter of fact, the computational cost is the main obstacle to processing this 
data in real time [3] and hence in our real situation this processing tends to be done 
offline in order to avoid harming the performance of the logging application, but as it 
takes place after the completion of the learning activity it has less impact on it.  

3   An Efficient Processing of Log Data 

In order to deal with the above mentioned problems and inconvenients, we have de-
veloped a simple application in Java, called UOCLogsProcessing that processes log 



 Enabling Efficient Real Time User Modeling in On-Line Campus 367 

 

files of the UOC. However, as the processing is done sequentially, it takes too long to 
complete the work and it has to be done after the completion of the learning activity, 
which makes the construction of effective real-time user models not possible. 

The distributed platform has been developed using the JXTA [7] protocols and of-
fers a shared Grid where client peers can submit their tasks in the form of Java pro-
grams stored on signed jar files and are remotely solved on the nodes of the platform. 
The architecture of the JXTA platform is made up of two types of peers: common 
client peers and broker peers. The former can create and submit their requests while 
the later are the administrators of the Grid, which are in charge of efficiently assign-
ing client requests to the Grid nodes and notify the results to the owner's requests. To 
assure an efficient use of resources, brokers use different allocation algorithms, which 
can be viewed as economic models, to determine the best candidate node to process 
each new received request. The implementation and design of peers, groups, job and 
presence discovery, pipe-based messaging, etc. are developed using the latest updated 
JXTA libraries [7]. This distributed platform has been deployed in a large-scale, dis-
tributed and heterogeneous P2P network using nodes from PlanetLab1 platform.  

3.1   Parallelizing the Processing of Log Files 

The parallel implementation follows the Master-Worker (MW) [8] paradigm. In a 
nutshell, the log file is split off into a certain number of parts, which can be exactly 
equal to the number of grid nodes (slaves) that will participate in the processing or 
can be larger.  In this later case some peer nodes could receive more than one part for 
processing. By splitting the original file into more parts than peer slave candidates for 
processing, we can achieve different degrees of granularity of the parallel processing. 
Achieving different degrees of granularity is very desirable in Grid environments 
given the high heterogeneity of computing resources. Note that we have a perfect split 
of the problem in many independent parts. In the end, the master node just needs to 
append to a unique file the arriving of partial solutions (partial result files after proc-
essing). The main steps of the MW parallel algorithm to process a log file in the 
JXTA platform are as follows: 
 
1. [Pre-processing phase]: UOCLogsProcessing counts the total number of lines of 

the log file, totalNbLines, and knowing the total number of parts to split the file 
off, nbParts, each peer node will receive and process a totalNbLines/nbParts 
of lines from the file. 

2.  [Master Loop]: Repeat  
a. Read totalNbLines/nbParts lines from the original file and create a file 

with them.  
b. Create a request and submit it to JXTA platform 
c. [Juxta-cat processing]: 

i. The request is received by a broker of JXTA platform and it is 
assigned to a peer node of the platform. 

ii. The peer node, upon receiving and accepting the request, noti-
fies it to the Broker node.  

                                                           
1 http://www.planet-lab.org. As of Feb. 24, 2007, PlanetLab consists of 755 nodes at 363 sites. 
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iii. The peer node receives the corresponding part of the file to 
process by direct JXTA transfer from the Master node. 

iv. The peer runs UOCLogProcessing functionality for processing 
the lines of the file, one at a time, and stores the results of the 
processing in a buffer. 

v. The peer node, once the processing of the request is done, 
sends back to the master node the content of the buffer. 

   Until the original log file has been completely scanned. 
3. [Master’s final phase]: Receive messages (partial files) from peers and append 

in the correct order the newly received resulting file to the final file containing 
the information extracted from the original log file.  

3.2   Experimental Results  

In this section we present the experimental results from measuring the speedup ob-
tained by the grid processing. Battery test involved both large amounts of log infor-
mation (i.e. daily log files) and well-stratified short samples consisting of representa-
tive daily periods with different activity degrees. In addition, other tests included a 
few log files with selected file size forming a sample of each representative stratum. 
This allowed us to obtain reliable statistical results using an input data size easy  
to use.  
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Fig. 1. Processing times of a log file of 100Mb for the case of processing without partitions and 
by partitioning into 4 and 16 parts, respectively, resulting in a speed-up of 0,543 and 0,71  
respectively 

The battery test was processed by the UOCLogsProcessing application executed on 
single-processor machines involving usual configurations. Moreover, it was executed 
several times with different workload in order to have more reliable results in statisti-
cal terms involving file size, number of log entries processed and execution time 
along with other basic statistics. The same battery test was processed by JXTA plat-
form using 8 peer nodes and by considering 4, 8 and 16 parts of the original file.  



 Enabling Efficient Real Time User Modeling in On-Line Campus 369 

 

Parallel efficiency and speed up are then computed involving the number of grid 
nodes and the time needed by the grid to process each log file. Fig. 1 shows the con-
siderable decrease in execution time we achieved using the JXTA platform.  

4   Conclusions and Further Work 

In this paper, we have shown how to model the learner's behavior and activity pattern 
by using user modeling tracking-based techniques. However, the information gener-
ated from tracking the learners is usually very large, tedious, and ill-formatted and as 
a result processing this information is time-consuming. In order to overcome this 
problem, we have proposed a Grid-aware implementation that considerably reduces 
the processing time of log data and allow us to build and constantly maintain user 
models.   
    Further work will include the implementation of a more thorough mining process 
of the log files, which due to the nature of the log files of our virtual campus will 
require more processing time in comparison to the log processor used in this work. 

Acknowledgements. This work has been partially supported by the Spanish MCYT 
project TSI2005-08225-C07-05. 
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Abstract. In the classroom, teachers know how to motivate their students and 
how to exploit this knowledge to adapt or optimize their instruction when a 
student shows signs of demotivation. In on-line learning environments it is 
much more difficult to assess a learner’s motivation and to have adaptive 
intervention strategies and rules of application to help prevent attrition or drop-
out. In this paper, we present results from a survey of on-line tutors on how they 
motivate their learners. These results will inform the development of an 
adaptation engine by extracting and validating selection rules for strategies to 
increase motivation depending on the learner’s self-efficacy, goal orientation, 
locus of control and perceived task difficulty in adaptive Intelligent Tutoring 
Systems. 

1   Introduction 

On-line learning is a dynamic and potentially enriching forms of learning but attrition 
remains a serious problem [4]. Motivation to learn is affected by the learner’s self-
efficacy, goal orientation, locus of control and perceived task difficulty. In the 
traditional classroom tutors infer learners’ levels of motivation from several cues, 
including speech, behavior, attendance, body language or feedback, and offer 
interventional strategies aimed at increasing motivation. Intelligent Tutoring Systems 
(ITS) need to be able to recognize when the learner is becoming demotivated and to 
intervene with effective motivational strategies. Such an ITS would comprise two 
main components, an assessment mechanism that infers the learner’s level of 
motivation from observing the learner’s behaviour, and an adaptation component that 
selects the most appropriate intervention strategy to increase motivation. This paper 
presents the results of a survey of on-line tutors on how they motivate their learners. 
These results will inform the development of the adaptation component by extracting 
and validating selection rules for strategies to increase motivation. 

The focus of this research is intervention strategies which can be implemented and 
validated in an Intelligent Tutoring System to increase motivation and reduce 
attrition. Previous approaches in this field were mainly based on the ARCS model, 
which is an instructional design model ([3][9][12]). In contrast, the approach being 
taken in this research is based on Social Cognitive Theory (SCT) [1], particularly on 
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self-efficacy, locus of control, perceived task difficulty and goal orientation. Self-
efficacy is the individuals’ confidence in their ability to control their thoughts, 
feelings, and actions, and therefore influence an outcome. Individuals with an external 
locus of control believe that factors such as luck, task difficulty, or other people’s 
actions, cause success or failure [10]. Individuals with an internal locus of control 
believe that success is due to their own efforts. Perception of task difficulty will affect 
the expectancy for success, and it has a strong influence on both instigation of a 
learning activity as well as persistence. Goals enhance self-regulation through their 
effects on motivation, learning, self-efficacy and self-evaluations of progress [1]. 
Individuals with a learning goal orientation strive to master the task and are more 
likely to engage in self-regulatory activities such as monitoring, planning, and deep-
level cognitive strategies. Individuals orientated towards performance approach goals 
are concerned with positive evaluations of their abilities in comparison to others and 
focus on how they are judged by parents, teachers or peers. Individuals with 
performance avoidance goals want to look smart and not appear incompetent and so 
may avoid challenging tasks, or exhibit low persistence, when encountering 
difficulties [8]. Individuals may have both mastery and performance goals [7]. 
Disengaged orientation is displayed by students who “do not really care about doing 
well in school or learning the material; their goal is simply to get through the activity” 
[2]. As learners differ widely, intervention strategies must be adapted to suit the 
individual and the task, thereby focusing the attention on the learner rather than on 
instructional design. 

2   Eliciting Intervention Strategies from On-Line Tutors     

A learner model was created based on the SCT constructs of Self-Efficacy, Goal 
Orientation, Locus of Control and Perceived Task Difficulty, as these are the four 
most important factors contributing to self-regulation. Research has shown that self 
regulatory behavior can account for academic achievement [8]. The model contained 
21 learner profiles which were systematically developed using the above constructs 
(see Table 1). The profiles were selected from a possible 48 as the most likely to 
experience demotivation. For example, a person with the profile of Persona 1 is likely 
to become demotivated when not sufficiently challenged. 

Based on the model personas (i.e., short textual descriptions) were then developed, 
e.g. Persona 1: “Chris is an intelligent student who enjoys learning for its own sake. 
She is motivated to learn new things and enjoys being challenged (GO:Mastery). She 
believes she can do very well in her studies as she has a very good understanding of 
her subject (SE:High). Chris believes hard work will conquer almost any problem and 
lead to success (LOC: Internal). However, she finds that she becomes bored when she 
has to work on a concept which she already understands well (PTD:Low).”  

From the literature on motivation and an initial pilot questionnaire, completed by 
classroom tutors, a list of intervention strategies was compiled (see Table 2). In order 
to identify rules to determine which intervention strategy is the most appropriate for 
each learner’s persona, on-line tutors were surveyed. If, for example, a learner had 
low self-efficacy and external locus of control, tutors might indicate that reviewing 
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progress with the student at regular intervals would be a strategy to adopt. In this way 
the relationship between motivational states and intervention strategies was elicited 
with the assistance of the on-line tutors.    

Participants were randomly assigned to one of six online surveys containing either 
three or four personas. The same 14 intervention strategies were presented in the same 
order under each persona. The tutors were asked to select the strategies they would 
Highly Recommend, Recommend or considered Not Applicable for each persona. 
They were also asked to suggest any further strategies that they find particularly 
useful in the case of each persona type. The tutors were required to have at least two 
years experience teaching on-line. The survey could be completed anonymously or 
the participants could enter their email address if they wished to get feedback on the 
results. Sixty participants completed the surveys which resulted in each persona 
getting a minimum of six and a maximum of fourteen responses. 

Table 1. Profile of personas. Self Efficacy (SE) [High (H) / Medium (M) / Low (L)]; Goal 
Orientation (GO) [Mastery (M) / Performance Avoidance (Pa) / Performance Approach (PA) / 
Disengagement (D)]; Locus of Control (LOC) [Internal (I) / External (E)]; Perceived Task 
Difficulty (PTD) [Low (L) / High (H)] 

Persona 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
SE H H M M M M L L M H L L M M M M H L L M M 
GO M M M M M M M Pa Pa Pa PA PA PA PA PA PA PA D D D D 

LOC I E I I E E E E E E I E I E I E I I E E I 
PTD L L L H L H H H H H H H L L H H L H H H H 

3   Results 

The participants varied widely in the number of years’ of experience they had as on-
line tutors. The least experienced participants had tutored on-line for two years, and 
the most experienced had tutored for eighteen years. The average was five years. 

For the purpose of this paper, we merged Highly Recommended and Recommended 
strategies into one category, which is the subject of this paper. 

Using the Weka data mining tool set [11], five different algorithms were applied to 
predict whether a strategy was marked as recommended by the tutors or not. These 
algorithms included the following classifiers: 1) Bayesian Networks. 2) IBk, an 
instance-based k-nearest neighbours classifier. 3) J48, generating pruned C4.5 
decision trees. 4) PART, a classifier based on partial C4.5 decision trees and rules. 5)  
Naïve Bayes as a standard baseline. All experiments were run with a 10-fold cross 
validation. Table 3 provides an overview of the results. 

Both, Bayesian Networks and J48 are able to predict the recommendations very 
well, with correct prediction rates from at least 66% and up to 93%. Strategy 4, 
Encourage the student to use on-line quizzes, seems to be harder to predict. This 
strategy has also been recommended less often than most other strategies. The fact 
that results across methods are similar means that the pattern in the data is pretty 
obvious. 
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Table 2. Intervention strategies 

1 Review progress with student at regular intervals 
2 Provide regular positive and specific feedback to student 
3 Encourage student to clearly define his/her academic goals 
4 Encourage the student to use on-line quizzes 
5 Remind student of the student support services 
6 Encourage student to use the chat room/discussion forums 
7 Help student to develop a study plan/timetable 
8 Explain importance of and encourage student to maintain contact with tutor 
9 Encourage peer to peer contact 

10 Encourage student to base self-evaluation on personal 
improvement/mastery  when possible, rather than grades 

11 Encourage the student to reflect on and evaluate his/her learning 
12 Explain why learning a particular content is important 
13 Provide guidance to extra learning resources 
14 No intervention required 

Table 3. Correct predictions (%) of the five algorithms separated by the 13 intervention 
strategies 

 BayNet IBk J48 PART NaïveBayes 
Strategy 1 89.86 89.86 89.86 89.86 89.86 
Strategy 2 93.26 93.26 93.26 93.26 93.26 
Strategy 3 84.55 80.78 84.55 82.03 84.55 
Strategy 4 66.09 58.88 66.58 63.11 65.23 
Strategy 5 74.04 74.80 77.31 77.12 74.33 
Strategy 6 86.50 85.71 86.50 86.50 86.50 
Strategy 7 70.92 67.59 68.83 70.23 69.81 
Strategy 8 83.60 82.64 83.60 83.60 83.50 
Strategy 9 88.90 88.22 88.90 88.90 88.90 
Strategy 10 82.64 80.66 82.64 82.25 82.64 
Strategy 11 88.90 88.90 88.90 88.90 88.90 
Strategy 12 79.24 74.86 79.24 78.57 78.47 
Strategy 13 80.67 79.66 80.67 80.67 80.67 

4   Discussion 

We demonstrated that knowledge about appropriate motivation intervention strategies 
can be elicited from tutors by prompting them with systematically constructed 
personas. While the relationship between parameters of the personas and intervention 
strategies are not obvious and cannot be explained directly by the tutors, we were able 
to demonstrate that standard machine learning algorithms can learn to predict this 
relationship well. 
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An assessment component that creates an accurate model of the motivational states 
of the learner is currently being developed in a related project being carried out by a 
fellow researcher and it is planned to use this assessment component in the validation 
stage of this study. The fact that this automatic assessment component has not yet 
been developed is currently a limitation for us, but once it exists, appropriate 
intervention strategies can be inferred. Future work will focus on an empirical 
validation of the predictions in a real learning environment to see if the intervention 
strategies adopted actually increase the motivation of the learner. 

References 

1. Bandura, A.: Social foundations of thought and action: A social cognitive theory. Prentice-
Hall, Englewood Cliffs, NJ (1986) 

2. Beal, C.R., Lee, H.: Creating a pedagogical model that uses student self reports of 
motivation and mood to adapt ITS instruction. Workshop on motivation and affect in 
educational software, July 18-22, Amsterdam, Netherlands. Retrieved on 23 March 2006 ( 
2005), from http://www.wayangoutpost.net/paper/Beal&LeeCRC.pdf 

3. De Vicente, A., Pain, H.: Validating the Detection of a student’s Motivational State. In: 
Mendez Vilas, A., Mesa Gonzalez, J. A., Mesa Gonzalez, J. (eds.) Proceedings of the 
Second International Conference on Multimedia Information and Communication 
Technologies in Education m-ICTE ( 2003) 

4. Dille, B., Mezack, M.: Identifying predictors of high risk among community college 
telecourse students. The. American Journal of Distance Education 5(1), 24–35 (1991) 

5. Pajares, F., Schunk, D.H.: Self-Beliefs and School Success: Self-Efficacy, Self-Concept, 
and School Achievement. In: Riding, R., Rayner, S. (eds.) Perception, pp. 239–266. Ablex 
Publishing, London (2001) 

6. Pintrich, P.R., De Groot, E.V.: Motivational and self-regulated learning components of 
classroom academic performance. Journal of Educational Psychology 82(1), 33–40 (1990) 

7. Pintrich, P.R., Garcia, T.: Student goal orientation and self-regulation in the college 
classroom. In: Maehr, M.L., Pintrich, P.R. (eds.) Advances in motivation and achievement: 
Goals and self-regulatory processes, vol. 7, pp. 371–402. JAI Press, Greenwich, CT (1991) 

8. Pintrich, P.R., Schunk, D.H.: Motivation in education: Theory, research, and practice. 
Prentice Hall, Englewood Cliffs, NJ (1996) 

9. Qu, L., Wang, N., Johnson, W.L.: Detecting the Learner’s Motivational States in an 
Interactive Learning Environment. In: Looi, C.-K., et al. (ed.) Artificial Intelligence in 
Education. pp. 547–554. IOS Press, Amsterdam, Trento, Italy (2005) 

10. Rotter, J.B.: Generalized expectancies for internal versus external control of reinforcement. 
Psychological Monographs, 80(Whole No. 609) ( 1966) 

11. Witten, I.H., Frank, E., Trigg, L.E., Hall, M., Holmes, G., Cunningham, S.J: Weka: 
Practical machine learning tools and techniques with Java implementations. In: Proc 
ICONIP/ ANZIIS/ANNES99 Future Directions for Intelligent Systems and Information 
Sciences, Dunedin, New Zealand, pp. 192–196 (November 1999) 

12. Zhang, G., Cheng, Z., He, A., Huang, T.: A WWW-based Learner’s Learning Motivation 
Detecting System. In: Proceedings of International Workshop on Research Directions and 
Challenge Problems in Advanced Information Systems Engineering, Honjo City, Japan, 
(September 16–19, 2003), http://www.akita-pu.ac.jp/system/KEST2003/ 



Improving User Taught Task Models�

Phillip Michalak and James Allen

University of Rochester
Rochester, New York

Abstract. Task models are essential components in many approaches to
user modelling because they provide the context with which to interpret,
predict, and respond to user behavior. The quality of such models is crit-
ical to their ability to support these functions. This paper describes work
on improving task models that are automatically acquired from demon-
stration. Modifications to a standard planning algorithm are described
and applied to an example learned task model, showing the utility of
incorporating plan-based reasoning into task learning systems.

1 Introduction and Related Work

Task models are essential components in many approaches to user modelling
because they provide the context with which to interpret, predict, and respond
to user behavior. Intelligent tutoring systems (e.g. [1]) need to model the tasks
that trainees will perform so that they can determine flawed behavior in order to
offer timely and appropriate remediation. Systems that adapt content to users
(e.g. [2]) must understand the tasks that the user is trying to perform in order
to provide appropriate content when it is needed. Plan recognition approaches
(e.g. [3]) attempt to explain and predict behavior by constructing explanations
that are consistent with task models and prior observation. The quality of the
underlying task models determines their ability to support the interpretation,
prediction, and response functions mentioned above. This paper describes work
that improves the detail and accuracy of task models that have been learned
from demonstration.

Typically task models are painstakingly constructed by hand for each domain,
a difficult task in its own right and one complicated by the fact that domains are
often incompletely or inaccurately specified through knowledge engineering. This
paper describes work based on the Procedure Learning On the Web (PLOW)
system ([4]), which continues a recent trend of automatic task model acquisition.
Some previous machine learning methods (e.g. [5]) use version spaces to represent
demonstration ambiguity and require multiple training examples to eliminate it.

� This material is based upon work supported by National Science Foundation, grant
#IIS-0328811, DARPA, sub-contract from West Florida, grant #IHMC-UR-07-01
and support from DARPA with a subaward from SRI International. Any opinions,
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the authors and do not necessarily reflect the views of above named organizations.
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Non-version space approaches (e.g. [6]) face similar difficulties; multiple examples
are required to generalize from specific examples to a level that captures the
essence of the training examples. In contrast, the PLOW system requires only a
single demonstration to learn a task model because it leverages natural language.
A play by play task description given as it is demonstrated provides three key
types of information unrecoverable by observation alone: task parameterization
information, sub-task structure, and semantic annotation for observed action.

In addition to their primary role in task execution, PLOW’s task models can
also serve as the basis for various user modelling techniques. This paper describes
a mechanism for improving task models to better support those roles. Specifi-
cally, this mechanism discovers missing precondition and effect information in the
task representations and relaxes the implicit total order on task steps that arises
from a sequential demonstration. The Diligent system ([7]) recovered similar in-
formation through a simulated experimentation approach, but the plan based ap-
proach yields finer grained detail when primitive task models are known a priori.
Section 2 describes the method by which missing information is recovered from
models learned by PLOW, and Sect. 3 provides a brief example of this method.

2 Improving Learned Task Models

This section describes a mechanism for improving task model quality and thus
ability to support user modelling functions. Each PLOW task model is trans-
lated into a specially crafted planning domain and then analyzed by a modified
Graphplan [8] algorithm which recovers missing information about necessary
task preconditions, effects, and order constraints. This process is a recursive
one; improved task models are used in the analysis of higher level task models.

The constants, initial facts, goals, and operators of a specially crafted plan-
ning domain are extracted from each (sub-)task model. The planning domain
constants come from a task model’s constants and parameters. Task model pa-
rameters are treated as constants because this analysis never considers a particu-
lar parameterized instance; no values are ever assigned to the parameters during
reasoning. Task model constants and parameters typically result from spoken
and web browser interaction (e.g. typing “http://www.nytimes.com/” into an
instrumented web browser or saying “Put the title of the book here”).

The planning domain initial facts come from task model preconditions. Es-
sentially, the reasoning algorithm assumes that the task model preconditions
are true, and attempts to construct plans that achieve its goals by using the
steps specified in the task. Accordingly, the effects and the steps of a task model
are formulated as planning domain goals. Treating the steps as goals forces the
planner to consider only plans that include those steps.

The operators of the planning domain are summaries of the task models that
the system knows about. Specifically, those task models that achieve one or more
steps of the task being analyzed are included as domain operators. Operator
definitions take task parameters, preconditions, and effects to be their variables,
preconditions, and effects, respectively.
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Fig. 1. Task models for (a) requesting the purchase of a best-selling non-fiction book
and its sub-task (b) extracting the author name from a web page, before and after
analysis

The resulting planning domain represents the basic constraints of the task
model: that the specified steps occur and that the necessary effects hold after
task completion when the task preconditions are assumed to be true.

The planning algorithm takes as input standard type, initial condition, goal,
and operator descriptions derived from task models as described above. Ex-
tensions to the original Graphplan algorithm infer missing information about
preconditions, effects, and operator order, as well as rate the quality of each
solution. The plan graph of Fig. 2 depicts the minimum cost solution for the
author name extraction sub-task of Fig. 1-b; it will be used to illustrate the
extensions described below.

The algorithm first augments the planning domain’s initial facts to include all
facts that enable sub-step achieving operators. This operation guarantees that
all of the task sub-steps are achievable, but possibly at the expense of domain
integrity. For example, Fig. 2 shows that the additional preconditions (shaded)
enable a text selection action in the first time step, despite the fact that it should
occur after the object finding action.

The second extension modifies the search algorithm to terminate once an
acceptable set of solutions has been found or it can be guaranteed that none
will ever be found. Intuitively, invalid solutions that are enabled by augmenting
the initial preconditions should be pruned; the search algorithm assigns a cost
to each solution based on the number of abductive preconditions that it uses, and
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Fig. 2. A plan graph corresponding to the planning domain of the sub-task depicted
in Fig. 1-b. The minimum cost solution is accented in bold.

accepts only minimum cost solutions. The incorrect solution described above is
pruned because it must assume more facts than the bold-faced minimum cost
solution of Fig. 2.

The third extension to the basic Graphplan algorithm computes the consistent
characteristics of the minimal cost solutions: binary order constraints, assumed
preconditions, and effects. The resulting sets are those elements that are present
in every valid minimal cost solution. Since the example of Fig. 2 has just a single
minimum cost solution, its preconditions and effects are taken to be necessary.
These sets are output by the planning algorithm, and can be contrasted with
the declared preconditions, effects, and order constraints of the original task.

3 Example

This section briefly describes the algorithm as it operates on the book request
task model depicted in Fig. 1-a. The algorithm first decomposes the task model
into its constituent sub-steps and recursively analyzes them. The author extrac-
tion sub-task, for example, is translated into a planning domain and analyzed
as depicted in Fig. 2. An additional precondition (At WINDOW1 LOC1)
and effect (KnowRef AUTHOR1) are recovered from the minimal cost so-
lution. The other sub-steps of the book request task are likewise translated to
planning domains and analyzed. Specifically, predicates of the form (KnowRef
<ITEM>) are recovered as effects of the selection actions and as preconditions
for the form filling actions. Analysis of the high level task resumes with updated
planning operators reflecting these discoveries. The algorithm determines that:
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the extract sequences precede the fill sequences, the extract steps can occur in ei-
ther order, and the field filling steps can occur in either order. These refinements
are shown graphically in Fig. 1-a.

The refined model more precisely characterizes the task. For example, a plan
recognizer using the improved task model can, among other things, recognize task
instances in which sub-tasks are performed in different orders. Additionally, the
augmented precondition and effect detail of the improved model can be used to
infer reasons why each individual action might be taken, allowing novel plans to
be attributed to the user.

4 Conclusion

This paper presents a novel use of planning to recover missing information in task
models, and describes its operation on a simple task model learned from a single
demonstration with the PLOW system. The improved task models that result
from this analysis are useful for understanding and reasoning about user behav-
ior. Though this treatment analyzes procedures after they have been learned in
their entirety, it is a straightforward modification to analyze procedures incre-
mentally as new information is learned (e.g. additional sub-task specifications,
preconditions, effects, etc.).
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Abstract. Accurately recognizing users’ affective states could contribute to 
more productive and enjoyable interactions, particularly for task-oriented 
learning environments. In addition to using physiological data, affect 
recognition models can leverage knowledge of task structure and user goals to 
effectively reason about users’ affective states. In this paper we present an 
inductive approach to recognizing users’ affective states based on appraisal 
theory, a motivational-affect account of cognition in which individuals’ 
emotions are generated in response to their assessment of how their actions and 
events in the environment relate to their goals. Rather than manually creating 
the models, the models are learned from training sessions in which (1) 
physiological data, (2) information about users’ goals and actions, and (3) 
environmental information are recorded from traces produced by users 
performing a range of tasks in a virtual environment. An empirical evaluation 
with a task-oriented learning environment testbed suggests that an induc- 
tive approach can learn accurate models and that appraisal-based models  
exploiting knowledge of task structure and user goals can outperform purely 
physiologically-based models. 

1   Introduction 

Affect recognition is the task of identifying the emotional state of an individual from a 
variety of physical cues, which are produced in response to affective changes in the 
individual.  These include visually observable cues such as body and head posture, 
facial expressions, and posture, and changes in physiological signals such as heart 
rate, skin conductivity, temperature, and respiration. Affect recognition work has 
explored emotion classification from self reports [1], post-hoc reports [9], 
physiological signals [3], [7], [8], combinations of visual cues and physiological 
signals [2], and from world state feature representations of temporal, locational and 
intentional information [6].  This body of research serves as the springboard for the 
work described in this paper, which reports on techniques for recognizing users’ 
affective states from both physiological and task structure information. Because affect 
is fundamentally a cognitive process in which the user appraises the relationship 
between herself and her environment [4], affect recognition models should take into 
account both physiological and environmental information. For task-oriented 
environments, affect recognition models can leverage knowledge of task structure  
and user goals to effectively reason about users’ affective states. In particular, for 
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task-oriented environments, affect recognition models can use appraisal theory [5] to 
recognize users’ emotions generated in response to their assessment of how their 
actions and events in the environment relate to their goals. 

In this paper, we present an inductive approach to recognizing users’ affective 
states in task-oriented virtual environments by learning affect recognition models.  
The models, which exploit task structure as well as physiological and environmental 
information, are induced from training data acquired from traces of users performing 
tasks in rich virtual environments. Experimental results suggest that induced models 
can accurately predict users’ affect states, and they are sufficiently efficient to meet 
the real-time performance requirements of interactive task-oriented environments. 

2   Affect Recognition Models 

The prospect of creating affect recognition model learners that can induce empirically 
grounded models of affect to recognize users’ emotional states from a combination  
of physiological data and a representation of environmental information holds  
much appeal. To this end, this paper proposes an inductive approach to generating  
affect recognition models trained to recognize user affect in runtime task-oriented 
environments. 

2.1   The Crystal Island Testbed 

To serve as an effective “laboratory” for studying user affect recognition in an 
interactive task-oriented environment, a testbed should pose the same kinds of 
challenges that affect recognition modelers are likely to encounter in future runtime 
environments. It should offer users a broad range of actions to perform and provide a 
rich set of tasks and goals in a nontrivial task-oriented virtual environment. The goals 
should exhibit some complexity, and the environment should be populated by 
manipulable artifacts and be inhabited by multiple characters. To this end, we have 
devised Crystal Island, a task-oriented learning environment testbed featuring a 
science mystery.  The mystery is set on a recently discovered volcanic island where a 
research station has been established to study the unique flora and fauna.  In the 
current testbed, there are twenty goals that users can achieve, three hundred unique 
actions that users can carry out, and over fifty unique locations in which the actions 
can be performed. 

2.2   Model Induction 

In a formal evaluation, data was gathered from thirty-six subjects. There were 5 
female and 31 male participants varying in age, ethnic group, and marriage status.1  
After filling out a consent form and demographic survey, participants began training 
sessions. The training testbed provided them with specific goals and guided them 
through the solution to the mystery. Periodically a “self-report emotion dialog” box 
would appear requesting input from them about their affective state. Participants were 
                                                           
1 Approximately 44% of the participants were Asian, 50% were Caucasian, and 6% were of 

other ethnicities.  Participants’ average age was 26.0 (SD=5.4). 
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asked to select one emotion from a set of six emotions (excitement, fear, frustration, 
happiness, relaxation, and sadness) that was most closely related to their feelings at 
that particular juncture. After solving the science mystery, participants completed a 
post-experiment survey before exiting the training session. During the user 
interaction, the following observable attributes were logged:  

• User Actions: Affect recognition models can observe users’ actions in the world 
and their relationship to achieving particular goals; affect recognition models also 
have access to auxiliary information about the interactions, e.g., any artifacts 
manipulated such as which objects have been picked up or which doors have been 
opened, as well as the characters with whom users have interacted. 

• User Locations: Affect recognition models have access to a variety of information 
about the user’s precise location in the environment and the location’s relationship 
to achieving particular goals.  

• Temporal Information: Affect recognition models can observe the time user’s 
spend on a task, the time spent in particular abstract locations (e.g., particular 
rooms of the environment), and the time carrying out particular actions.  

• Task Structure:  Affect recognition models can observe the user’s task progression, 
i.e., whether the user is completing actions that will or will not help achieve certain 
goals. The affect recognition model also has access to knowledge of the explicitly 
stated goal in the training environment.  

• Physiological Response: Affect recognition models can observe users’ 
physiological changes (blood volume pulse and galvanic skin response) in response 
to events in the environment, such as carrying out an action, goal achievement, or 
interacting with a particular agent in the environment. 

• Self-report Affective States:  A set of six self-report emotions (excitement, fear, 
frustration, happiness, relaxation, and sadness) were used as class labels during 
training the affect recognition models. 

Each training log was first translated into a full observational attribute vector. 
Attributes observed directly from the environment were combined with physiological 
response attributes and self-reported affective states. Once the dataset was prepared, it 
was passed to the learning systems. The affect data were loaded into the WEKA 
machine learning tool [10], a naïve Bayes classifier and decision tree were learned, 
and tenfold cross-validation analyses were run on the resulting models. The entire 
dataset was used to generate several types of affect recognition models. These 
included models that considered different sets of observed attributes, e.g., datasets 
with and without goal knowledge. 

2.3   Results 

Table 1 below reports the overall results of naïve Bayes and decision tree affect 
recognition models. The percentages refer to correctly classified instances. The 
highest performing model is a decision tree affect recognition model induced from 
representations of user actions, locations, task structure, and temporal information. 
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Table 1. Classification results for decision tree and naive Bayes models with specified datasets 

Classifier Physiological 
Data Only  

Goals, Actions, 
Locations 

Naïve Bayes 56.72% 62.94% 

Decision Tree 71.34% 95.23% 

Because participants choose from a selection of six affective states, chance is 16.7%.  
An additional baseline to consider is selecting the most common affective state, 
frustration, which appeared in 34.4% of self-reported affective states. 

The results suggest that an approach to affect recognition based on appraisal theory 
can be effective in task-oriented environments, and that representations of user action, 
location, task structure and temporal information can be used to realize it in a 
computational model. The affect recognition models reported on here appear to 
capture the relationship between user actions and goals that are assessed during users’ 
appraisal periods. 

3   Conclusion 

Recent advances in affective reasoning have demonstrated that emotion plays a 
central role in human cognition and should therefore play an equally important role in 
human-computer interaction. This paper has introduced an inductive approach to 
generating affect recognition models. In this approach, affect recognition model-
learners observe training users in a task-oriented environment in which user actions, 
locations, goals, and temporal information are monitored. After problem-solving 
traces have been recorded, affect recognition models are induced that are both 
accurate and efficient.  

In the future, it will be important to investigate affect recognition models that will 
enable affect-informed systems to make “early” predictions of user affect, perhaps 
informing runtime components of possible undesired user emotions. Early detection 
would allow systems adequate time to prepare for particular affective states or to take 
action in an effort to ward off states such as high levels of frustration. 

Acknowledgements 

The authors would like to thank the members of the IntelliMedia Center for Intelligent 
Systems at North Carolina State University for their contributions to the 
implementation of Crystal Island. The authors also wish to thank Valve Software for 
authorizing the use of their Source™ engine and SDK.  This research was supported 
by the National Science Foundation under Grant REC-0632450. Any opinions, 
findings, and conclusions or recommendations expressed in this material are those of 
the authors and do not necessarily reflect the views of the National Science 
Foundation. 



384 S. Lee, S.W. McQuiggan, and J.C. Lester 

References 

1. Beal, C., Lee, H.: Creating a pedagogical model that uses student self reports of motivation 
and mood to adapt ITS instruction. In: AIED Workshop on Motivation and Affect in 
Educational Software (2005) 

2. Burleson, W., Picard, R.: Affective agents: Sustaining motivation to learn through failure 
and a state of stuck. In: Workshop of Social and Emotional Intelligence in Learning 
Environments, with the 7th Intl. Conf. on Intelligent Tutoring Systems (2004) 

3. Conati, C., Mclaren, H.: Data-driven refinement of a probabilistic model of user affect. In: 
Proc. of the 10th Intl. Conf. on User Modeling, pp. 40–49. Springer, Heidelberg (2005) 

4. Gratch, J., Marsella, S.: A domain-independent framework for modeling emotion. Journal 
of Cognitive Systems Research 5(4), 269–306 (2004) 

5. Lazarus, R.: Emotion and Adaptation. Oxford University Press, New York (1991) 
6. McQuiggan, S., Lee, S., Lester, J.: Predicting user physiological response for interactive 

environments: an inductive approach. In: Proc. of the 2nd Conf. on Artificial Intelligence 
and Interactive Digital Entertainment, pp. 60–65. AAAI Press, Stanford, California, USA 
(2006) 

7. Picard, R., Vyzas, E., Healey, J.: Toward machine emotional intelligence: analysis of 
affective physiological state. IEEE Transactions Pattern Analysis and Machine 
Intelligence 23(10), 1185–1191 (2001) 

8. Prendinger, H., Ishizuka, M.: The empathic companion: A character-based interface that 
addresses users’ affective states. Applied Artificial Intelligence 19, 267–285 (2005) 

9. de Vicente, A., Pain, H.: Informing the detection of the students’ motivational state: an 
empirical study. In: Proc. of the 6th Intl. Conf. on Intelligent Tutoring Systems. pp. 933–
943. Springer, New York (2002) 

10. Witten, I., Frank, E.: Data Mining: Practical Machine Learning Tools and Techniques, 2nd 
edn. Morgan Kaufman, San Francisco (2005) 



C. Conati, K. McCoy, and G. Paliouras (Eds.): UM 2007, LNAI 4511, pp. 385–389, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Interactive User Modeling for Personalized Access to 
Museum Collections: The Rijksmuseum Case Study 

Yiwen Wang1, Lora M. Aroyo2, Natalia Stash1, and Lloyd Rutledge3 

1 Eindhoven University of Technology, The Netherlands 
{y.wang,n.v.stash}@tue.nl 

2 Free University Amsterdam, The Netherlands 
l.m.aroyo@cs.vu.nl 

3 Telematica Institute, Enschede, The Netherlands 
CWI Amsterdam, The Netherlands 
Lloyd.Rutledge@cwi.nl 

Abstract. In this paper we present an approach for personalized access to 
museum collections. We use a RDF/OWL specification of the Rijksmuseum 
Amsterdam collections as a driver for an interactive dialog. The user gives 
his/her judgment on the artefacts, indicating likes or dislikes. The elicited user 
model is further used for generating recommendations of artefacts and topics. In 
this way we support exploration and discovery of information in museum 
collections. A user study provided insights in characteristics of our target user 
group, and showed how novice and expert users employ their background 
knowledge and implicit interest in order to elicit their art preference in the 
museum collections.  

Keywords: CHIP (Cultural Heritage Information Presentation), user study, 
adaptive system, personalization, RDF/OWL, recommendations, user modeling. 

1   Introduction 

The CHIP1 project is part of the Dutch Science Foundation funded program CATCH 
for Continuous Access to Cultural Heritage. Since early 2005 the CHIP research team 
has been working at the Rijksmuseum Amsterdam and interviewed curators and 
collection managers in order to perform detailed analysis of the museum domain, 
target users and museum web applications. As a result of this extensive domain and 
context analysis requirements were obtained for the development of several low-
fidelity prototypes [1]. The prototypes focused on eliciting information from domain 
experts about novel personalization functions for the visitors on the museum web site. 
We proposed an approach based on an interactive semantics-driven dialog for 
eliciting user knowledge, inspired from previous work on the adaptive learning 
content management system SWALE [2]. 
                                                           
1 CHIP project: http://www.chip-project.org  
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Fig. 1. CHIP interactive user modeling interface 

In this paper, we present the results of a user study with real users evaluating our 
first functional prototype. The results show that novices need support in 
externalizing their implicit art preferences and thus profit from the CHIP adaptive 
dialog. The experts, on the other hand, have prior knowledge and use the interactive 
dialog in order to discover new insights and semantic relationships in particular 
collections. The ultimate goal for our research is to realize ‘the Virtual New 
Rijksmuseum” where different types of users can easily find their ways in the 
Rijksmuseum and access information which is tailored to their needs, personal 
interests and competency level.  

2   Personalization in Museum Collections 

In the last few years, dedicated recommender systems have gained popularity and 
become more and more established practice in online commerce, like purchasing of 
books, music, and organizing a travel. Museums also direct their efforts to provide 
personalized services to the general audience via their websites. There are various 
examples of museum websites attempting to meet the needs of individual users. A key 
problem here is the semantic vocabulary gap between the experts-created descriptions 
and the implicit and often not domain-related art preferences of end users. Moreover, 
museum collections maintain multiple perspectives for their information disclosure. 
These challenges lend themselves well to the application of recommender technology 
as explored in this work. Our goal is to bridge the vocabulary gap and provide a user-
driven approach for eliciting user’s preferences and characteristics, and recommend 
known/new information from the collection in a coherent and comprehensive way. 
Studies show that understanding is stimulated when the systems use concepts familiar 
to the user (considering interests and knowledge level) [3]. In this paper, we capitalize 
on the non-obtrusive collection of users data as part of an active interaction with the 
museum collection (versus filling in static isolated preference forms).  

3   Cultural Heritage Information Presentation 

We developed an interactive quiz to 
help users find artefacts and topics of 
their interests in the Rijksmuseum 
collection. Figure 1 gives a snapshot 
of its user interface. On the top-left 
artefacts to rate are presented as an 
interactive dialog. The ratings are 
stored in a user profile (top-right) and 
are used to filter the relevant artefacts 
(bottom-right) and topics (bottom-
left). Each recommendation is 
accompanied with an explanation 
(‘why?’ option). The demo collects 
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Fig. 3. Rationale of the user study 

feedback about the recommended items by allowing users to rate also 
recommendations. In this way the system gradually builds the user profile to be used 
for personalized tours generation. The user profile we build is an extended overlay of 
the CHIP domain model depicted in Figure 2. It contains topics and artefacts of 
interest assessed in a five-star scale (respectively -1, -0.5, 0, 0.5 1), where 1 is 
maximum interest, -1 is maximum distaste and 0 is neutral. The topics are grouped in 
four main categories, i.e. artist, theme, period-location and style.  

The rich semantic modeling of the domain with mappings to common vocabularies 
(Getty vocabularies2 and Iconclass thesaurus3) and use of open standards (e.g. VRA, 
SKOS and OWL/RDF), allows us to maintain a light-weight user profile and efficiently 
perform the reasoning over the domain model. This allows for a dynamic and run-time 
calculation of the user’s interest, as well as a high-level of serendipity of the suggested 
items and explanations. We also store the skipped (not rated, but presented items), in 
order to optimize the presentation sequence. We use XSLT to convert the XML of the 
Rijksmuseum database into the RDF scheme we developed. Much of this 
transformation derives from the taxonomical merging resulting in two types of new 

triples: (1) equivalence - identifies 
concepts across taxonomies that are 
the same; (2) narrower and broader 
terms - defines local extensions 
within hierarchical taxonomies. 

Figure 2 shows our current 
RDF data model, representing 
these vocabularies/thesauruses. 
The initial RDF representation was 
provided by the E-Culture project 
(for Getty) [4] and the STITCH 
project (for IconClass) [5].  

4   User Study at the Rijksmuseum Amsterdam 

Based on our first recommender prototype, we did a first formative user study with two-
fold focus: (1) to test with real users the effectiveness of the demo with respect to novices 
and experts; and (2) to gain insight in characteristics of the target group in order to elicit 

requirements for the user 
modeling scheme and approach. 
The rationale of this study 4  is 
illustrated in Figure 3. It contains 
five steps: Step 2–4 focus on 
testing the effectiveness of CHIP 
demo. Step 1 and 5 are two 
additional questionnaires about 
users’ background and usability 
issues of the CHIP demo. 

                                                           
2 Getty vocabularies: http://www.getty.edu/research/conducting_research/vocabularies/  
3 Iconclass thesauru: http://www.iconclass.nl/libertas/ic?style=index.xsl  
4 CHIP user study: http://www.chip-project.org:8091/demoUserStudy/  

Fig. 2. CHIP RDF data model 

Pre-testQb Post-test QuTest

properties            topics             properties

Comparision I          Comparision II

Step1               Step2                 Step3                 Step4               Step5
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To test the demo, we designed a novel method to compare the process of rating and 
recommendation of experts and novices while using the demo. We claim that the 
CHIP recommender helps novices to elicit art preferences from their implicit 
knowledge/interest in museum collections. To test it, we let users rate their interest in 
art-related properties before and after using the demo. Here, it is called ‘pre-test’, 
‘test’ and ‘post-test’, which refer to step 2 to 4 in Figure 3. In consultation with the 
Rijksmuseum domain experts, the demo used a selected data source which covered 37 
properties from 4 popular artefacts. These properties are randomly divided into two 
questionnaires, pre-test and post-test, in a non-overlapping way. Users assess each 
property on a five-degree scale from ‘not interested at all’ to ‘very interested'. The 
main idea was to measure whether the properties generated as recommended topics 
from the demo match the properties positively rated by the users in the pre-test and 
post-test questionnaires. This measure of discrepance is expressed in Comparision I 
and Comparision II, see buttom Figure 3. 

To gain insight in our target users, we designed two additional questionnaires, one 
about the users’ background (e.g. age, education, interest in art, etc.) and another 
about usability issues of the demo, see Qb and Qu in step 1 and 5 in Figure 3.  

In total 39 users participated in this study that was held in a period of two weeks in 
August 2006 at the Rijksmuseum Amsterdam. 33 users were randomly selected from 
the actual visitors of the museum. In addition, we also asked 6 employees (no domain 
experts) of the Rijksmuseum to take part in the study. 

5   Results and Analysis of the User Study 

In the questionnaires, we collected user characteristics (e.g. age, gender, profession) 
and comments on the demo usability. Some dominant factors appeared as 
characteristics of the users: 

- Small group with 2-4 persons and a male took the leading role (67%) 
- Mid-age people in 30-60 years old and well educated (62%)   
- No prior knowledge about the Rijksmuseum collections (62%)  
- Visit the museum for education (98%) and strong interest in art (92%) 
- Recommendations are useful (82%) and explanations is helpful (57%) 

These findings guide our subsequent user-centered design of personalized adaptive 
systems: (1) consider community/social aspects in the user model, (2) enable 
collaborative tasks among users, (3) not explicitly test user’s pre-knowledge, and (4) 
no need to motivate users but focus on providing art education in a pleasant way.   

To distinguish within these 39 participants between novices and experts, we 
roughly defined an expert-value as a weighted sum of five factors: prior knowledge of 
the Rijksmuseum collection (v1), visiting frequency of Rijksmuseum (v2) and other 
museums (v3), interest in art (v4) and history (v5), calculated by: 

expert-value = V1*0.5 + (V2+V3)*0.15 + (V4+V5)*0.1 

If the user’s expert-value is higher than a particular threshold (2.5), then she will  
be idenitfied as an expert, otherwise as a novice. However, there is no sharp 
distinction between them. To establish the correspondence of properties collected 
from pre/post-test (Pp) and the actual test (Tp), we use a valuation function V to 
obtain values in the range of -1, 0 and 1, that we can compare (when both values have 
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Fig. 4. ΣC in Comparison I and II according to user expert-value 

a similar sign there is a positive correspondence), as expressed in the formula: Cp = 
V(Pp)*V(Tp). For a particular user, we derive a combined positive correspondence, 
over all properties P, by applying: ΣC = ΣCp. At this point, we do not consider 
negative correspondences, as they seemed not to contain valuable information. By 
using this interpretation model, all data from the pre/post-test and test were processed.  

In Figure 4 (left 
part), we show the 
comparison of ΣC 
based on two groups: 
novices and experts. 
A significant increase, 
1.18, was found for 
novices when relating 
Comparison I and II. 
Besides, we found a 
very slight increase, 

0.23, for the experts. Secondly, when we plot the difference of ΣC between 
comparison I and II on a continuous range of the expert-value, we may observe (right 
part, Figure 4), ignoring extreme values, a convergence as expert level increases. 
These results confirmed our hypothesis that the novices indeed profit from using 
demo to elicit their art preferences in the Rijksmuseum collections. 

6   Conclusion 

In this paper we have presented a user study of the CHIP demo, indicating that 
personalized adaptive systems have the potential to benefit users in various contexts. 
It is well integrated in the tasks users expect to perform on a museum website, and in 
the same time gathers necessary data about the users in order to provide personalized 
information access and presentation. It is geared towards user’s characteristics and 
behaviors, and it can make the active interaction more effective and fruitful. 
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Abstract. In the present, methods of creating and processing a profile are insuf-
ficient for achieving personalization information retrieval that reflects the sub-
jective Kansei preference of users. To rectify this insufficiency, we have created 
a Kansei information processing agent. Our study proposes a Kansei agent for 
the creation, accumulation and renewal of profiles in personalized retrieval and 
explores possible contributions to the development of a Kansei-based recom-
mendation system and personalizing service.  

Keywords: Kansei, Kansei Processing, Personalizing Retrieval. 

1   Introduction 

Personalization is defined as a type of processing that provides appropriate and timely 
service by utilizing the profile information of a user [1]. When a user offers infor-
mation to website the web-engine provides the user with the most appropriate  
information based on user's basic profile [2][3]. However, the existing methods of 
information retrieval do not consider semantic content, such as a user's Kansei and 
preference [4][5][6][7]. To rectify this insufficiency, we have created a Kansei  
information processing agent. Our study proposes a Kansei agent for the creation, 
accumulation and renewal of profiles in personalized retrieval and explores possible 
contributions to the development of a Kansei-based recommendation system and 
personalizing service.  

2   Kansei Processing Agent 

We reveal the full architecture of personalization image retrieval and propose a Kan-
sei processing agent. And the final purpose of this study is to realize Kansei adaptive 
personalization image retrieval according to a user's Kansei preference. We define a 
number of standard Kansei among the many Kansei of individuals. First, we use the 
Kansei of color and shape of representative visual information and vocabulary as 
high-level information for the expression of Kansei. For our purposes, we choose 
Kansei-words that express both properties as color and shape, and named the selec-
tions the Kansei-key. We use the ‘Meaning of color’ as defined by Hewlett-Packard 
to determine a color’s Kansei [8]. To define the Kansei of shape, we consulted the 
Kansei-vocabulary scale created in our previous study [9][10][11].  
                                                           
* Corresponding author. 
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From the above contents we select the common Kansei vocabularies of color and 
shape. All of the selected 21 Kansei-key have two properties (color and shape) that 
are use representatively. When the Kansei-key has several color properties, the case 
has no priority order; however, it is considered a priority order in the case of shape. 
The reason is that the priority order of shape considers distances between each  
vocabulary as well as vocabulary and shape. For the selection of shape’s property, we 
set a range of shape. The range is a group that includes Kansei-key by clustering the 
result of the Kansei-vocabulary scale [12].  Table 1 presents the some Kansei-key and 
properties. 

Table 1. Kansei-key and Properties 

Kansei-key Color Shape 

pure(Key 1) light blue rounded triangle, rounded polygon 
aggressive(Key 21) bright red sector, isosceles right triangle 

Next, almost images contain a variety of visual information such as color, shape 
and so on. Defining and processing the Kansei related to a particular image is difficult 
and ambiguous because, in most cases, the image is a mixture of visual information. 
So we were faced problems that are Kansei processing of the images.  

To overcome these problems, we indicate a method of personal Kansei processing 
using Kansei-weight. Kansei-weight is defined using each property of the Kansei-key. 
We indicate the matter that expresses the Kansei-weight for the properties of the Kan-
sei-key in order to measure a user’s Kansei information. The properties defined by the 
Kansei-key have an initial Kansei-weight. Each key has 40 weight spaces consisting 
of the 20 color weights and the 20 shape weights.  

 
USER#N

WK21S20…WK21S3WK21S2WK21S1

WK21C20…WK21C3WK21C2WK21C1

Key21

……

…

…

…

…

WK2S3

WK2C3

W
K1S3

WC3

WK2S2

WK2C2

W
K1S2

WC2

WK2S1

WK2C1

W
K1S1

WC1

Key2

Key1

WK2S20

WK2C20

W
K1S20

WC20

…

WK21S20…WK21S3WK21S2WK21S1

WK21C20…WK21C3WK21C2WK21C1

Key21

……

…

…

…

…

WK2S3

WK2C3

W
K1S3

WC3

WK2S2

WK2C2

W
K1S2

WC2

WK2S1

WK2C1

W
K1S1

WC1

Key2

Key1

WK2S20

WK2C20

W
K1S20

WC20

USER3

WK21S20…WK21S3WK21S2WK21S1

W
K21C20

…W
K21C3

W
K21C2

W
K21C1

Key21

……

…

…

…

…

WK2S3

WK2C3

WK1S3

WC3

WK2S2

WK2C2

WK1S2

WC2

WK2S1

WK2C1

WK1S1

WC1

Key2

Key1

WK2S20

WK2C20

WK1S20

WC20

USER2

WK21S20…WK21S3WK21S2WK21S1

WK21C20…WK21C3WK21C2WK21C1
Key21

……

…

…

…

…

WK2S3

WK2C3

WK1S3

WC3

WK2S2

WK2C2

WK1S2

WC2

WK2S1

WK2C1

WK1S1

WC1

Key2

Key1

WK2S20

WK2C20

WK1S20

WC20

USER1

WS20…WS3WS2WS1

WC20…WC3WC2WC1
Key21

……

…

…

…

…

WS3

WC3

WS3

WC3

WS2

WC2

WS2

WC2

WS1

WC1

WS1

WC1

Key2

Key1

WS20

WC20

WS20

WC20

USER#N

WK21S20…WK21S3WK21S2WK21S1

WK21C20…WK21C3WK21C2WK21C1

Key21

……

…

…

…

…

WK2S3

WK2C3

W
K1S3

WC3

WK2S2

WK2C2

W
K1S2

WC2

WK2S1

WK2C1

W
K1S1

WC1

Key2

Key1

WK2S20

WK2C20

W
K1S20

WC20
USER#N

WK21S20…WK21S3WK21S2WK21S1

WK21C20…WK21C3WK21C2WK21C1

Key21

……

…

…

…

…

WK2S3

WK2C3

W
K1S3

WC3

WK2S2

WK2C2

W
K1S2

WC2

WK2S1

WK2C1

W
K1S1

WC1

Key2

Key1

WK2S20

WK2C20

W
K1S20

WC20

…

WK21S20…WK21S3WK21S2WK21S1

WK21C20…WK21C3WK21C2WK21C1

Key21

……

…

…

…

…

WK2S3

WK2C3

W
K1S3

WC3

WK2S2

WK2C2

W
K1S2

WC2

WK2S1

WK2C1

W
K1S1

WC1

Key2

Key1

WK2S20

WK2C20

W
K1S20

WC20
…

WK21S20…WK21S3WK21S2WK21S1

WK21C20…WK21C3WK21C2WK21C1

Key21

……

…

…

…

…

WK2S3

WK2C3

W
K1S3

WC3

WK2S2

WK2C2

W
K1S2

WC2

WK2S1

WK2C1

W
K1S1

WC1

Key2

Key1

WK2S20

WK2C20

W
K1S20

WC20

USER3

WK21S20…WK21S3WK21S2WK21S1

W
K21C20

…W
K21C3

W
K21C2

W
K21C1

Key21

……

…

…

…

…

WK2S3

WK2C3

WK1S3

WC3

WK2S2

WK2C2

WK1S2

WC2

WK2S1

WK2C1

WK1S1

WC1

Key2

Key1

WK2S20

WK2C20

WK1S20

WC20

USER3

WK21S20…WK21S3WK21S2WK21S1

W
K21C20

…W
K21C3

W
K21C2

W
K21C1

Key21

……

…

…

…

…

WK2S3

WK2C3

WK1S3

WC3

WK2S2

WK2C2

WK1S2

WC2

WK2S1

WK2C1

WK1S1

WC1

Key2

Key1

WK2S20

WK2C20

WK1S20

WC20

USER2

WK21S20…WK21S3WK21S2WK21S1

WK21C20…WK21C3WK21C2WK21C1
Key21

……

…

…

…

…

WK2S3

WK2C3

WK1S3

WC3

WK2S2

WK2C2

WK1S2

WC2

WK2S1

WK2C1

WK1S1

WC1

Key2

Key1

WK2S20

WK2C20

WK1S20

WC20

USER2

WK21S20…WK21S3WK21S2WK21S1

WK21C20…WK21C3WK21C2WK21C1
Key21

……

…

…

…

…

WK2S3

WK2C3

WK1S3

WC3

WK2S2

WK2C2

WK1S2

WC2

WK2S1

WK2C1

WK1S1

WC1

Key2

Key1

WK2S20

WK2C20

WK1S20

WC20

USER1

WS20…WS3WS2WS1

WC20…WC3WC2WC1
Key21

……

…

…

…

…

WS3

WC3

WS3

WC3

WS2

WC2

WS2

WC2

WS1

WC1

WS1

WC1

Key2

Key1

WS20

WC20

WS20

WC20

USER1

WS20…WS3WS2WS1

WC20…WC3WC2WC1
Key21

……

…

…

…

…

WS3

WC3

WS3

WC3

WS2

WC2

WS2

WC2

WS1

WC1

WS1

WC1

Key2

Key1

WS20

WC20

WS20

WC20

 

Table 2. Initial Kansei-weight about Kansei-key 

C1 C2 ~ C11 C12 C13 C14 C15 C16 C16 C17 C18 C19 C20 Kansei
key S1 S2 ~ S11 S12 S13 S14 S15 S16 S16 S17 S18 C19 S20 

0 7 ~ 7 0 0 0 0 0 0 0 7 0 0 soft 
19 2 ~ 0 0 0 0 0 0 0 0 0 0 0  

Fig. 1. Weight Space about Kansei-key   

Figure 1 is the table of weight space according to the Kansei-key. The Kansei-key 
contains the weight of the identical rate in each property as well as the fixed sum of 
the weight. The sum of the weight of each property is defined to the invariable 21, 
and it is possible for each weight to change according to the taste of an individual’s 
Kansei. The scope of the key-weight of each property is defined from 0 to 21 and the 
sum of all key-weights is limited to 21. 

And then, we consider the general Kansei of a category for recommending a  
product's images. This study considered the Kansei-rate of the product categories to 
achieve a higher level of satisfaction through applying individual Kansei. We selected 
five categories from a web shopping mall to define the common Kansei-rate of  
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Table 3. The Kansei-rate of Each Category 

Category Kansei-rate Category Kansei-rate 
Kitchen utensils Rcategory_c = 0.2, Rcategory_s = 0.7 Clothes Rcategory_c = 0.65, R category_s = 0.21 

Electronic products Rcategory_c = 0.25, R category_s = 0.56 Furniture Rcategory_c = 0.2, R category_s = 0.8 
Car Rcategory_ c = 0.43, R category_s = 0.49   

 
individuals. Using the sample images from each category, we acquired the  
Kansei-rate (color:shape) influencing the Kansei of an individual.  

Based on the previous definitions of the Kansei-key, initial Kansei-weight and 
Kansei-rate of each category, we propose a measure of the Kansei information content 
of each image. For retrieving the image queried by the user's Kansei, the Kansei con-
tent of all the images in the database is measured. It is necessary to process the low-
level features of both color and shape. From this, we get a rate of 20 predefined colors 
using a color histogram. Shape, on the other hand, is measured according to its simi-
larity to the 20 shape models using the adaptive-TSR (Tangent Space Representation) 
[13]. After receiving a measure of the low-level information, the Kansei information 
content measures the image's Kansei using formula (1). The greater the measure of 
the Kansei information content, the more appropriate the result to the user’s Kansei.  

                     }{
_____
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i
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image
K : Kansei information content by image  

colorH : Rate of each color using color histogram 

colorW  : Kansei-weight of color according to Kansei-key  
category
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 : Kansei-rate of colors by category  
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 : Similarity of shape using Adaptive-TSR  

shape
W  : Kansei-weight of shape according to Kansei-key  

sategory
R _

 : Kansei-rate of shapes by category 
 

The previous contents process enables us to recommend the results of the appropri-
ate product image. Sometimes the results produced by our defined property Kansei-
key fell short of achieving full user satisfaction. Therefore, it needs modification 
according to the user’s preference and the Kansei differences. In other words, we 
propose the modification of the individual Kansei information through an adaptive 
individual renewing the property of the Kansei-key and weighting the property for the 
product retrieval according to individual tastes based on visual information.  
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Fig. 2. Interface for Evaluation  

To accomplish this, we use the user’s evaluation of the result. It is possible to re-
trieve a more suitable product for users by accommodating and renewing the Kansei-
key's weight. Following the user’s evaluation, the accuracy of the Kansei information 
increases through the renewing of the Kansei-weight. The formulas (2) and (3) are 
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used to renew the Kansei-weight of color and shape. These formulas are only applied 
to the color and (or) the shape of the image, when users agree.  

3   Experimental Results and Evaluation 

For the experiment of the agent indicated in section 2, we construct the Kansei adap-
tive personalization image retrieval system. We use 250 images in total (five product 
categories each containing 50 images) and update the Kansei-weight according to 
individual preference on the personal Kansei database.  

The sample subject groups composed of ten people, retrieved images for the 
evaluation of our methods. When users first connect to the system, they query the 
system using Kansei-vocabulary and then choose a category. The user receives results 
from the system and evaluates them. It is possible for users to retrieve a more suitable 
product by accumulating and renewing the Kansei-weight. If the same user continu-
ally retrieves a product’s image, the Kansei-weight will correspond with the user’s 
Kansei and preference for the product’s image. We present the experimental results in 
figure 3. In figure 3, the second weight-table presents the results of the updated and 
accumulated Kansei-weight according to the user’s evaluated feedback.  

 

 

Fig. 3. Experimental Results and Table of Updated Kansei-weight 

And then we evaluate the Kansei processing agent by asking ten people to repeat-
edly approach the system and evaluate the results by selecting ‘agree’ and ‘deny.’ 
When the agent is applying initial Kansei-weight, the user’s satisfaction is 58%. How-
ever, when applying personalization, satisfaction increases to 79%. In the first evalua-
tion, the level of user satisfaction is not so high. However, the more personalization 
increases, the higher the level of satisfaction. Therefore, we can see that our proposed 
agent applies effective methods for personalizing Kansei information retrieval, and 
that our agent is able to process Kansei.  

4   Conclusions 

In this study, we suggest a Kansei processing agent according to individual Kansei. 
For our proposed method, we defined individual Kansei and Kansei-key according to 
visual information of a product’s image. Then we proposed the measuring method of 
the Kansei information content. Furthermore, the study offered an indicative method 
that is able to renew personal Kansei information using the user’s evaluation. For 
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experimentation and evaluation of these methods, we constructed the Kansei adaptive 
personalization image retrieval system and evaluated the Kansei processing agent 
according to the user’s feedback. All of this has demonstrated that we are able to get 
suitable results for personal service based on Kansei. Our proposed methods would be 
applicable in the fields of Kansei-based personalizing service, information retrieval, 
Kansei engineering and so on.  
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Abstract. Situated public displays are intended to convey important
information to a large and heterogeneous population. Because of the
heterogeneity of the population, they may risk providing a lot of irrele-
vant information. Many such important information items presented on
public displays are actionables, items that are intended to trigger specific
actions. The expected utility that such actionables have for a user de-
pend on the value of the action for the user. A goal should be to provide
for each user the actionables with highest utility. This can be achieved
by adapting the information presentation to the users currently in front
of the display. Adaptation can take place either by identifying individual
users, by using statistics about the user groups usually in front of the
display or by a combination of both. We present a formal framework
based on decision theory that enables the integration of sensor data and
statistics and allows to choose the optimal actionable to present based
on this data.

1 Introduction

The falling costs of large displays and their potential usefulness increases the
numbers of available public displays and they are starting to appear in many
public places. Situated Public Displays (SPD) [5] are intended to convey useful
information to large and heterogeneous populations, assuming that even though
the characteristics of the users are partially unknown, the information provided
on the SPD may be useful in a given context. Obvious examples are dynamic
timetables at train/bus stations that present the planned timetable and any
relevant updated information such as changes of platforms and delays. This
information may be augmented by weather information at various destinations
and even by the list of open coffee shops for passengers of delayed trains. Our
previous research on traditional public displays such as paper-based pinboards
and placards, has shown that most of the information presented to the public
are actionables, which are intended to cause people to act. In the context of an
university examples for actionables are talk announcements, open positions or
special bargains for students. The associated actions can only be taken within a
certain window of space and time, as for example talks take place in a certain
room at a certain time and job postings are outdated after a while. In this
work we are primarily concentrating on the presentation of actionables through

C. Conati, K. McCoy, and G. Paliouras (Eds.): UM 2007, LNAI 4511, pp. 395–399, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



396 J. Müller, A. Krüger, and T. Kuflik

SPD. Even though the basic nature of SPD is to provide public information to
large and highly heterogeneous populations, the basic assumption of complete
anonymity may not be true. The user population in different places might be
well known. For instance at universities there may be students, faculty and
administrative staff with their particular interests and information needs. Hence
actionables presented on public displays may be adapted to the interests of
the current viewers and by that try to maximize their value for the users in
question. The goal of this research is to establish a formal framework that will
help estimating the expected utility of an actionable for users and groups alike.
We are investigating the interesting question how to make use of different types of
information about viewers and their interests, to finally decide which actionable
to present on a SPD at a given moment in time.

2 Related and Prior Work

Research on various aspects of SPD has received considerable attention recently.
SPD have been used to enhance the access for members of an organization to
personal information anywhere within the organization, such as the BlueBoard
system from IBM [7]. Additional work has been done to support spontaneous
interaction between members of an organization, e.g. in the context of Group-
Cast [4], which aimed at improving interaction not directly related to the usual
office work and supported social interaction by displaying mutual interests and
hobbies on nearby large displays. Research on the CWall System [3] revealed the
relevance to support groups of peers or Communities of Practice within organi-
zations. Related to our work is also the Plasma Poster Network [2]. Here, the
displays resemble real poster boards where anyone could post items to distribute
information to people within the organization. The Lancaster ecampus project
[9] is a campus wide installation of networked displays where several experiences
have been made with displays at various locations in different contexts. Because
of the more public nature of the installation, one important observation that
has been made, is that the quality of content is very important and that deploy-
ment and maintenance costs should not be underestimated. A few longitudinal
studies have looked at social and technical requirements of semi-public displays
in organizations, such as door displays [1] or conference room reservation and
notification tools [6].

In our department we have installed a system of five SPD presenting relevant
information for students and faculty. The displays mainly show actionables and
changes to actionables. The question that we will discuss in the following, is
how to decide which actionable to present to which users, depending on the
characteristics of the actionable and the interests of the users.

3 Deciding Which Actionables to Advertise

Assuming the user in front of the SPD is identified (by a personal Bluetooth
device for instance), the SPD content can be personalized by taking into account
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personal characteristics of the user (by having access to an individual user profile
and schedule). As an example, the system may decide to remind an interesting
talk given to a specific audience that seems to be of interest to the user even
though he is not officially part of the target audience. Let us formalize the
decision of selecting a single actionable to advertise.

We assume that there is a set of actionables A = {a1, . . . , an} that can be
advertised and a set of users U = {u1, . . . , up} that can act upon these action-
ables. We have some evidence E that describes the situation that we can base
our decision on, like sensor data, time, location etc. Then for each user u and
each actionable ak there is a utility Uu(actupon(u, ak)) describing how useful it
would be for that user to do the action, for example attend the talk.

An algorithm for finding the optimal actionable to advertise would now cal-
culate the expected utility for each available actionable and choose the one
that achieves the maximum expected utility. The expected utility for the user u
EUu(advertise(ai)|E) of advertising the actionable ai given evidence E is what
we expect to be the total utility for the user if we advertise this actionable.
Following decision theory [8], we define

EUu(advertise(ai)|E) =∑
ak∈A

P (actupon(u, ak)|advertise(ai), E)Uu(actupon(u, ak))

Where, P (actupon(u, ak)|advertise(ak), E) is the probability that user u takes
the action ak given that we advertise ai and evidence E . U(actupon(u, ak)) again
is the utility for the user u of taking the action ak.

In reality, we may have more than one user in front of the display. Then we
will have to maximize the expected utility EUD for the whole group D ⊆ U of
users that are in front of the display. We assume that the probabilities of users
taking an action are pairwise independent, and that the utility for the group is
the sum of the utilities of the users. Thus, we can state:

EUD(advertise(ai)|E) =∑
ak∈A

∑
ul∈D

P (actupon(ul, ak)|advertise(ai), E)Uul
(actupon(ul, ak))

In a real-world setting, having all users identified may not be realistic. However,
it could be possible to gather some statistics about which user groups usually
pass the display at certain times. In our department for example, SPD are lo-
cated at the entrances of and throughout the building. There are four different
institutes each with three to seven groups of researchers. Each institute has
students from five different years. In addition, there is administrative staff. Al-
together there are more than forty different groups of users (with varying sizes)
in that building. Information delivered over the public displays may be relevant
to all (a change in the opening hours of the cafeteria) or parts of group members
(a talk scheduled in one of the research groups). The different groups usually
stay within certain regions of the building, and do so at different times. Students
show up before first class starts, so no point in displaying schedule changes at
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08:00 am when administrative staff arrives etc. Based on this idea, instead of
dealing with individual users, we may take a stereotypic user modeling approach
based on the characteristics of the groups (thus, we do not need to know the
individual utilities Uu(actupon(u, ak))). Let us suppose that there is a number
of groups G such that each user is a member of one group. For each group g ∈ G
we have an estimation Ug(actupon(g, ak)) of how useful that action would be for
members of the group. Then, we only need for each user ul in front of the display
and each group gm ∈ G, some estimation P (ul ∈ gm|E) of the probability that
the user belongs to this group, for example based on the current time, location
of the display or sensor data. With this approach, the expected utility for the
group would be

EUD(advertise(ai)|E) =∑
ak∈A

∑
ul∈D

∑
gm∈G

P (ul ∈ gm|E)P (actupon(gm, ak)|advertise(ai), E)Ug(actupon(gm, ak))

Thus, we have presented a formula that calculates the expected utility of adver-
tising an actionable given that we know a number of parameters.

4 Discussion

In the above we introduced the need for adaptation of public displays, the infor-
mation sources that may be available for that and a formal definition that allows
the selection of the best actionables to advertise, in order to optimize the users
utilities. Two main issues become now the focus of our interest. The individual
utilities Uu(actupon(u, ak)) and the probability that a user will act upon an ad-
vertised actionable P (actupon(ul, ak)|advertise(ai), E). The utility of the action
itself can be modeled as benefit(u, ak)− cost(u, ak). The individual benefits are
highly user dependent and should be estimated based on a user model. A user
model may be represented in different ways: one way is a user model composed
of weights assigned to concepts drawn from an organizational ontology (so every
user has his/her own personal preference with respect to the common ontology).
Another approach may be by a weighted vector of terms drawn from a domain
vocabulary (or several domains). Other relevant aspects may be organizational
role, education, marital status, age, preferences with respect to leisure activi-
ties and more. The “cost” side of the utility is less user depended and can be
calculated e.g., considering time required, budget to be spent, and traveling dis-
tance. Assuming that we have the models for dealing with individual users, then
group models can be calculated as an average of the individual models of the
users that are members in these groups. The other way around, individual user
models could be bootstrapped by group models if available. In addition to the
individual utilities, we need an estimate of the probability of users acting upon
the information. This may be impacted by the overall utility value, the time left
until the deadline, the possible alternatives, the need to change existing plans
and so on. A strength of our approach is that some of the parameters can be
estimated online from sensor data, while others can be obtained from statistics.
So it adapts easily to different situations where different sensors and amounts of
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a priori knowledge are available, and it is does not matter that some users are
identified and while others are not. A weakness of our formalism is that each
user can be member of only one group, but this can easily be circumvented by
modeling intersections of groups as additional groups. A different aspect to be
dealt with is the optimization of the limited space and time that is available for
all possible information items on a SPD. Of course we only take into account the
utility for users, so we do not look at the particular needs of other stakeholders
like information providers or display owners, who themselves might have their
particular interests and want the information to be presented only to certain
groups of individuals.
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on advertising.
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Abstract. A good way to help users finding relevant items on docu-
ment platforms consists in suggesting content in accordance with their
preferences. When implementing such a recommender system, the num-
ber of potential users and the confidential nature of some data should
be taken into account. This paper introduces a new P2P recommender
system which models individual preferences and exploits them through
a user-centered filtering algorithm. The latter has been designed to deal
with problems of scalability, reactivity, and privacy.

1 Introduction

Usual search engines provide too many results to ensure that the active user
will identify the most relevant items in a reasonable time. As a result, the sci-
entific community is rethinking the existing services of searching and accessing
information under the designation ”Web 2.0”.

A solution consists in providing each user with items that are likely to interest
him/her. To do this, we first build his/her model by collecting his/her prefer-
ences. Our approach is based on an analysis of usages. Nevertheless, it is not
always possible to collect data about the active user quickly enough. Collabora-
tive filtering techniques [1] are a good way to cope with this difficulty. There are
several fundamental problems when implementing a collaborative filtering algo-
rithm. In this paper, we pay attention to significant problems such as scalability,
reactivity, and respect of privacy.

Our algorithm relies on a distributed user-based collaborative filtering tech-
nique. It has been integrated in our document sharing system called ”SofoS”.1

We state the hypothesis that documents are transient on the platform, whereas
human-computer interactions are long-standing. We assume that, in this case,
a user-based approach may be more appropriate than an item-based one. If a
significant proportion of resources is constantly removed or added, correlations
between users will potentially need fewer updates than an item correlation model.

Our P2P model offers the advantage of being fully distributed. It collects
data about the preferences of users, and takes advantage of an ”Adaptive User-
centered Recommender Algorithm” called AURA. The latter provides a service
1 SofoS is the acronym for ”Sharing Our Files On the System”.
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which builds a virtual community of interests, centered on the active user by
selecting his/her nearest neighbors. AURA is an anytime algorithm which fur-
thermore requires very little computation time and memory space.

2 Related Work

A way to classify collaborative filtering techniques is to consider user-based meth-
ods in opposition to item-based algorithms. For example, Miller et al.[3] show
the great potential of distributed item-based algorithms. They propose a P2P
version of the item-item algorithm, and thus address the problems of portability
(even on mobile devices), privacy, and security with a high quality of recommen-
dations. On the contrary, we explored a distributed user-based approach within
a client/server context in [2]. In this model, implicit criteria are used to gener-
ate explicit ratings. These votes are anonymously sent to the server. An offline
clustering algorithm is then applied, and group profiles are sent to clients. The
identification phase is done on the client side in order to cope with privacy. This
model also deals with sparsity and scalability. We highlighted the added value of
a user-based approach in the situation where users are relatively stable, whereas
the set of items may often vary considerably.

In this paper, we introduce a new user-based collaborative filtering technique
(AURA), distributing profiles and computations. It has been integrated in the
SofoS platform and relies on a P2P architecture.

3 SofoS

3.1 Construction of Preference Models

SofoS is our new document platform, using a recommender system to provide
users with content. Once it is installed, users can share and/or search documents,
as they do on P2P applications like Napster. The goal of SofoS is also to assist
users to find the most relevant sources of information in the most efficient way.
In order to reach this objective, the platform exploits the AURA recommender
module. The performance of this module crucially depends on the accuracy of
the individual user preference models.

The first step when modeling preferences of users consists in choosing an effi-
cient way to collect data. Proposing a series of questions to users is an efficient
way to do accurate preference elicitation. Such an approach however would re-
quire asking hundreds of questions, and most users are generally not willing to
take enough time to carry through such a lengthy process. This is why we prefer
to let users explicitly rate the items they want, without order constraints.

However, an explicit data collectionmaybe insufficient. Psychological studies [4]
have shown that people construct their preferences while learning about the avail-
able items. This means that a priori ratings are not necessarily relevant. Unfor-
tunately, few users provide a feedback about their consultations. We assume that,
despite the explicit voluntary completion of profiles, there are a lot of missing data.
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We consequently add a user modeling function based on the Chan formula [2]. This
function relies on an analysis of usages. It temporarily collects information about
the action of the active user (frequency and duration of consultations for each item,
etc.) and transforms them into numerical votes. In order to preserve privacy, all
data related to the user’s actions remain on his/her peer. The explicit ratings and
the estimated numerical votes constitute the active user’s personal profile.

3.2 The AURA Algorithm

The personal preference-based profiles are used by AURA, in order to provide
each user with the content that most likely interests him/her. AURA relies on
a Peer-to-Peer architecture.

Each user on a given peer of the system has his/her own profile and a single
ID. The session data remain on the local machine in order to enhance privacy.
There is no central server required since sessions are only used to distinguish
users on a given peer.

For each user, we use a hash function requiring the IP address and the login
in order to generate his/her ID on his/her computer. In this way, an ID does not
allow identification of the name or IP address of the corresponding user. The
communication module uses an IP multicast address to broadcast the packets
containing addressees’ IDs.

Users can both share items on the platform and integrate a feedback about
their preferences. Each item has a profile on the platform. In addition to the
available documents, each peer owns 7 pieces of information: a personal profile
(cf. section 3.1), a public profile, a group profile and 4 lists of IDs (list ”A” for
IDs of peers belonging to its group, list ”B” for those which exceed the minimum-
correlation threshold as explained below, list ”C” for the black-listed IDs and
list ”O” for IDs of peers which have added the active user to their group profile).

The public profile is the part of the personal profile that the active user ua

accepts to share with others. The algorithm also has to build a group profile.
It represents the preferences of a virtual community of interests, and has been
especially designed to be as close as possible to the active user’s expectations.
In order to do that, the peer of the active user asks for the public profiles of
all the peers it can reach through the platform. Then, for each of these profiles,
it computes a similarity measure with the personal profile of the active user.
The active user can indirectly define a minimum-correlation threshold which
corresponds to the radius of his/her trust circle.

If the similarity is lower than this fixed threshold, which is specific to each
user, the ID of the peer is added to the list ”A” and the corresponding profile is
included in the group profile of the active user, using the procedure of table 1.

We used the Pearson correlation coefficient to establish a similarity measure.
Of course, if this similarity measure is higher than the threshold, we add the
ID of the peer to the list ”B”. The list ”C” is used to systematically ignore
some peers. It enables to improve trust – i.e. confidence that users have in the
recommendations – by identifying malicious users. The trust increasing process
will not be considered here.
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When his/her personal profile changes, the active user has the possibility to
update his/her public profile pa. In this case, the active peer has to contact every
peer2 whose ID is in the list ”O”. Each of these peers re-computes the similarity
measure. If it exceeds the threshold, the profile pa has to be removed from the
group profile, using the procedure of table 1. Otherwise, pa has to be updated
in the group profile, that is to say the peer must remove the old profile and add
the new one.

Table 1. Add or remove a public profile

Proc AddToGroupProfile(profile of un) Proc RemoveToGroupProfile(old profile)
W = W + |w(ua, un)| W = W − |w(ua, un)|
for each item i do for each item i do

(ul,i) = (ul,i) ∗ (W − |w(ua, un)|) (ul,i) = (ul,i) ∗ (W + |w(ua, un)|)
(ul,i) = ((ul,i) + w(ua, un) ∗ (un,i))/W (ul,i) = ((ul,i) − w(ua, un) ∗ (un,i))/W
end for end for

(ul,i) the rating for item i in the group profile;
(un,i) the rating of user n for item i;
W the sum of |w(ua, ui)|, which is stored;
w(ua, un) the correlation coefficient between the active user ua and un.

4 Discussion

In our system, the users have complete access to their preferences. They have
an effect on what and when to share with others. Only numerical votes are
exchanged and the logs of user actions are transient. Even when the active user
does not want to share his/her preferences, it is possible to do predictions, since
public profiles of other peers are temporarily available on the active user device.
Each user has a single ID, but the anonymity is ensured by the fact that there
is no table linking IDs and identities.

As regards scalability, our model no longer suffers from limitations since the
algorithms used to compute group profiles and predictions are in o(b), where b is
the number of commonly valuated items between two users, since computations
are made incrementally in a dynamic context. In return, AURA requires quite
a lot of network traffic. This is particularly true if we use a random discovery
architecture. Other P2P structures can improve communications [3].

We evaluated our model in terms of prediction relevancy by computing the
Mean Absolute Error (MAE) on the GroupLens test set3. We simulated arrivals
of peers by progressively adding new profiles. As shown on figure 1, we got
predictions as good as using the PocketLens algorithm [3]. PocketLens relies on
a distributed item-based approach. This comparison demonstrates that AURA
provides as relevant results as an efficient item-based collaborative filtering.

2 A packet is broadcasted with an heading containing peers’ IDs, the old profile and
the new public profile.

3 http://www.grouplens.org/
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Fig. 1. MAE as neighborhood size grows

We also conducted some tests in order to measure computation time. They
highlight the fact that AURA allows to do real-time predictions. It does not need
to do offline computations, since we can take into account 10,000 profiles with 150
items in less than 0.5 second. For 100,000 users, we need about 3 seconds. The
system does not have to wait until all similarity measures end. As the algorithm
is incremental, we can stop considering other peers at any moment.

5 Conclusion

SofoS is a new document sharing platform including a recommender system. To
cope with numerous problems specific to information retrieval, we proposed a
Peer-to-Peer collaborative filtering model which is totally distributed. It allows
real-time personalization. We show in this paper that AURA can deal with
important problems such as scalability, privacy, and quality.

Our algorithm is anytime and incremental. Contrary to PocketLens, our model
is user-based because we consider that the set of items can change. Even if
an item is deleted, we can continue to exploit its ratings in the computation
of predictions. Moreover, the dynamic context of our model allows the system
to update the modified profiles instead of resetting all the knowledge about
neighbors. At last, our model has very low memory requirements because it does
not need to store any neighbors’ ratings, similarity matrix, dot product matrix,
etc. It only requires the sum of the Pearson coefficients and four lists of user IDs.

References

1. Breese, J.S., Heckerman, D., Kadie, C.: Empirical Analysis of Predictive Algorithms
for Collaborative Filtering. In:Proceedings of UAI-98. San Francisco, CA (July (1998)

2. Castagnos, S., Boyer, A.: A Client/Server User-Based Collaborative Filtering Algo-
rithm: Model and Implementation. In: Proceedings of the 17th European Conference
on Artificial Intelligence (ECAI2006). Riva del Garda, Italy (August 2006)

3. Bradley, N., Miller, J.A., Konstan, J.R.: PocketLens: Toward a Personal Recom-
mender System. ACM Transactions on Information Systems 22 (July 2004)

4. Payne, J.W., Bettman, J.R., Johnson, E.J.: The Adaptive Decision Maker. Cam-
bridge University Press, Cambridge (1993)



C. Conati, K. McCoy, and G. Paliouras (Eds.): UM 2007, LNAI 4511, pp. 405–409, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Multiple Evidence Combination in Web Site Search 
Based on Users’ Access Histories 

Chen Ding1,∗ and Jin Zhou2 

1 Department of Computer Science, Ryerson University, Canada 
2 DB2 Information Management, IBM, Canada  

cding@ryerson.ca, jinzhou@ca.ibm.com 

Abstract. Despite the success of global search engines, web site search is still 
problematic in its retrieval accuracy. In this study, we propose to extract terms 
based on users’ access histories to build web page representations, and then use 
multiple evidence combination to combine these log-based terms with text-
based and anchor-based terms. We test different combination approaches and 
baseline retrieval models. Our experimental results show that the server log, 
when used in multiple evidence combination, can improve the effectiveness of 
the web site search, whereas the impact on different models is different.  

1   Introduction 

The basic idea of multiple evidence combination [3] is that by combining multiple 
sources of evidence we can compensate for the weakness of a single source. Many 
studies have achieved a positive result [5] [7]. In this paper, we investigate using 
different combination models in the web site search. The server log has been used a 
lot in the web usage mining area [8]. Here we use it in the site search. Log-based 
index [4] is one of the sources of evidence we consider, and the other two sources 
include the original text information and the anchor text information.  

We test the performance of two combination approaches – the combination of 
representations, and of ranking scores, using linear combination [5] and inference 
network models [7]. We also consider three different baseline information retrieval 
(IR) models – Dot-product with TFIDF weighting schemes (TFIDF) [6], Cosine 
Similarity [1] and Okapi [1]. The experiment results show that the texts extracted 
from server logs are able to improve the retrieval effectiveness. Among these 
approaches, the combination of representations using the inference network model 
achieves the best performance, whereas the biggest improvement is from the 
combination of scores using the TFIDF model. We find that server log analysis has 
different impact on different combination and retrieval models.  

The rest of the paper is organized as follows. Section 2 describes how we build 
index based on users’ access histories. Section 3 shows how we do the multiple 
evidence combination and the experiment results. Section 4 concludes the paper. 
                                                           
∗ This work is sponsored by Natural Science & Engineering Research Council of Canada (grant 

299021-04). 
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2   Evidence Based on Users’ Access Histories 

When a user accesses a sequence of web pages, he usually has a particular 
information-seeking task in mind. For instance, a student wants to find out 
information on the database course at university A, he submits the query “university A 
database course” to Google, after reviewing the result list, he clicks on a professor’s 
homepage p0, then from there, he goes to the course web page p1, and follows a link to 
the course outline page p2. Or, he might find a link to the professor’s homepage from 
the department web site, and then just follow the links to the course page. In both 
cases, the initial query terms or anchor terms on the link are representative of this 
user’s information task. As long as the user does not deviate from this initial task, 
these terms could represent topics of all three pages p0, p1, and p2. The idea of using 
query terms in the search is also presented in [2] although they used it for web search. 

When a user follows hyperlinks to view more pages, there are two possibilities. 
One is that he changes his initial information task and wants to find something else. 
The other is that he continues on his initial task, but narrow down or generalize it a 
little bit. In the latter case, the entry terms can still represent the topics of other pages 
in the session, whereas the generalization or specialization of the initial information 
task could be reflected in anchor texts along the access path. 

Based on these observations, we proposed a novel approach of representing a web 
page based on users’ access histories [4]. The following formulas show how we 
propagate entry terms and extract more terms along the access path k.  
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the vector of anchor texts from the page pj-1 to pj, 1α , 
1β , and 

1γ  is the weighting 

factor for each part and the sum of them is equal to 1. Although the cosine similarity 
score can be affected by the size of the term space, we chose it mainly for the 
simplicity reason and the toolset we used [6].  

In order to avoid that people might repeatedly access the same page with the same 
entry terms to impact the scoring, the same session from one user is only counted 
once. The propagation is stopped after a certain level if it is not on the initial task any 
more. Since one page might have multiple representations calculated from different 
sessions, we need to combine them to have a single representation [4].  
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3   Experiment 

In the experiment, we collected web server logs from a computer science 
departmental web site (www.scs.ryerson.ca) during the period of Jan 2005 to Dec 
2005, and downloaded web pages during the month of Oct 2005 for the text analysis 
and the anchor extraction.  

The main purpose of the experiment is to compare different combination models, 
to see which one is the most effective, and which one can gain the most from 
combining the log-based evidence. We used the Lemur Toolkit [6] to implement three 
baseline IR models. We implemented the linear combination model to combine 
document representations and ranking scores, and Indri [6] implementation for the 
inference network model. The text-based retrieval is taken as the baseline run. In each 
combination model, we chose different values ofα , β ,γ  to test the performance. 
Since we are not aimed at finding an optimal set of parameters in this study, we chose 
a representative sample of parameter combinations. The lower bound of α  is set as 
0.3 because we believe that the portion from the text index should not be too low, 
especially in our data set, many web pages are not in the anchor or log index. 

We selected 24 queries [9]. 15 of them are extracted from queries recorded in 
server logs, and others are randomly chosen from a list of relevant topics. We use 
three metrics to measure the effectiveness of the algorithm, the top 10 precision 
(P@10), which is the precision at 10 answers, the R-precision (RP), which is the 
precision at the point where the number of answers is equal to the number of relevant 
documents, and the average precision (AP), which is the average of precision values 
at every seen relevant document. In order to measure how well is our algorithm to put 
the most relevant pages in top positions, we calculate another metric, the top 10 
precision for the highly relevant pages (HP@10). 

In the results shown in Table 1-3, TXT means the retrieval based on the text-based 
index, LOG means the log-based retrieval, CALL means combining all three 
representations, CXYZ means the retrieval based on the score combination where 
X:Y:Z is the ratio between α, β, and γ. For CXYZ, we chose 22 combinations of 
parameters in the experiment [9], although we only list 4 representative ones here to 
analyze the results. In Table 4, since Indri is the representation combination model, 
CXYZ means the weight is assigned to different representations, and CALL means all 
three representations are combined as a single one without any weighting factor. The 
best result for each metric is highlighted in the table. 

Table 1, 2 and 3 show four metrics averaged on all queries for the linear 
combination model that takes TFIDF, Cosine Similarity and Okapi respectively as the 
baseline model. Table 4 shows four metrics averaged on all queries for Indri model. 

A general conclusion from these results is that the combination of the log-based 
evidence can improve the effectiveness of the text-based retrieval. Depending on  
the baseline IR model, the degree of improvement is different. Depending on the 
baseline IR model, sometimes the score combination is better, or the representation 
combination is better. Combination models are especially effective in promoting 
highly relevant results to top 10 positions. 
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Table 1. Four performance metrics averaged on 24 queries (TFIDF model) 

 P@10 RP AP HP@10 
TXT 0.200 0.187 0.176 0.079 
LOG 0.273 0.226 0.177 0.108 

CALL 0.224 0.236 0.227 0.09 
C334 0.290 0.282 0.265 0.115 
C433 0.257 0.271 0.248 0.101 
C460 0.261 0.263 0.251 0.099 
C640 0.224 0.250 0.228 0.084 

Table 2. Four performance metrics averaged on 24 queries (Cosine Similarity model) 

 P@10 RP AP HP@10 
TXT 0.289 0.280 0.276 0.105 
LOG 0.317 0.266 0.228 0.133 

CALL 0.318 0.331 0.325 0.12 
C334 0.353 0.392 0.375 0.155 
C433 0.348 0.389 0.376 0.15 
C460 0.286 0.327 0.322 0.146 
C640 0.329 0.350 0.346 0.13 

Table 3. Four performance metrics averaged on 24 queries (Okapi model) 

 P@10 RP AP HP@10 
TXT 0.407 0.402 0.389 0.159 
LOG 0.314 0.235 0.197 0.13 

CALL 0.450 0.448 0.453 0.191 
C334 0.341 0.342 0.344 0.136 
C433 0.393 0.396 0.372 0.158 
C460 0.395 0.412 0.413 0.171 
C640 0.435 0.448 0.443 0.185 

Table 4. Four performance metrics averaged on 24 queries (Indri model) 

 P@10 RP AP HP@10 
TXT 0.422 0.399 0.378 0.175 
LOG 0.275 0.264 0.235 0.105 

CALL 0.456 0.469 0.469 0.201 
C334 0.373 0.380 0.363 0.162 
C433 0.347 0.354 0.346 0.145 
C460 0.447 0.466 0.449 0.193 
C640 0.457 0.445 0.418 0.189 

 
There are some limitations of the current experiment. First, the experiment on only 

one web site might not be very convincing. The second limitation of the current 
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experiment design is that most of the queries are extracted from the web server log, 
which favors the log-based index more. For the new queries or unpopular queries, the 
weight on the log part should be decreased. Thirdly, it is worthy of the further 
investigation on the impact of the query set on the result and also the correlation 
between the choice of α , β , γ  and the final precision results. In the next stage of the 

experiment, we would like to do the same experiment on another web site to make our 
conclusion more generalized, and it is also necessary to compare with some existing 
systems. 

4   Conclusions 

The web server log is a unique source for web site search, if we can use it wisely, we 
should be able to find a solution that can improve the current web site search engines. 
In this study, we test and compare different combination approaches. The experiment 
results are positive. Generally, multiple evidence combination with the texts extracted 
from users’ access histories can improve the retrieval effectiveness of the web site 
search. Its impact on different baseline IR models and combination models are 
different. This work can be extended in several directions such as those listed in the 
discussion part. 
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Abstract. As location information plays such an important role in per-
vasive and context-aware computing, location modelling can be cast as
a particularly important user modelling problem. Moreover, given the
potential sensitivity of personal information about location, it is critical
to ensure adequate user control over the use of the location user mod-
elling information. This paper describes MyPlace Locator, a system for
modelling people’s location, based upon a range of pervasive sensors. A
critical feature, the focus of this paper, is the user model control: users
can determine the granularity in space and time of the location infor-
mation released from their model. Users can do this on the level of a
single user or a group of users. We describe the interface and report its
qualitative evaluation.

Keywords: location modelling, pervasive computing, user control,
scrutability.

1 Introduction

The vision of pervasive computing is based upon the availability of information
as it is needed, in the form that meets the needs and preferences of the individ-
ual. To date, one of the dominant themes of pervasive computing research has
concerned modelling of location, largely dealing with the technical issues of col-
lecting sensor and other information that can contribute to modelling a person’s
location.

Privacy and user control are also critical in this context. As location data can
be particularly sensitive, some systems keep personal information only on the
user’s device [1]. There is also a developing set of privacy principles for managing
personal data in ubiquitous computing contexts [2]. Good interfaces are essential
if these principles are to be put into effect: previous research indicates it will
be challenging to create such interfaces, for example, in relation to P3P [3] and
Lederer et al [4]. Iachello et al. [5] conducted a study which indicated that people
valued control over the release of their location information, including being able
to give inaccurate information. Lederer et al. [6] studied user’s preferences on
location disclosure and found that the recipient was more important than the
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(a) Detailed view of a single wing (b) Screen shot of the web interface

Fig. 1. An example MyPlace Locator display based on a floor plan of our building

situation when controlling disclosure. Patil and Lai [7] found that people tend to
define privacy preferences in terms of groups, such as “family” or work “team”.
Significantly, these studies involved hypothetical preferences as the participants
had not actually used a real system.

Our MyPlace Locator service has been in use for four months. Its location
modelling is based on Bluetooth proximity sensors and system activity sensors.
It has been restricted to a small community of users. An important aspect of our
recent work, as we prepare for broader use of the system, is user model control.
Users can control the spatial accuracy and longevity of the location data released
from their model. The interface allows control of these for individuals or groups
of users. The paper describes the system, its privacy preference options and a
qualitative evaluation.

2 System Overview

The main interface to MyPlace Locator is a web page that allow users to view
their own and other people’s location. MyPlace Locator uses two forms of ev-
idence about people’s location: Bluetooth Phones and Computer Activity Sen-
sors. This means it is straightforward for people to join the system by register-
ing their Bluetooth-enabled phone, or installing a small sensor program on their
computer. We have Bluetooth sensors in 16 locations within our building. Each
of these constantly scans for any Bluetooth devices within the coverage area of a
few nearby rooms. Computer system activity sensors bleep out how long it has
been since the user last used the mouse or keyboard.

The reasoning about location is based on accretion/resolution [8]: this allows
a system to accrete arbitrary information about users and then, when asked, to
apply one of a selection of resolvers to interpret it. If there is conflicting evidence
about the user’s location, the resolver deals with this to determine a location
value. In the current implementation, we use a Point resolver [8].

The MyPlace Locator interface is shown in Figure 1. This displays the four
floors of a building, with a list of the registered users either in the building or
elsewhere. The enlarged display of a single wing at the left shows that the display
includes a list of the people whose last location was determined to be on that
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Fig. 2. Interface for selecting the resolver to be applied to each person

wing. This is the anonymised list associating people’s names with a coloured
dot. That dot appears also on the map at the last location for that person. The
size of the dot indicates the freshness of the data: so if there is recent evidence
that the person was at this location, the dot is larger.

The blurred location data at the right of the figure has four pieces of infor-
mation for each person: their name, their most recent location, the freshness of
the information and a link to an explanation. The link labelled explain takes the
user to a page with the full details - type, source, time and location - of the last
ten pieces of location evidence. If a person saw that their location was incorrect,
they could use this information to check why.

3 User Model Control Interface

Figure 2 shows the control interface for disclosure of location information from
a user’s model. As the instructions at the top of the screen indicate, preferences
are defined in three stages. First, the user chooses the default level of information
by clicking a button in the left column. In the figure, the third option “area”
has been selected. In Step 2, the user can specify people who should be provided
with a different level of information, by listing their logins under “Special users”.
In the figure, this has been blurred to obscure the names of the actual people
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selected. Finally, users can add other people, beyond the registered users: this
enables access to the location information from this model for people who are
not already registered with the system.

Each row has a short description of that option. There are also some illustra-
tive examples and, in the rightmost column, the current value for this user is
shown, following guidelines suggested in [7]. The amount of information release
decreases as the rows go down the screen, The top row “all” releases all location
information, while the bottom “nothing” releases none. Not shown in the figure,
there is also a column at the right with a list of all the registered users.

4 Evaluation

We designed a qualitative evaluation to assess how people would user the inter-
face in Figure 2 to control the release of their location user model. We recruited
twenty-four users. Ten had been active users of the system over two months. The
other fourteen were registered with the system, shown the location display then
immediately asked to configure their disclosure settings.

Participants were invited to use the interface. They were given no training.
They were asked to think-aloud as they used the interface: this provided us with
insights about usability problems as well as participant responses to the broad
ideas of controlling a user model.

We discuss the results from the experienced users first. All these people regis-
tered with the system when there was no choice about the information disclosed.
They generally had more sensors than the other participants: a Bluetooth mo-
bile phone and system sensors at both work and home. Five chose ‘all’ as the
default and two each chose ‘recent’ and ‘area’. Notably, two participants chose a
more restricted default and then listed most of the currently registered users for
all information. They explained that they were happy to release their location
to the current users who they knew: however, they were concerned about new
people joining the system.

The new users had a somewhat more diverse set of choices. Four chose ‘all’ and
four more chose ‘recent’, with two choosing to restrict location to the building
and two restricting it to the area in the building. One chose the restrictive ‘work’
and one chose to reveal no information, because they saw no benefit. Users in this
group generally had less sensors: normally either a Bluetooth phone, or system
sensors, but seldom both.

The results for the participants who had substantial experience of the system
were qualitatively different from the others. This may be partly due to the fact
that these users had chosen to make use of the location system when all available
information was made available to all registered users: had anyone been unwilling
to allow their location information to be available, they would not have joined
the system. The more experienced participants may also differ from the others
because they had stronger links with the other people who had registered with
the system: this would alter their willingness to share their location information.
However, there also appears to be an effect due to the greater understanding
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of the system, its benefits and how it operates in practice. They were the only
users to apply more subtle schemes, such as those accounting for the possibility
of new people joining the system.

5 Conclusions

We have described our MyPlace Locator system which has been used for four
months by twelve registered users who work together. We conducted a study
of the personalisation preferences for both our existing users and potential new
users. Only one of the potential new users opted for releasing no location infor-
mation and only one selected to merely be shown as at work when at work and
unknown otherwise.

There are limitations in our study. It concerned one workplace and the use-
study involved one cohesive work group. In addition, all the participants in the
studies are computer scientists. This work makes a new contribution in reporting
the choices people made for user model privacy preferences, both in the case of
users of the existing system and others, who have not had experience in using
MyPlace Locator. A notable aspect of the study is the diversity in participant
responses: different people elected for different approaches to specifying their
preferences for release of their own location information to others.
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Abstract. Web 2.0 has emerged as the business ideology and develop-
ment paradigm for the next generation of web applications. This paper
proposes the use of personalisation techniques to enhance the function-
ality of web mashups, one of the most popular Web 2.0 applications. A
prototype of a personalised travel assistant which combines interactive
maps with public data pulled from the Internet is presented. An experi-
mental study with the prototype points at opportunities and challenges
mashups bring to personalisation research.

Keywords: Web 2.0, mashups, application of user modelling.

1 Introduction

Coined as an attempt to describe a new trend of innovation-driven and user-
centric web development, Web 2.0 receives strong industrial support and is
influencing the way Internet technologies are being produced and deployed 1.
The time appears ripe for the user modelling community to start looking at
how the Web 2.0 paradigm will affect research on personalisation and adapta-
tion. Mashups, which collect and integrate information and services from several
sources on the web, are emerging as compelling Web 2.0 applications 2. Recognis-
ing the emerging potential of mashups, various initiatives have been established
to facilitate mashup development [5] and to standardise their architectures in
certain domains [3]. However, there is no systematic study of opportunities and
challenges to employing personalisation functionality in mashups.

This paper will illustrate the use of personalisation techniques to enhance
the functionality of web mashups. We will present a mashup application of a
travel assistant which integrates interactive maps with user-tailored access to
data from both a public resource directory and a socially constructed content.
Based on the findings of an evaluation study, we will discuss opportunities and
challenges for personalised mashups.

1 http://www.web2con.com/web2006/
2 http://www.programmableweb.com maintains a comprehensive list of mashups
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2 Case Study: Personalised Travel Assistant

The first step in designing a personalised mashup is to choose an appropriate
domain, for which two factors are critical: (a) availability of free access to appro-
priate data, and (b) potential for personalisation to add value to the application.
Consequently, we identified access to geographic data as a suitable domain.

Geographic mashups are among the most popular mashup categories. Com-
monly, these applications use interactive maps for access to public data. The
following data and APIs were chosen for our case study: (a) Google Maps 3

(a Javascript library enabling web developers to integrate interactive maps in
their applications); (b) Yahoo! Local Search 4 (enables search for places, e.g.
businesses, parks, shops, through the Yahoo! directory); and (c) Upcoming 5

(searches through a social database with descriptions of events, e.g. concerts,
exhibitions, and sport activities). These sources cover the main types of data in
geographic mashups - maps, public directories, and social content.

Fig. 1. Architecture of the person-
alised travel assistant

There are strong reasons to believe that
personalisation can add value to geographic
mashups where users come from the gen-
eral public (hence, differ significantly in their
preferences, tasks, interests, and capabili-
ties), and finding information in vast repos-
itories of data can be a tedious task. A
number of user-adaptive applications for ac-
cess to geographic data have been imple-
mented [4]. The case study presented here
was inspired by the work on adaptive tourist
guides which provide user-tailored informa-
tion about weather, points of interest, ac-
commodation, dining, etc. [6]. A distinctive
characteristic of the travel assistant mashup
presented here is that it pulls data from
open repositories and dynamic, community-
created databases.

3 System Architecture

A Service Oriented Architecture (SOA) has been used for the design of a person-
alised mashup in our case study. The travel assistant has three main components
(Fig. 1): external data sources, a set of web services which maintain access to ex-
ternal databases and implement the system’s personalisation functionality, and
a client web page manager which integrates interactive maps with data provided

3 http://www.google.com/apis/maps/
4 http://developer.yahoo.com/search/local/
5 http://www.upcoming.org

http://www.google.com/apis/maps/
http://developer.yahoo.com/search/local/
http://www.upcoming.org
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from the web services. Fig. 2 shows a screenshot with places list tailored to a
user’s personal interests.

Fig. 2. Suggested places in New
York, filtered and re-ordered ac-
cording to the user’s profile

Web services implement the main person-
alisation components of the system, i.e. user
modelling and adaptation. The separation of
these components into different Web services
enables reuse and integration of personalisa-
tion functionality across applications. A user
modelling web service (UM-WS) is respon-
sible for maintaining a model of each user
registered with the system. User models are
built from explicit information entered by
users. A personalised information web service
(PI-WS) retrieves user profiles from UM-WS,
uses them to compose appropriate queries to
the external APIs, and filters and orders the
information returned according to its rele-
vance to the user’s profile by using heuristic
rules, e.g. give priority to most recently added interests or consider existing
ranking.

4 Evaluation

An experimental study was conducted to: (a) test the robustness of the archi-
tecture and examine the system’s performance; (b) assess the users’ satisfaction
with the system; (c) determine what benefits, if any, can be added by personal-
isation; and (d) identify future improvements.

32 people (students, lecturers, and professionals) took part in the study. 18 of
them (Group 1) interacted with the personalised version presented above, while
14 users (Group 2) interacted with a non-personalised version where UM-WS and
PI-WS were replaced with a simple web information service that pulled data from
the external resources and showed the results without any filtering or re-ordering.
The groups had a similar distribution with regard to gender/occupation/age.

The users were asked to imagine the planning a short trip to New York and
to use the travel assistant to find five interesting places or events, as well as to
identify two other cities to visit with three interesting places or events for each
city. The participants were asked to record their time for each task and filled
in an electronic questionnaire with their feedback. Next we outline the main
problems experienced by the users, see [1] for a detailed description.

Several problems were common for both groups: (a) Quality of informa-
tion: insufficient detail, lack of pictures, unclear descriptions; (b) Incomplete
data: missing information about cities; (c) Peculiarities: wrong locations (e.g.
London, Kentucky versus London UK), strange places/events (e.g. New York
police department); (d) Interface problems: the map window was too small, map
navigation was cumbersome, items should be grouped in categories. While (d)
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can be fixed easily, (a)-(b) are typical for Web 2.0 applications which provide
access to dynamic collections with user-created web content, and (c) directs to
the need of semantic approaches to enhance geographic search.

Certain problems were pointed only by Group1: (a) Recommendations lim-
ited the choices; (b) Recommendations did not correspond to the user’s profile;
(c) Users did not have control over the adaptation; (d) There were no explana-
tions why recommendations were given; (e) Group recommendations were needed
for planing a joint trip. While (a) points at typical limitations of content-based
filtering which can be addressed with collaborative filtering, (b) directs to the
need of enhanced algorithms for comparing similarities between user profiles and
open, community-created categories in Web 2.0 applications, (c)-(d) refer to us-
ability problems brought by personalisation [2], and (e) points out that group
recommendations can be beneficial in mashups.

Problems experienced only by Group2 included: (a) Irrelevant recommen-
dations (e.g. a charity organisation, a parking authority); and (b) Difficulty to
find places related to the user’s interests. These problems point at opportunities
for personalisation to enhanced the users’ experiences with intelligent mashups.

Most participants from Group1 (78%) found the recommended information
relevant to their interests, as opposed to less than half of the participants from
Group2 (43%) with the same opinion. Contrary to our initial expectations, the
users with the personalised system did not perform the tasks quicker. We ex-
pect the benefits of personalisation to be stronger when more data sources are
integrated and advanced personalisation techniques added.

The users pointed at future improvements which could be grouped in three
categories: (a) Searching through more data sources: include information about
places and events from other data repositories and add relevant information
about flights and public transport; (b) Expanding the functionality: add route
planning and driving directions, suggest optimal path between locations in terms
of distance and time, compare place/event location with accommodation address,
search for locations within convenient distance; (c) Improving the personalisation
algorithms: integrate collaborative filtering, add web services that dynamically
refine the user’s profile, employ semantic-enhanced services to find relevant in-
formation (e.g. some users pointed that an ontology would be helpful).

5 Discussion: Opportunities and Challenges

Although the case study was limited to a particular domain, the domain selec-
tion criteria followed can be applied to other subject areas where free data is
available and personalisation can add value to the applications. We believe that,
at present, personalised mashups should easily be implemented for news and
online shopping applications. With more and more data made available, we will
see personalised mashups combining several types of media (e.g text, pictures,
videos) in applications that provide web as well as mobile access. With more user
modelling services being available, we expect to see creative applications which
take advantage of advanced personalisation techniques. Opportunities include
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integrating collaborative filtering services (such as those offered by Amazon) in
a shopping assistant mashup, adding group recommendations for trip planning,
or using presentation adaptation techniques to combine data from several media.
We believe that personalised mashups will offer exciting opportunities for the
deployment of user modelling techniques.

The case study highlighted several challenges that mashups bring to personal-
isation research. The moving from central databases with relatively stable data
fields and controlled information quality to open, dynamic, and community-
driven heterogeneous collections imposes major challenges to web applications
in general, and to personalisation research in particular. One of the most critical
problems is the diversity of semantics and XML Schemas across data repositories
accessed in a mashup application. The openness of the Web requires tolerance
of different viewpoints, especially when community-driven content is employed.
Although collaborative filtering provides techniques for accommodating commu-
nity opinions, it requires availability of rankings, which may come from several
sources and can have different range and semantics.

Another fundamental challenge to personalisation, particularly relevant for
mashups, is dealing with incomplete and noisy data. This can lead to offering
inappropriate or insufficient information and thus can reduce the users’ satisfac-
tion and trust in the system. There can be quick partial solutions, e.g. including
default or popular data, and integrating descriptions from several places by em-
ploying some techniques from adaptive hypermedia. However, in order to fully
address this challenge, more sophisticated approaches would be needed. For ex-
ample, taking into account users’ opinions about quality and relevance of data
and incorporating an appropriate trust model.
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Abstract. Interaction with smart environments, to be effective, should be easy, 
natural and should be proactively adapted to users needs. In this paper we 
propose the use of a butler agent acting as a mediator between environment 
devices and users. As any good butler, it is able to observe and learn about 
users preferences but it leaves to its “owner” the last word on decisions. This is 
possible by employing user and context modeling techniques in order to 
provide a dynamic adaptation of the interaction with the environment according 
to the vision of ambient intelligence. 

1   Introduction 

Interaction with smart environments should be easy, natural and, by applying Ambient 
Intelligence (AmI) solutions, should be proactively adapted to the users’ needs [1]. 
According to several research works, common approaches to handle personal 
interaction with a smart environment consist in using user-driven predefined 
configuration of scenario or proactive adaptation. This second approach consists 
mainly in observing the lifestyle and desires of the inhabitants and in learning how to 
anticipate and accommodate their needs [2]. For achieving this aim, we propose the 
use of a “butler” agent able to proactively adapt the interaction between the 
environment services and users. We have adopted the butler character, with its typical 
features, such as loyalty, discretion and general helpfulness, because it has often been 
considered a symbol for cooperation. It should be always present when needed but not 
too intrusive, it should be able to learn about users preferences and habits but leaving 
the last word on critical decisions to its users [3]. This agent employs user and context 
modeling for proactive adapting the interaction with the environment services, and it is 
able to adapt its autonomy on the basis of the user authorization level. As far as user 
modeling is concerned, the butler agent takes into account elements of uncertainty and 
the possibility to deal with incomplete information typical of an intelligent 
environment. By taking into account users’ feedback actions in the environment, the 
agents learns variation in the model allowing a continuous refinement and tuning. 

In this paper we present an extension of the C@sa a multiagent system [4]. In 
particular the system architecture has been extended to handle the automated control 
of a smart environment such as a laboratory, a meeting room, etc. 

Next Section focusses on the description of the butler agent user modeling 
capabilities and how the autonomy is managed. Then, Section 3 describes how the 
feedback can be used to learn and update the model. Finally conclusions are  
illustrated in Section 4. 
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2   Agent Based User Modeling 

User modeling is a crucial task for the effectiveness and efficacy of the butler agent 
decisions. In particular, when modeling the user in a dynamic context it is important 
to update the default model dynamically and consistently according to the actions 
performed by the environment inhabitants. These actions may be interpreted as  
positive or negative feedback toward the decisions taken by the agent. If we reason in 
agent-related terms, we should define its percepts, its reasoning and its effectors [5]. 
In the considered domain, the agent’s perceptual inputs are the context features and 
the user feedback actions. Obviously, the effectors are the messages addressed to the 
agents controlling the devices in order to execute the decided actions. 

The reasoning behavior will include two aspects: an engine to reason on user 
preferences and needs in the current context and a learning technique to maintain the 
intrinsic variability of this type of domain.  

Several techniques can be used to reason about the user. In our case, we have to 
address two main issues: i) building a statistical model of the preferences of the 
environment inhabitants and ii) handling imprecise and sometimes conflicting data 
typical of this domain. Bayesian Networks (BNs) are a way to deal with these 
requirements since they are a powerful way of handling uncertainty, especially when 
there are causal relationships between various events.  

Starting from collected data about users typical behaviors in the environment, it is 
possible to learn the BN structure of the initial model. Then, the agent instantiates this 
model for the specific setting by copying it as the usage profile of an influence sphere. 
During the interaction the agent observes the users behavior overtime and learns 
variations in the model in order to adjust the dynamic adaptation of the environment. 
Moreover, it is necessary to take into account that users may change their behavior, 
therefore by interpreting users’ feedback it is possible to update the model. As we will 
see later on, this decisional behavior is related to the agent level of autonomy for 
fulfilling a goal. In fact the butler agent may ask for confirmation to the user or 
perform automatically the decided action accordingly.  

In order to test and validate our approach, we decided to focus on the modeling of 
the environment comfort. Working on the modeling of this type of service seems 
appropriate for testing our approach since comfort involves several devices and, 
according to several definitions, its perception is highly individual and involves 
different human senses (temperature, light, intimacy, sounds, level of noise, smell, 
etc.)[6]. Contextual factors to be considered in the experiment are internal and 
external temperature, humidity, the status of environment (devices, windows, air 
conditioning, heating system) and thermic situation of people in the environment. 

2.1   Building the Initial Model 

We selected as “smart environment” our research laboratory equipped with air 
conditioning, heating and windows. Since we do not have biosensors for collecting 
thermic user data, the initial model of the group of inhabitants has been built 
collecting the daily diaries of 25 subjects attending the laboratory, aging between 20 
and 40 equally distributed in gender, belonging to the following categories: 
researchers, undergraduate and Ph.D students. We asked these people to contextualize 
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their needs and preferences to their activity, daytime, humidity, temperature, wind, 
etc.. The dataset was used as input to a bayesian network structure learning tool. An 
example of diary entry is the following: 

Monday, 3.00 p.m , spring,  working on the computer for writing a paper, inside is 
getting hot, I’m feeling a bit hot, outside is cooler and slightly windy, I open the 
window. 

During the period of data collection we monitored and stored automatically 
timestamped values of the internal and external temperature, the level of humidity and 
the direction and speed of the wind. Then we coupled these data with the information 
collected into the diary in order to structure them and to relate subjective perceptions 
to sensor data. Then, from the collected dataset,  we learned the structure of a BN  
using the NPC algorithm of Hugin 6.5 [7]. This structure has been manually revised 
and the resulting network is shown in Figure 1. 

 

Fig. 1. The BN representing the initial user model 

Root nodes are mainly related to context factors such as external and internal 
temperature and humidity, wind, active devices and daytime. Then we have a set of 
intermediate nodes that are used to infer information about the user or the context, 
for instance the internal and external climatic situation, presumed goal about thermic 
comfort, the main group activity, etc. The leaves nodes correspond to variables that 
are used to infer which are the most probable actions that the environment should 
perform. 

2.2   Autonomy 

Another important issue regards the level of autonomy that a personal agent has in 
making its decision and performing automatically the related actions without human 
intervention [8,9]. A possible trade-off between human control and agent autonomy 
can be achieved by i) adjusting the level of autonomy according to a fixed user 
authorization level and ii) learning from user feedback on the agent decisions [10].   

In our case, the autonomy of the butler agent regards two dimensions: i) the 
Execution Level: which handle the autonomy related to execution of actions (tasks, 
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subtasks, request of services, and so on), ii) the Communication Level: which is 
related to the degree of intrusiveness in communicating to the user [11]. The 
Execution Autonomy is inversely proportional to the Communication one. Each 
dimension has an associated value in a 3 values scale: “null”, “medium” and “high”.  

As far as the execution autonomy is concerned, each level is associated to a 
probability threshold for an action to be executed. When the autonomy level is high 
the inferred action is executed anyway since the threshold in this case is 0. When the 
autonomy is medium only the actions having a probability higher than 0.5 will be 
executed. The null value of the autonomy level implies that the threshold is 1, so that 
the agent has to ask for confirmation of every action.  

As we will see this approach allows us to modulate the level of agent’s 
autonomy/intrusiveness since autonomy values are revised as a consequence to the 
type of feedback the user provides to the agent: positive feedback enforces the 
autonomy on that category of task, negative one reduces it. Initially, the user sets 
explicitely the autonomy level for a task and can always revise it. 

3   Learning from User’s Feedback  

In this type of application, we consider the following types of user’s feedback:  

1. positive feedback: the user accepts the action executed by the agent. 
2. contrast feedback: the user executes an action different from the one proposed by 

the agent but achieving the same goal. 
3. negative feedback: the user undoes the action executed by the agent but he/she 

does not execute any other action.  

In case a positive or a contrast feedback is provided, the data related to this 
experience will be considered to update the model by using this contextual change for 
learning variation in the probability distribution of the network. In particular, the 
agent, using the EM algorithm, will enforce (in case of positive feedback) or weak (in 
case of contrast feedback) the causal relations between the context nodes, the goal and 
the action. All the collected data will be also added to the log for offline revision of 
the model and for investigating the motivation for the errors. This analysis could help 
in further refining the model by finding out new behavior patterns in which the user 
does something completely unexpected by the system.   

Feedback has also an impact on the agent’s autonomy. In fact, in case of positive 
feedback, if it possible, the execution autonomy increases and consequently the 
communication autonomy decreases. On the contrary, when a contrast feedback is 
provided, the execution autonomy decreases and the communication one increases. 

The interpretation of negative feedback is more difficult. In this case, no other 
actions are performed in order to achieve the presumed comfort goal. This behavior 
could then be interpreted in two ways by the agent: i) the model failed in inferring the 
presumed comfort goal (i.e. users are comfortable in the current situation); ii) there is 
a context feature that is not represented in the model and the agent cannot take it into 
account. In the first case it is possible to learn the new experience data with difference 
evidence on the goal state and update the probability tables accordingly. In the second 
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case the problem is more difficult to be solved automatically and it is indeed part of 
our future work in which we are giving to the agent a “body” and clarification dialog 
capabilities.  

4   Conclusions and Future Work Directions 

We performed an evaluation study aiming at testing the model accuracy and 
understanding which was the impact of the initial level of autonomy on the system 
behavior. The results show that introducing autonomy variation improves the 
accuracy of the model realizing a tradeoff between control and intelligent behavior of 
the agent. As pointed out in the paper, some context factors could be not foreseen in 
the model causing prediction errors. In this case the analysis of the context log could 
be used to find out problems in the initial structure of the model. In the near future, 
we intend to investigate on this issue and also on the implications of giving a “body” 
to the butler agent in order to engage the user in a direct interaction with the 
environment. 

References 

1. Shadbolt, N.: Ambient Intelligence. IEEE Intelligent Systems. vol. 18(4) (2003) 
2. Byun, H.E., Cheverst, K.: Exploiting User Models and Context-Awareness to Support 

Personal Daily Activities, Workshop in UM2001 on User Modelling for Context-
AwareApplications, Sonthofen, Germany (2001) 

3. Maes, P.: Agents that Reduce Work and Information Overload. In: Communications of the 
ACM, vol. 37(7), pp. 31–40, 146. ACM Press, New York (July 1994) 

4. De Carolis, B., Cozzolongo, G., Pizzutilo, S., Plantamura, V.L.: Agent-Based Home 
Simulation and Control. In: Hacid, M.-S., Murray, N.V., Raś, Z.W., Tsumoto, S. (eds.) 
ISMIS 2005. LNCS (LNAI), vol. 3488, pp. 404–412. Springer, Heidelberg (2005) 

5. Russell, S.J., Norvig, P.: Artificial Intelligence: a Modern Approach. Prentice-Hall, 
Englewood Cliffs (1998) 

6. Spronk, B.A: House is not a Home: Witold Rybczynski Explores the History of Domestic 
Comfort. Aurora Online (2001) 

7. http://www.hugin.com 
8. Falcone, R., Castelfranchi, C.: Tuning the collaboration level with autonomous agents: A 

principled theory. In: Esposito, F. (ed.) AI*IA 2001: Advances in Artificial Intelligence. 
LNCS (LNAI), vol. 2175, pp. 212–224. Springer, Heidelberg (2001) 

9. Dastani, M., Dignum, F., Meyer, J.J.: Autonomy and agent deliberation. In: Proceedings of 
The First International Workshop on Computational Autonomy - Potential, Risks, 
Solutions (2003) 

10. Scerri, P., Tambe, M., Lee, H., Pynadath, D., et al.: Don’t cancel my Barcelona trip: 
Adjusting the autonomy of agent proxies in human organizations. In: Proceedings of the 
AAAI Fall Symposium on Socially Intelligent Agents - the human in the loop (2000) 

11. Horvitz, E.: Principles of Mixed-Initiative User Interfaces. In: Proceedings of CHI ’99, 
ACM SIGCHI Conference on Human Factors in Computing Systems, Pittsburgh, PA, 
(May 1999) 



C. Conati, K. McCoy, and G. Paliouras (Eds.): UM 2007, LNAI 4511, pp. 425–429, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Studying Model Ambiguity in a Language ITS 

Brent Martin and Amanda Nicholas 

Intelligent Computer Tutoring Group 
Department of Computer Science and Software Engineering 

University of Canterbury 
Private Bag 4800, Christchurch, New Zealand 

{brent,amn39}@cosc.canterbury.ac.nz 

Abstract. Ambiguity is a well-known problem in student modelling, and in user 
modelling in general. In this paper we present the results of an experiment in 
the domain of German adjectives. We trialled a modified student interface that 
gathers more data during problem solving by requiring the student to perform a 
related subtask. There is evidence that the students who performed the subtask 
outperformed the control group on a post-test despite the extra task slowing 
them down, suggesting the extra effort required by the students to overcome 
ambiguity was worth the intervention. 

Keywords: Student Modelling, Language learning, ITS. 

1   Introduction 

Dealing with ambiguity is a serious problem in developing Intelligent Tutoring 
Systems for foreign languages [1]. Although the system can detect that the student  
has made an error, the source of this error may be difficult to determine. Menzel 
defines four sources of ambiguity: limited observability, polysemy, alternative 
conceptualisations of domain knowledge and structural uncertainty. In a domain with 
high ambiguity feedback messages can be difficult to determine. Good feedback 
should refer the student to the underlying domain principle. If it is not possible to 
determine which domain principle has been broken, correctly targeted feedback 
cannot be given. One approach to avoid ambiguity is to require the student to specify 
the intermediate steps they carry out mentally, however this may reduce transference 
[1] [2]. This research compares two constraint-based (CBM) tutors: one that matches 
the real world more closely, and one that decreases ambiguity as much as possible. 

German adjective endings are a difficult topic for students to master. This is due to 
the number of endings that must be memorised, and the amount of knowledge 
required of the sentence to get the ending correct. Rogers studied the main areas of 
weakness in students with more than four years of experience learning German [3]. 
She states “…much anecdotal ‘evidence’ from teachers of German as a foreign 
language emphasises morphology as a major area of weakness (e.g. adjective 
endings…)”. Her study showed that approximately 5% of errors made by advanced 
learners of German were errors in adjective endings.  
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Table 1. Adjective endings when preceded by the definite article 

Case Masculine Feminine Neuter Plural 
Nominative e e e en 
Accusative en e e en 
Genative en en en en 
Dative en en en en 

 
German adjectives must agree with the nouns they modify. This means that the 

ending of an adjective varies based on the gender and case of the noun, and whether 
the noun is preceded by a definite article, indefinite article, or no article. For example, 
Table 1 lists the endings for the case where an adjective is preceded by an indefinite 
article. For example, take the sentence “Das graue Haus ist neu”. (The grey house is 
new). Here “Haus” is the noun, and its gender is neuter. The house is the subject of 
the sentence, and so it is in the nominative case. Das is the article, and it is the direct 
article. The adjective is “grau”, and it takes the ending “e” because, by consulting 
table 1, we see that adjectives preceding a neuter noun in the nominative case must 
end in “e”. It is important to note that the endings are not unique; the ending “e” 
appears in a number of situations, as does “en”. This is one reason why these endings 
are ambiguous. 

Menzel identified four major sources of ambiguity that should be considered when 
creating CBM tutors, particularly for foreign languages [1]. These are:  limited 
observability of internal variables of the problem domain; polysemy (multiple 
meanings) of symbols used in the problem domain; alternative conceptualisations of 
domain knowledge; uncertainty about the intended structure of the student’s solution. 
German adjective endings suffer from three of the four defined sources of ambiguity. 
Limited observability and polysemy are both present in the multiple possible 
meanings of a single ending. When the student incorrectly gives an adjective ending, 
it could be due to either a rule error or a fact error. If the student does not know the 
gender or the case of the noun, they have made a fact error. If the student has 
correctly determined the case, gender and article, and still gives the adjective ending 
incorrectly, they have made a rule error; they do not know the underlying 
grammatical principle that determines the adjective ending.  

In the next section we summarise how constraint-based modelling was applied to 
the domain of German adjectives. Section 3 describes the experiment and presents the 
results. Finally, we conclude in Section 4. 

2   Constraint-Based Modelling 

CBM[4] is a modelling approach based on the theory of learning from performance 
errors [5]. It models the domain as a set of state constraints, where each constraint 
represents a declarative concept that must be learned and internalised before the 
student can achieve mastery of the domain. Constraints represent restrictions on 
solution states, and take the form: 
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If  <relevance condition> is true for the student’s solution,  
THEN  <satisfaction condition> must also be true 

 

The following is an example of a constraint from the German adjectives domain (*IS* 
and *SS* refer to the ideal and student solutions, respectively): 

 
(21 "When the article is an ’ein-word’, the only possible 
endings are -e, -en, -er and -es." 

 
(and (match *IS* ("I"))(match *SS* (?anything ?*))) 

 
(or (match *SS* (?* "e"))     (match *SS* (?* "e" "n")) 
    (match *SS* (?* "e" "r")) (match *SS* (?* "e" "s")))) 
 

This constraint checks that the student has used an appropriate ending for an “ein-
word”. The relevance condition first checks that the article for this problem is 
indefinite (“I”), and that the student has attempted an answer. The satisfaction 
condition then checks that the adjective the student typed ends with one of the valid 
endings. If this is not true, the feedback message is given. The student model consists 
of the set of constraints, along with information about whether or not each has been 
successfully applied, for each attempt where it was relevant. 

3   Experiment 

We hypothesised that forcing the students to supply information about their problem-
solving process and providing feedback based on that information would enable the 
system to give them better instruction, and thus they would be better able to learn the 
domain. We tested this hypothesis by building two versions of an ITS for German 
adjectives, where the two systems differed in the interface used and the underlying 
domain/student model (constraints). 

The tutors were developed using the WETAS tutoring shell [6]. The problem set 
comprised of 55 problems, which was identical for both tutors. Some were obtained 
from existing sources [7, 8], however, most problems were written especially for this 
ITS. An example of one of the problems in the tutor is 

 

Die ? Blumen gefallen mir. (bunt) (I like the colourful flowers) 
 

The two tutors shared a very similar interface. In the centre of the screen was an 
area for the student to answer the question. The problem was displayed in the form of a 
sentence with a gap left where the adjective should be, and the adjective to be inserted 
was given in brackets at the end of the sentence. Below there was a selection box that 
allowed the student to choose the desired feedback level, and a button to submit their 
answer for evaluation. Feedback messages appeared at the bottom of the screen.  

Students using the experimental system were asked to fill in the gender and case of 
the noun, the article type, and the adjective with its ending. The possible answers for 
gender, case and article were all given in combo boxes. This ensured that there would 
not be problems with students referring to the same concept by a different name, or 
misspelling names. Below the combo boxes there was a text field for the student to 
fill in the appropriate form of the adjective. Students using the control were asked to 
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fill in the correct adjective form only. Domain constraints were sourced from a 
number of German textbooks (e.g. [8]), which contain advice on how students can 
remember the endings more easily.  

An evaluation study of the two tutors was conducted on the 6th of September 2006 
at the University of Canterbury, Christchurch. Students enrolled in a beginning 
German course used one of the two systems over one 50-minute period. The students 
had been taught adjective endings previously in class. The class was divided 
randomly into two even groups, and the students were first asked to complete a pre-
test. They then used the tutoring system for as long as time permitted, or until they 
finished all 55 questions. Afterwards they completed a post-test. Each test contained 
six questions in the same format as described previously. The final three questions 
also asked the student to specify the gender and case of the noun present in the 
sentence, and the type of article preceding the noun. The experiment was carried out 
in two streams. To allow for any difference in the difficulty of the pre- and post-tests, 
Test 1 was used as the pre-test for Stream A, and the post-test for Stream B; Test 2 
was used as the post-test for Stream A and pre-test for Stream B. 

23 students took part in the evaluation. 12 students used the experimental tutor and 
11 students used the control. Students using the control system solved more problems 
with fewer attempts than those using the experimental tutor. This result is 
unsurprising, because students using the control only had to fill in one value correctly, 
whereas students using the experimental tutor had to supply four values. Students 
using the experimental tutor also saw more feedback messages. This is also 
unsurprising; their task was larger so there were more opportunities to make mistakes. 

Unfortunately, the study revealed the pre- and post-tests were not of comparable 
difficulty. To overcome this, we compared the results for test 1 only, and compared 
the outcome for pre- and post-test regardless of which stream the students belonged 
to. This is not strictly valid because the samples are different; it relies on the 
assumption that the students in the two streams (and using the same tutor) were 
comparable, and this cannot be easily measured. Using this assumption, a t-test of the 
score for producing the correct adjective ending showed no significant difference 
between the test 1 pre-test scores for the two tutors (mean = 4.8 and 4.6 for the control 
and experimental groups respectively, SD = 0.8 and 1.6, p > 0.7). When test 1 is used 
as a post-test however, there is a larger difference between the two groups, with the 
experimental tutor achieving a score of 5.7 compared to 5.0 for the experimental 
group, although the result is not statistically significant (p = 0.15).  

We also compared the performance of the two groups in terms of their ability to 
perform the subtask (determine case and gender). Again there was no significant 
difference on pre-test score between the control and experimental groups (5.0 versus 
4.9). For the post-test, the experimental group again outperformed the control group, 
scoring an average of 5.7 compared to 4.8 for the control group. The result was 
statistically significant (p < 0.05). This is what we would expect, given that the 
experimental group practised this specific task. An analysis of learning curves [9] also 
showed a better “power curve” for the subtask constraints.  

Finally, the students were asked to fill in a subjective survey at the end of the 
study. Responses from were overwhelmingly positive to both versions of the tutor. 
Further, the staff from the German department indicated they would like to pursue 
this technology further, because the students had reacted so positively. They also 
commented that the results for the formal adjectives test were considerably higher 
than in previous years, which they attributed to the tutoring systems. 
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4   Conclusions 

Tutoring systems that teach natural languages are susceptible to the problem of 
ambiguity in student answers, making it difficult to apportion blame appropriately and 
thus provide effective feedback. Even a highly constrained domain such as German 
adjectives exhibits this problem. Requiring the student to supply additional 
information is often frowned upon because it reduces the similarity with “real world” 
problems and may thus negatively affect transfer. 

We examined this problem in the domain of German adjectives by providing two 
versions of a simple ITS; the control required the students to complete the original 
task only (and thus suffered from ambiguity) while the experimental group forced 
them to also complete a subtask that disambiguated their response. The results were 
not conclusive because of problems with the pre- and post-test difficulties. However, 
there was evidence from these tests that the experimental group performed better on 
both the original task and the subtask despite having solved considerably fewer 
problems because of the additional time needed to complete the subtask. This 
suggests that far from detracting from the students’ ability to complete the main task, 
the extra disambiguation benefited their learning. Further, when the domain models 
were analysed (via learning curves), the additional constraints required for the subtask 
appeared to enhance the performance of the model in capturing what was learned, 
suggesting that the subtask was an integral part of the main task.  

This study has shown that adding extra task requirements to overcome ambiguity 
in language learning is not always a bad thing, and can in fact be advantageous. This 
is a positive outcome that encourages us to further explore how constraint-based 
models may support language learning. 

References 

1. Menzel, W.: Constraint-based modeling and ambiguity. International Journal of Artificial 
Intelligence in Education 16(1), 29–63 (2006) 

2. Anderson, J.R., Corbett, A.T., Koedinger, K.R., Pelletier, R.: Cognitive Tutors: Lessons 
Learned. Journal of the Learning Sciences 4(2), 167–207 (1995) 

3. Rogers, M.: On major types of written error in advanced students of german. International 
Review of Applied Linguistics in Language Teaching 22(1), 1–39 (1984) 

4. Ohlsson, S.: Constraint-Based Student Modeling. In: Greer, J., McCalla, G. (eds.) Student 
Modeling: The Key to Individualized Knowledge-Based Instruction, pp. 167–189. Springer, 
Heidelberg (1994) 

5. Ohlsson, S.: Learning from Performance Errors. Psychological Review 3(2), 241–262 
(1996) 

6. Martin, B., Mitrovic, A.: Authoring web-based tutoring systems with WETAS. In: 
International conference on computers in education, Auckland. pp. 183-187 (2002) 

7. Werner, G.: Langenscheidts Grammatik-training Deutsch, Langenscheidt KG ( 2001) 
8. Kahlen, L.: Interactive German Made Easy. McGraw-Hill, New York (2006) 
9. Newell, A., Rosenbloom, P.S.: Mechanisms of skill acquisition and the law of practice. In: 

Cognitive skills and their acquisition, Anderson, J.R., (ed.), Lawrence Erlbaum Associates: 
Hillsdale, NJ. pp. 1–56 (1981) 



C. Conati, K. McCoy, and G. Paliouras (Eds.): UM 2007, LNAI 4511, pp. 430–434, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Tailoring and the Efficiency of Information Seeking 

Nathalie Colineau and Cécile Paris 

CSIRO - ICT Centre 
Locked Bag 17, North Ryde NSW 1670, Australia 

{nathalie.colineau,cecile.paris}@csiro.au 

Abstract. We present an empirical study assessing the impact of tailoring on in-
formation seeking tasks. Our aim was to evaluate whether providing tailored in-
formation would help people find the information they need more quickly and 
more accurately. Our results show that tailored documents have an impact on 
information seeking, at least when the information to be found is spread over a 
number of sources and needs to be synthesised.   

1   Introduction 

With the increasing amount of available information, finding what one needs is not an 
easy task. Tailoring information to people’s needs seems like an effective way to 
deliver information to people (e.g., [4], [3], [1], [5]). There have been experiments to 
test whether users prefer information customisation over generic information  
(e.g., [6], [7]), or whether tailored information leads to more behavioural changes 
when information is meant to influence behaviour (e.g., [2]).  However, the impact of 
tailoring on the efficiency of information seeking has not been tested. 

This is the specific question we addressed in this work: Is tailoring effective in an 
information seeking task? Our aim was to evaluate whether providing tailored infor-
mation would help people find the information they needed, allowing them to find the 
information more quickly and more accurately than when using generic information. 
We exploited one of our applications, SciFly [8], a system that automatically gener-
ates brochures tailored to the user’s stated interests (i.e., their query). The availability 
of both the generic (existing) brochures and the SciFly tailored brochures allowed us 
to compare the effectiveness of tailored brochures over generic brochures in informa-
tion seeking tasks. We describe our experimental setting and our results. 

2   Impact of Tailoring Content on an Information Seeking Task 

The objective was to assess the usefulness of tailoring in answering people’s informa-
tion needs, especially in situations when the topic of interest is spread over multiple 
documents, necessitating users to consult more than one document to get the informa-
tion. (Note that this is what currently happens when someone asks for a brochure 
about one or more topics, at least at CSIRO, as there cannot be a brochure for every 
possible combination of topics a customer may have.) We wanted to assess whether 
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producing a tailored brochure would help people get to the information they needed 
more quickly and more accurately. 

2.1   Experimental Design 

We did a two-group post-test only randomised experiment. Subjects were given 
brochures about a topic of research undertaken at CSIRO and asked to answer a set of 
factoid questions1 (e.g., who is the project leader of T1?). Some questions required 
browsing the entire document to find the answers, others looking for a specific 
paragraph. There were 4 questions and 12 facts to be found. The design (illustrated in 
Table 1) was done such that each group (of 12 subjects) performed the task twice: 
once with a tailored brochure and once with a set of non-tailored brochures. 

Table 1. Experiment setup 

 Non-tailored Tailored 
Topic1: Image Analysis Group A Group B 
Topic2: Environmental Informatics Group B Group A 

For repeatability purposes, we chose two different topics with two sets of similar 
questions. This allowed us to verify that the results observed in the first task were not 
due to a group but to the type of brochure (i.e., tailored vs. non-tailored). In the group 
performing the task with the tailored material (our treatment group), subjects were 
given only one brochure, a brochure generated by Scifly, tailored to the chosen topic. 
In the group performing the task with the generic material, subjects were given the set 
of existing (generic) brochures that covered the topic. As a result, there was additional 
content, in particular, content related to other projects carried out in the division’s 
laboratories. It is important to note, however, that the text fragments (paragraphs) 
used in the tailored brochures were the same as those used in the generic brochures; 
both were manually written by the communicators.  

Our aim was to find out whether one group would perform the task better (more 
correct answers, fewer incorrect answers) and whether one group would complete the 
task faster. Our hypotheses were that the group with the tailored brochures would 
perform better and faster, as the other group had to search for the relevant facts in 
more material and had irrelevant information, and that the group with the generic 
brochures would retrieve more incorrect answers. We used the following measures:  

− Time performance: We recorded the time spent to complete the task. 
− Recall of correct items of information: We counted for each subject the number of 

correct items of information retrieved out of the 12 items to be found. We calcu-
lated the mean of correct items for each group and computed a t-Test. We calcu-
lated the recall rate by computing the proportion of correct answers retrieved by the 
subjects out of the 144 correct answers (12 correct answers for 12 subjects). 

− Precision of information retrieved: We counted for each subject the number  
of incorrect items of information brought back instead of (or in addition to) the  

                                                           
1 The questions had clear factual answers to avoid ambiguity in the judgment of correctness. 
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correct answers. (Sometimes, the subjects answered the question correctly but in-
cluded additional irrelevant and thus incorrect information.) We calculated the 
mean of incorrect items of information retrieved for each group and computed a t-
Test. We calculated the precision rate by taking the proportion of correct answers 
retrieved by the subjects (a maximum of 144) to all answers retrieved by the sub-
jects (which could be more than 144, if they retrieved incorrect items as well as 
correct ones). 

2.2   Results 

We used the tools available at http://faculty.vassar.edu/lowry/VassarStats.html. Table 2 
shows the results on time performance. They confirm the direction of our hypothesis: 
for both topics, the group performing with the non-tailored brochures took more time 
to perform the task than the group with the tailored brochures: most subjects needed 
between 400 and 600 seconds to complete the task with the tailored brochure, while 
they needed between 100 and 200 seconds more with the non-tailored brochures. The 
difference observed is statistically significant. 

Table 2. t-Test results for the time performance (mean time for each group, in seconds) 

 Non-tailored brochures Tailored brochures 
Group A 626.5 Group B 409.75 
t +3.83 df 22 Topic 1 
P one-tailed 0.000456 

     
Group B 602.08 Group A 483.5 
t +1.76 df 22 Topic 2 
P one-tailed 0.0461535 

Table 3. t-Test results for the number of correct items of information retrieved (mean) 

 Non-tailored brochures Tailored brochures 
Topic 1 Group A 10.5 Group B 10.41 
     

Group B 8.16 Group A 10.5 
t +2.85 df 22 Topic 2 
P one-tailed 0.0046565 

As shown in Table 3, when the task was performed the first time (i.e., on topic 1), 
there was hardly any difference on the number of correct items of information re-
trieved. The difference in mean did not confirm the direction of our hypothesis, as 
group A (with generic brochures) retrieved more correct items on average than group 
B (with tailored brochure). The difference is tiny (overall, one more correct item was 
found), but enough to reject our hypothesis. Thus, there was no need to perform the  
t-Test to determine the level of confidence. Considering their closeness in perform-
ance, we consider that the two groups performed equally on that measure. 
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When performing the task for the second time (i.e., on topic 2), however, the dif-
ference was statistically significant (at and beyond 0.005). Considering that the sub-
jects were less familiar with topic 2 (which we know from a questionnaire), the cus-
tomised brochure may have provided a real difference here, reducing considerably the 
search space and facilitating the retrieval of information. Note that the recall perform-
ance for the group working with the tailored brochure is constant across topics, aver-
aging the retrieval of 10 items out of 12. In contrast, the recall performance for the 
group working with the non-tailored brochures dropped significantly from an average 
of 10 to 8 correct items retrieved. (See Table 5.) 

Table 4 shows the number of incorrect items of information retrieved2. In both 
tasks, the group performing with the tailored brochure performed better, bringing 
back less irrelevant content. However, this is statistically significant in the first case 
only. We have no explanation as to why this is the case. We did notice that, in most 
cases, it was not so much people answering the questions wrongly, but more people 
including additional (irrelevant) information.  

Table 4. t-Test results for the number of incorrect items (mean) 

 Non-tailored brochures Tailored brochures 
Group A 1.75 Group B 0 
t +3.78 df 22 Topic 1 
P one-tailed 0.000515 

     
Group B 2.91 Group A 1.83 
t +1.05 df 22 Topic 2 
P one-tailed 0.152558 

Table 5. Recall rates, precision rates and F-measures 

 Non-tailored brochures Tailored brochures 
Recall 87.5% Recall 86.7% 
Precision 85.7% Precision 100% Topic 1 
F-measure 0.86 F-measure 0.92 

     
Recall 68% Recall 87.5% 
Precision 73.6% Precision 85.1% Topic 2 
F-measure 0.70 F-measure 0.86 

Putting these results in perspective using the F-measure (see Table 5), we observe 
that, in terms of overall performance, the group with the tailored brochures did better. 

Referring back to our original hypotheses, we can conclude that we have shown 
that the results observed were not due to the performance of a specific group, but due 
to the tailoring. With content tailored to their needs, people can find the information 
they are looking for more quickly, more accurately, and thus, overall, demonstrate 
better performance. 

                                                           
2 For example, for the question about naming the divisions carrying out some research on  

topic 1, if the names given were incorrect, we counted 1 point by incorrect name. 
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3   Conclusion 

Our aim was to understand the impact of tailoring on information seeking tasks. We 
presented an experiment and its results, showing that tailored documents have an 
impact on information seeking, at least when the information to be found is spread 
over a number of sources. With documents tailored to their needs, people find the 
information they seek more quickly, and overall, more accurately. We can conclude 
that tailoring is indeed useful in information seeking tasks.  
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Abstract. A standing question in the field of Intelligent Tutoring Systems and 
User Modeling in general is what is the appropriate level of model granularity 
(how many skills to model) and how is that granularity derived? In this paper 
we will explore models with varying levels of skill generality (1, 5, 39 and 106 
skill models) and measure the accuracy of these models by predicting student 
performance within our tutoring system called ASSISTment as well as their 
performance on a state standardized test. We employ the use of Bayes nets to 
model user knowledge and to use for prediction of student responses. Our 
results show that the finer the granularity of the skill model, the better we can 
predict student performance for our online data. However, for the standardized 
test data we received, it was the 39 skill model that performed the best. We 
view this as support for fine-grained skill models despite the finest grain model 
not predicting the state test scores the best. 

1   Introduction 

There are many researches in the user modeling community working with Intelligent 
Tutoring Systems and using Bayesian networks to model user knowledge [3, 4, 7]. 
Greer and colleagues [6] have investigated methods for using different levels of 
granularity and ways to conceptualize student knowledge. We seek to address the 
question of what is the right level of granularly to track student knowledge. 
Essentially this means how many skills should we attempt to track? We will call a 
set of skills (and their tagging to questions) a skill model.  We will compare different 
skill models that differ in the number of skills and see how well the different models 
can fit a data set of student responses collected via the ASSISTment system [8].   

1.1   Background on the MCAS State Test and ASSISTment Project 

We will be evaluating our models by using the 8th grade 2005 Massachusetts 
Comprehensive Assessment System (MCAS) mathematics test which was taken after 
the online data being used was collected. The ASSISTment system is an e-learning 
and e-assessing system [8]. In the 2004-2005 school year, 600+ students used the 
system about once every two weeks. Eight math teachers from two schools would 
bring their students to the computer lab, at which time students would be presented 
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with randomly selected MCAS test items. Each tutoring item, which we call an 
ASSISTment, is based upon a publicly released MCAS item which we have added 
“tutoring” to. We believe that the ASSISTment system has a better chance of showing 
the utility of fine-grained skill modeling due to the fact that we can ask scaffolding 
questions that break the problem down in to parts and allow us to tell if the student 
got the item wrong because they did not know one skill versus another. As a matter of 
logging, the student is only marked as getting the item correct if they answer the 
question correctly on the first attempt without assistance from the system. 

2   Model Creation and Prediction 

In April of 2005, a 7 hour “coding session” was staged where our subject-matter 
expert, Cristina Heffernan, with the assistance of the 2nd author, set out to make up 
skills and tag all of the 300 existing 8th grade MCAS items with these skills. Because 
we wanted to be able to track learning between items, we wanted to come up with a 
number of skills that were somewhat fine-grained but not too fine-grained such that 
each item had a different skill. We imposed upon our subject-matter expert that no 
one item would be tagged with more than 3 skills. She gave the skills names, but the 
real essence of a skill was what items it was tagged to. This model is referred to as the 
'April' model or the WPI-106. The National Council of Teachers of Mathematics and 
the Massachusetts Department of Education use broad classifications of 5 and 39 skill 
sets. The 39 and 5 skill classifications were not tagged to the questions. Instead, the 
skills in the coarse-grained models were mapped to the finer-grained models in a “is a 
part of” type of hierarchy, as opposed to a prerequisite hierarchy [3]. The appropriate 
question-skill tagging for the WPI-5 and WPI-39 models could therefore be derived 
from this hierarchy. 

2.1   How the Skill Mapping Is Used to Create a Bayes Net 

Our Bayes nets consist of 3 layers of binomial random variable nodes.  The top layer 
nodes represent knowledge of a skill set with a background probability of 0.50, while 
the bottom layer nodes are the actual question nodes with conditional probabilities set 
to 0.10 for guess and 0.05 for slip. The intermediary 2nd layer consists of ALL1 gates 
that, in part, allow us to only specify a guess and slip parameter for the question nodes 
regardless of how many skills are tagged to it. The guess and slip parameters were not 
learned but instead set ad hoc. When we later try to predict MCAS questions, a guess 
value of 0.25 will be used to reflect the fact that the MCAS items being predicted are 
all multiple choice, while the online ASSISTment items have mostly been converted 
from multiple-choice to text-input fields. Future research will explore learning the 
parameters from data. 

                                                           
1 An ‘ALL’ gate is equivalent to a logical AND. The Bayes Net Toolkit (BNT) we use 

evaluates Matlab's ALL function to represent the Boolean node. This function takes a vector 
of values as opposed to only 2 values if using the AND function. Since a question node may 
have more than 2 skills tagged to it, the ALL function is used. 
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2.2   Model Prediction Procedure 

A prediction evaluation is run for each model one student at a time. The student's 
responses are presented to the Bayes net as evidence and inference (exact join-tree) is 
made on the skills to attain knowledge probabilities. To predict each of the 29 
questions we used the inferred skill probabilities to ask the Bayes Net what the 
probability is that the student will get the question correct. We get a predicted score 
by taking the sum of the probabilities for all questions. Finally, we find the percent 
error by taking the absolute value of the difference between predicted and actual score 
and dividing that by 29. The Average Error of a skill model is the average error 
across the 600 students.  

3   Results 

An early version of the results in this section (using approximate inference instead of 
exact inference and without Section 3.1) appears in a workshop paper [8]. The MAD 
score is the mean absolute difference between predicted and actual score. The 
under/over prediction is our predicted average score minus the actual average score 
on the test. The centering is a result of offsetting every user’s predicted score by the 
average under/over prediction amount for that model and recalculating MAD and 
error percentage.  

Table 1. Model prediction performance results for the MCAS test. All models’ non-centered 
error rates are statistically significantly different at the p<.05 level. 

Model Error MAD Under/Over Cent. Error Cent. MAD 

WPI-39 13.40% 3.89 ↓ 1.9 12.28% 3.56 

WPI-106 14.88% 4.31 ↓ 1.7 14.12% 4.10 

WPI-5 18.60% 5.39 ↓ 4.2 13.98% 4.06 

WPI-1 23.77% 6.90 ↓ 5.0 18.70% 5.42 

3.1   Internal/Online Data Prediction Results 

To answer the research question of how well these skill sets model student 
performance within the system we measure the internal fit. The internal fit is how 
accurately we can predict student answers to our online question items. If we are able 
to accurately predict a student's response to a given question, this brings us closer to a 
computer adaptive tutoring application of being able to intelligently select the 
appropriate next questions for learning and or assessing purposes. Results are shown 
bellow. 
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Table 2. Model prediction performance results for internal fit 

Model Error MAD Under/Over Cent. Error Cent. MAD 

WPI-106 5.50% 15.25 ↓ 12.31 4.74% 12.70 

WPI-39 9.56% 26.70 ↓ 20.14 8.01% 22.10 

WPI-5 17.04% 45.15 ↓ 31.60 12.94% 34.64 

WPI-1 26.86% 69.92 ↓ 42.17 19.57% 51.50 

 
The internal fit prediction was run similar to an N-fold cross validation where N is 

the number of question responses for that student. The network was presented with 
evidence minus the question being predicted. One point was added to the internal total 
score if the probability of correct was greater than 0.50 for that question. This was 
repeated for each question answered by the student. The mean absolute difference 
between predicted total and actual total score was tabulated in the same fashion as the 
section above. All the differences between the models in Table 2 were statistically 
significantly different at the p < .05 level. 

4   Discussion and Conclusions 

The results we present seem mixed on first blush. The internal fit showed that the 
finer grained the model, the better the fit to the data collected from the ASSISTment 
system. This result is in accord with some other work we have done using mixed-
effect-modeling rather than Bayes nets [5].  Somewhat surprising, at least to us, is that 
this same trend did not continue as we expected in the result shown in Table 1. In 
hindsight, we think we have an explanation. When we try to predict the MCAS test, 
we are predicting only 29 questions, but they represent a subset of the 109 skills that 
we are tracking. So the WPI-106, which tries to track all 106 skills, is left at a 
disadvantage since only 27% of the skills it is tracking appear on the 2005 MCAS 
test. Essentially ¾ of the data that the WPI-106 collects is practically thrown out and 
never used. Whereas the WPI-39 can benefit from its fine-grained tracking and 46% 
of its skills are sampled on the 29 item MCAS test.  

As a field we want to be able to build good fitting models that track many skills. 
Interestingly, item response theory, the dominate methodology used in assessing 
student performance on most state tests, tends to model knowledge as a 
unidimensional construct by allowing the items themselves to vary in difficulty (and 
other properties of items like discrimination and the probability of guessing).  Some 
of our colleagues are pursuing item response models for this very dataset [1, 2] with 
considerable success, but we think that item response models don’t help teachers 
identify what skills a students should work on, so even though it might be very good 
predictor of students, it seems to suffer in other ways.  



 The Effect of Model Granularity on Student Performance Prediction 439 

5   Future Work 

Our results suggest the 106 skill model as being best for internal fit while the 39 skill 
model is best for the MCAS test, however, a combination of models may be optimal. 
Building a hierarchy in an aggregate or prerequisite way [3] will likely best represent 
the various granularities of student understanding and comprehension. These levels of 
understanding may change over time, so a dynamic Bayes approach will be needed to 
model these changes as well as model the important variable of learning.  
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Abstract. User’s privacy concerns represent one of the most serious obstacles 
to the wide adoption of mobile social software applications. In this paper, we 
introduce a conceptual model which tackles the problem from the perspective of 
trade-off between privacy and trust, where the user takes the decision with 
minimal privacy loss. To support the user decision, we introduce the Mobile 
Access Control List (Macl), a privacy management mechanism which takes into 
account the user attitude towards mobile sharing, his communication history 
and social network relationships. 

Keywords: Privacy, Sharing, Trust, Mobile Social Software.  

1   Introduction 

Today, more than two billion people daily use mobile phones to communicate, mostly 
calling or sending text messages. The shift from second to third generation (3G) has 
transformed mobile phones into mobile multimedia computers, which are able to 
connect to the Internet, take pictures, record clips or watch movies, just to mention 
some of the features not available a few years ago. Although they are not yet widely 
spread, mobile data services are expected to grow in the coming years, while voice 
call revenues decrease. In particular, successful social web paradigms, like blogs and 
media sharing Internet services, will be accessible and integrated with mobile devices 
through mobile social software applications (MoSoSo), typically running on 
Smartphones and PDAs. Extending Shirky’s definition of social software MoSoSo 
has been previously defined as a kind of software that supports interaction among 
networked mobile users [10]. Thus, it is a class of mobile applications whose scope is 
to support social interaction among interconnected users, with the emphasis of 
collaboration and data sharing. In some cases, MoSoSo is implemented by the vendor, 
as in the case of Nokia [13] or developed by third parties [6]. Being personalization 
through contextual data one of the salient characteristics of MoSoSo, one of the most 
serious obstacles to their adoption is represented by users’ privacy concerns. Hence, 
there is need of providing effective mechanisms for privacy management of personal 
data. 
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2   Theoretical Background 

2.1   Mobile Privacy Management 

Social interaction is a complex phenomenon; although a lot of research and theories 
have been proposed, there is not a single framework to explain human social 
behavior. A classic framework, very influential in HCI, although originally developed 
for face-to-face settings, has been introduced by Erving Goffman [8]. More recently, 
researchers have studied how individuals perceive their status in social groups [2]. 
Human social behavior has been studied also from other perspectives; for example, 
marketing literature suggests that it is motivated mainly by value, which is shaped by 
both economic (utility related) and psychological (needs related) factors [3]. Benefits 
can be either extrinsic or intrinsic [5].  

Theories of human social behavior have been utilized in mobile and ubiquitous 
computing environments to investigate privacy concerns [1,4,9,16] and they typically 
take into account not only individual needs, but also recurrent patterns of social roles 
and relationships. An important aspect of the problem concerns the identification of 
the parameters to consider when designing for privacy in the mobile context. One of 
them is certainly privacy harm, defined also as user’s global privacy sensitivity [14]. 
This parameter has been studied as an individual utility maximization problem from 
the user - service provider perspective, making a distinction between general and 
individualized privacy policies. When considering the trade of personal data between 
end users, such policies do not exist and are often agreed time by time. As Raento 
observes [15], “the privacy of a piece of data is approximately equal to the expected 
benefit you can gain from disclosing it, minus the expected harm that may come from 
disclosing it”. Analyzing the problem from the perspective of the trade-off between 
privacy and trust [17], the user choice follows a process which consists of the 
following steps: 

1 Decide whether to trade trust for privacy or not 
2 Determine minimal privacy damage  
3 Compute trust gain  
4 Trade privacy for trust if trust gain is greater than minimal privacy damage 
5 Selection: user selects the set with minimal privacy loss  

3   Mobile Privacy Management Design 

3.1   General Approach 

Observing the model suggested in [17], there are two core elements needed to let the 
user make a selection: the computation of trust gain and estimation of minimal 
privacy damage. Here, we assess such attributes on the basis of three dimensions: the 
user, the recipient and the data. From the system perspective, users are represented by 
their profile, containing not only data which is visible to others (name, phone number, 
date of birth, photo…), but also an hidden section, which consists of mobile usage 
patterns, attitudes towards sharing and history of social behavior, expressed by 
communication logs of past interaction with his social network. Communication 
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history and system usage patterns can support the user in a number of ways; for 
instance, to automatically infer and measure his social network [7]. Here, user’s 
communication logs, together with information present in the user profile, are used to 
assess the level of acquaintance with a certain contact. With appropriate algorithms, 
such as the ones suggested in [11], it is possible, making some simplifications, to 
translate the data logs, which represent the network distance, into social distance. This 
process has its roots in Moreno’s sociometric measurement [12], which has been very 
influential in the field of Social Network Analysis.  

3.2   Minimal Privacy Damage 

Although one of the steps of the privacy-trust trade-off problem is the computation of 
privacy damage, we consider here the privacy sensitivity perceived by the user for 
any kind of information that can be shared. Obviously, there is a relation between the 
two parameters: for low sensitivity items, the potential privacy damage is small. On 
the contrary, for very sensitive items, the value of privacy damage is high.   

The easiest way to assess the privacy sensitivity associated with sharable items is 
to ask the user his opinion about them. This strategy is used when configuring Internet 
firewalls; for example, in ZoneAlarm, the default configuration is obtained by 
analyzing the user answers to a few questions concerning Internet security, 
connection type and surfing habits. In a similar way, the user is asked to express a 
value for the privacy sensitivity of each item that could be shared with his mobile, 
including location, status and mood, address-book, calendar, ring-tones, applications 
and personal media (photos, videos). User’s answers will be encoded as default rule in 
the Mobile Access Control List (Macl), introduced in the next section. A range of 
values is used to express how sensitive a piece of information is, including “Highest 
sensitivity”, “High sensitivity”, “Medium sensitivity”, “Low sensitivity”, “No 
sensitivity”. Textual labels are easy to choose for the user, but have a corresponding 
numerical value used by device. A possible mapping assigns “1” to the “Highest 
sensitivity and “0” to “No sensitivity”, with the other labels having intermediate 
values in this range.  

3.3   User Profile and Mobile Access Control List (Macl) 

Once the user has compiled the survey, the application generates the user profile, 
which consists of public and private sections. The former is a section that can be 
disclosed to others, while the latter is either hidden or used only by the user for 
personalization of the application. The most important structure present in the user 
profile is the Mobile Access Control List (Macl), private table which expresses 
associations of sharable items (columns) and rules connected to perceived privacy 
sensitivity values (rows). As the access control list (Acl) used in computer systems, it 
maintains and controls access privileges to certain actions. In this case, the actions are 
related to sharing contents between end users in mobile context.  

A Macl (Fig.1) consists of three types of rules: default, contact and context. Only 
the first one, which is created with the user’s answers to the survey, is mandatory. In 
that case, the same privacy settings are applied to all users and in any context. To 
 



 To Share or Not to Share: Supporting the User Decision 443 

achieve higher personalization, additional lines can be added for each of the contacts 
present in the address-book or for specific contexts. As logical expressions, rules 
might become very complex when more parameters are involved.  

Rule Type Label Location Status Mood … Personal Media 
Default Default Highest. Low  Low  … Medium 
Contact Name1 High High High … High 
…     …  
Context AtWork Highest Low Low … High 

Fig.1. Example of Mobile Access Control List (Macl) 

A Macl is updated either by manual user interventions or automatically by the 
system, by using probabilistic models based on user communication and history of 
past interactions with the system. As one of our initial goals was to reduce the time 
and effort required to the user when granting sharing permissions, one might observe 
that the specification of context rules and privacy sensitivity values for each contact 
present in the address-book might even require a higher workload for the user. Once 
again, it is a matter of finding a good compromise between quality of results and user 
intervention. Of course, manual specification of rules and settings requires additional 
work, but also produces more reliable results. However, average users are usually 
happy with the default configuration, which requires only the initial effort of 
answering to a short survey. One additional means for improving trust would require 
that each time a person is using somebody else trusted information, the original owner 
should be notified or asked for permission to use that information. This kind of 
disclosure policy would create symmetric privacy situations, similar to the ones often 
happening in face-to-face communication. 

4   Conclusion 

In this article, we introduced a conceptual model for dealing with privacy in MoSoSo 
applications. Even if human social behavior and mobile context are complex 
phenomena, automatic support of the user decision making is in some cases a 
desirable feature. Already today, the need of privacy management mechanisms is 
perceived as important, but in the near future it will become essential. Through agent 
technology, ubiquitous services will access and exchange personal data on behalf of 
the user. Mobile access control lists and privacy management mechanisms could 
become a key component of ubiquitous services, leaving the control and decision to 
the user. Without that kind of support, the number of daily decisions could easily 
become unmanageable for the average user. For example, let us consider the problem 
of spam emails; in the early days of the Internet, users were not worried about spam, 
although it existed in several forms. After a few years, it became one of the most 
serious Internet problems. Today, a full solution to the problem has not been found, 
but spam filters have become an essential feature of email systems. In a similar way, 
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privacy management mechanisms could ensure a wider adoption of mobile social 
software. Future work includes the design of the optimal survey for the generation of 
the user profile and an evaluation of the proposed approach.  
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Abstract. Social tagging is a kind of social annotation by which users label re-
sources, typically web objects, by means of keywords with the goal of sharing, 
discovering and recovering them. In this paper we investigate the possibility of 
exploiting the user tagging activity in order to infer knowledge about the user. 
Up to now the relation between tagging and user modeling seems not to have 
been investigated in depth. Given the widespread diffusion of web tools for col-
laborative tagging, it is interesting to understand how user modeling can benefit 
from this feedback. 

1   Introduction and State of the Art 

With the beginning of the new millennium, the Web has seen a big transformation 
which led to the explosion of the so-called “social software” and to the definition of a 
new paradigm of the Web, the Web 2.01. This new paradigm offers users several ways 
to participate in the creation of web content: it makes easy and stimulating the process 
of tagging (labeling resources by means of keywords), inserting new contents, sharing 
objects, providing comments and so on. These activities are typically defined as “so-
cial” or “collaborative” annotations. In the last two years several projects have been 
developed in the field of adaptive systems. For example, Ahn et al. [1] use social 
annotation to improve information visualization by presenting visual indicators that 
provide information about user and group annotations to resources; Bateman et al. [3] 
propose a framework for integrating social tagging into a natural language ontology. 
Finally some works make tags themselves the object of adaptation, e.g. Xu et al. [8].  

Up to now nobody seems to have exploited tag annotation in order to enrich and 
extend the user model. van Setten [7] provide some ideas about how information 
systems can adapt themselves using annotations to support users in finding the infor-
mation they need. Moreover, they indicate that this profile can then be used for rec-
ommendation, using techniques as collaborative filtering or case based reasoning. 
This is indeed a way of tags, but it would be even more interesting to semantically 
analyze tags and reason on them in order to infer new knowledge about a specific 
user. 
                                                           
1 http://www.oreillynet.com/pub/a/oreilly/tim/news/2005/09/30/what-is-web-20.html 
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The aim of our work is quite to understand how tags can be used for user model-
ing, and specifically how tags can be useful to increase and improve the knowledge of 
an adaptive system about users. This work moves from a recommender system, 
iCITY [4], a web-based multi-device application that provides suggestions on cultural 
events in the city of Turin, and allows users to tag the events. Events are classified on 
the basis of a domain ontology, and suggestions are based on user model and user 
location, and the user interface is adapted to the device being used.  

The paper is structured as follows. In Sec. 2 we analyze reasoning on the action of 
tagging, and on the content of tags. We also present a test we carried out to support 
our analysis. Finally Sec. 3 concludes the paper and presents some open issues. 

2   Reasoning on Tags 

Tags can be useful in increasing and optimizing the knowledge of an adaptive system 
about a user. What we want to investigate in this first part of the section is the rele-
vance of tagging (meant as the action led by a user when adding tags), showing how 
and why this action could represent an important feedback for user profiling. Thus, we 
start analyzing the user model of iCITY and, in particular, the user dimensions that 
could be inferred from the action of tagging:  

i) user’s interactivity level, namely the measure of how much the user interacts 
with the system. It is related, on the one hand, with the willingness of the 
user to interact with the application, and, on the other hand, with the real 
possibility of the user to interact with it. The action of tagging seems to be a 
relevant indicator of the user interactivity level, since it requires some effort 
to accomplish it, compared to the other user actions;  

ii) user’s organization level, which identifies the attitude of the user in organizing 
and categorizing things. In all the tagging services available on the web, the 
main motivation for user to tag is to satisfy the need of organizing resources 
in a personal way in order to better visualize, store and retrieve them later;  

iii) user’s interest in a content, if a user spends time in selecting or inserting tags on 
a specific item she is probably interested in the item. 

Now, we want to investigate the chance to reason on the semantics of specific tags 
inserted by the user in order to enrich the user model by refining the value of existing 
user features and inferring new user features. To accomplish such a goal, the follow-
ing three main tasks seem to be necessary.  

1) Categorization of tags. In order to explore how iCITY users tag events and, con-
sequently, how this knowledge can be exploited for user modeling, we carried out an 
initial evaluation. We selected a list of events from the RSS channel that feeds  
iCITY2, to simulate the tagging activity on the web site. We chose 15 events belong-
ing to different categories (art, theatre, cinema, music, books), and then we set the 
items in three homogeneous groups to be presented to three different groups of users. 
We selected 39 users choosing them between students (23 subjects), researchers 
working in our departments (10 s.), relatives and friends (6 s.). We organized the 

                                                           
2 http://www.torinocultura.it/ 
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experimental tasks as follows: we showed each user a printed list containing 5 events 
and their description, and we asked them to tag them. They could freely write their 
own tags (up to 5 tags for event) or choose them from the words contained in the 
event description (the reason of this second option is that iCITY suggests also the tags 
automatically extracted from the event description). We collected 217 tags and we 
analyzed them in an inductive way, following the principles of the Grounded Theory 
[6]. The main two categories emerged from our analysis are the following: proposed 
tags (tags derived from the event description): 76% of tags and free tags (not derived 
from the description): 24% of tags. 

We then analyzed tags taking also into account other properties related to the 
tagged event. Thus other categories emerged: specific tags (tags that add some speci-
fication about the event): 61.19%; generic tags (tags that classify the event in a more 
general dimension): 22.37%; contextual tags (tags about the context of the event: 
location, time, etc.): 13.24%; synonym tags (tags that are synonyms of terms in the 
event description): 2.74%; invented tags (e.g. unhyphenated compound words like 
“PicassoExhibition”): 2.17%. Considering the gap between our test and the real online 
service iCITY provides, the next step of our analysis has been to integrate the classifi-
cation obtained by our test with the categories that could not be detected with it. Thus, 
first of all we included the categories Subjective tags (tags that express user's opinion 
and emotion) and Organizational tags (tags that identify personal stuff).  

Then, we took into account the types of tags suggested by iCITY, which suggests 
tags on the basis of i) the most popular tags in the community; ii) the most used tags 
previously inserted by the user, and iii) the tags recommended on the basis of the user 
model features combined with the event description. As a consequence, our classifica-
tion is extended with the following three categories: Most popular tags, Most used 
tags and Recommended tags. These categories will be taken into account as sub-
classes of the general class Proposed tags.  

2) How to automatically analyse tags. At this point of our analysis, the main  
problem to face with is how to transform all the above categories into information 
processable by machine in order to reason on them. According to the above tags clas-
sification, some tags can be analyzed exploiting the iCITY events ontology, other 
categories of tags can be detected on the basis of the user behaviour, but a better  
solution might be analyzing tags by mean of a natural language ontology, such as 
WordNet3. 

In the following we provide, for each category of our classification, some ideas of 
how to analyze them: 

- proposed tags/free tags: this is the easiest category to detect, since the categories 
are based on the user selections and the proposed selections are controlled by the 
system. Thus, it is possible to check if the tags come from the system’s inference 
(recommended tags), if they come from the most used tags of the user, if they be-
long to other users (most popular tags), if they are inserted for the first time from 
the user (free tags), and in this specific case also if they do not belong to the 
WordNet dictionary (invented tags); 

                                                           
3 http://wordnet.princeton.edu/ 
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- generic/specific tags: for each event, tags are recognized as “general” if they are 
mapped on the upper categories of the iCITY ontology; “specific” if they are 
mapped on instances or lower concepts of WordNet related to the categories of the 
ontology; 

- synonym tags: inserted tags are compared with WordNet vocabulary in order to 
identify synonyms of the word used in the description of the specific event; 

- contextual tag: by means of the WordNet vocabulary, iCITY tries to discover 
whether the tag is related to the context of the event. It is possible only for  
tags with a well-defined format (e.g. time) or tags which represent instances of 
previously identified as contextual concepts in WordNet (e.g. location-based  
concepts); 

- subjective tags: these tags express user's opinion and emotion, and, again, they 
can be identified by means of WordNet.  

- organizational tags: these tags can be used to organize events and thus it is diffi-
cult to recognize them by using WordNet. Tags can be assumed to be organiza-
tional if the same user uses them with a high frequency.  

Finally, we also consider the meaning of the tag: WordNet can return the category 
to which the tag belongs and this could be useful in order to discover whether the tag 
pertains to the same category of the event. E.g., a user could tag a movie like “Ray”, 
about the Ray Charles’ life, with the tag “jazz”, which is a lower concept of WordNet 
category three. A final remark to this section regards a big problem we have not taken 
into account up to now. It is the possible polysemy of tags, which can make difficult 
the use of WordNet. For discussions about that see Dix, Levialdi and Malizia [5]. 

3) Matching between tags and user model dimensions: starting from the above 
described classification of tags, we then analyzed how each tag category can be rele-
vant for user modeling dimensions. In the following we provide a description of it. 

If the user selects one of the proposed tags, we can infer a medium level of participa-
tion in the tagging activity; we can also assume a low level of knowledge on the 
content and a medium level of organization (maybe she could be not so interested in 
well categorizing the events). All these inferences are weak since the user behaviour 
could be due as well to slackness or to the fact that she simply found the right tag 
among those ones suggested by the system. Analyzing more specifically the type of 
the proposed tags, if the user selects the most popular tags we can weakly infer that 
she trusts the other people of the community and that she conforms herself to the 
general thought (conformism). While if she always uses the same tags after some 
interactions, we could infer a propensity to regular habits (orderliness). Finally, if the 
user selects tags recommended by the system, we could infer a high level of trust in 
the system. On the contrary, if the user uses a lot of free tags, we can make other as-
sumptions. Her knowledge in the topic is probably medium-high, because inserting 
free tags requires a specific knowledge in the area. It could also mean a high creativ-
ity, a great participation in the tagging activity (because using personal words re-
quires more effort than to simply selecting from suggested tags) and a high level of 
organization. The last three values are even higher when the free tag is an invented 
one. If the user uses specific words, this could indicate a great knowledge in the topic; 
but, on the contrary, if she uses generic words, this does not necessarily imply a  
low knowledge. In fact, if the generic words are appropriate, it could mean a high 
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knowledge that allows using high abstract concepts. The use of synonyms could imply 
again a good knowledge in the topic and a high level of creativity; while contextual 
tags could mean that the user has high practical knowledge probably derived from a 
direct participation at event, and thus a high interest in it. The meaning of the tag 
could reveal some cross-categorization, that could reveal a high knowledge in the 
event. Finally, organizational tags express a high attitude to organization and  
creativity and subjective tags reveal a tendency to personalize the interaction. 

3   Conclusion and Future Work 

In this paper we have analyzed the possible contribution that the analysis of tagging 
activity can bring to user modeling. The next step is to verify these hypotheses with a 
deep evaluation. At the same time we are investigating the possibility of exploiting 
the list of tags publicly available in the accounts (express through URLs) of the web 
communities the user belongs to, since most of them make the list publicly available 
in some xml-based syntax. By importing such tags (and to map them onto the domain 
ontology) it would be possible to enrich and extend the user model and consequently 
improve and refine recommendations.  
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Abstract. In the Web environment, user identification is becoming a
major challenge for admission control systems on high traffic sites. When
a web server is overloaded there is a significant loss of throughput when
we compare finished sessions and the number of responses per second;
longer sessions are usually the ones ending in sales but also the most
sensitive to load failures. Session-based admission control systems main-
tain a high QoS for a limited number of sessions, but does not maximize
revenue as it treats all non-logged sessions the same. We present a novel
method for learning to assign priorities to sessions according to the rev-
enue that will generate. For this, we use traditional machine learning
techniques and Markov-chain models. We are able to train a system to
estimate the probability of the user’s purchasing intentions according to
its early navigation clicks and other static information. The predictions
can be used by admission control systems to prioritize sessions or deny
them if no resources are available, thus improving sales throughput per
unit of time for a given infrastructure. We test our approach on access
logs obtained from a high-traffic online travel agency, with promising
results.

Keywords: Web prediction, navigation patterns, machine learning, data
mining, admission control, resource management, autonomic computing,
e-commerce.

1 Introduction

During the recent years there have been important changes in web technologies.
There has been a shift from originally serving mainly static pages to fully dy-
namic sites. Dynamic applications have a huge demand on CPU power, opposed
to network bandwidth that has been the traditional bottleneck of the web. Web-
sites now make the use of fully featured programming languages, implementing
XML-based web services for B2B communication, SSL for security, on-the-fly
generated media, and technologies such as AJAX and for interactivity. While
these technologies improve the user experience and privacy, they also increase
the demand for CPU power [2].
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With the increase of dynamic websites, system overload is becoming a com-
mon situation and its incidence is growing along. Improving the infrastructure
of a website might not be simple; for cost reasons, scalability problems or be-
cause some peaks are infrequent, websites might not be able to adapt rapidly
in hardware to user fluctuations. When a server is overloaded, it will typically
refuse to serve any connections, as resources get locked and a race condition
occurs. Session-based admission control systems [3] allow to maintain QoS on
overloads by keeping a high throughput in terms of properly finished sessions for
a limited number of users. However, by denying access to exceeding users, the
website looses potential customers.

This paper proposes a novel approach consisting of generating a model for
web user behavior in a real, complex website and using it to support decisions
regarding the allocation of the available resources, based on a revenue-related
metrics. In our user models, we try to understand how to best capture the fea-
tures that make a customer more likely to make a purchase, and therefore more
attractive — from the point of view of maximizing revenues — to maintain in
the system even in the case of a severe overload. In this sense, we are proposing a
per user-adaptive policy for admission control and session prioritization. Details
on related work are given in the extended version [1].

2 Our Approach

Our approach consists in using web dynamic application log files to learn models
that make predictions about each class of user future behavior, with the objective
of assigning a priority value to every customer based on the expected revenue
that s/he will generate, which in our case essentially depends on whether s/he
will make a purchase. For this we have developed the AUGURES architecture,
a prototype which currently implements: an access log preprocessor, to remove
non-user generated actions and rewrite the log in a more convenient format; a
module generating two high-order Markov chains, one for purchasing users and
another for non-purchasing users; and an offline learning module (the predictor)
running chosen classifiers form the WEKA machine learning package [4].

AUGURES is first trained by preprocessing a training log file, then the buy-
ing and non-buying Markov models are generated from it. Subsequently, each
transaction on the training log is passed through both Markov models and their
resulting probabilities added as static variables on the training log file. We then
build the predictor from the training data; from this point, we can run incoming
sessions from a new log file against the predictor, which will produce a probabil-
ity on the users’ purchasing intentions. In our generic approach we assume that
from the log files we can extract at least the following information for each user
transaction:

1. Date and time of transaction (discretized to a few categories).
2. Session identifier
3. “Tag”, identifying the type of transaction performed by the page.
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4. Whether the user is logged in at this moment.
5. Whether s/he is a returning customer, and whether s/he bought in the past.
6. Length of the current session, in number of transactions.
7. The “class”, that is, the behavior we want to predict. This information is

computed by looking “forward” in the logfile, so it can only be computed for
the training set.

We call the previous information static because it reflects little information about
the navigation path of the user in this session. On the other hand, it is reason-
able to believe that the sequence of requests made by the user should help in
predicting his/her future behavior. We call this sequence the dynamic informa-
tion of the session; it can be identified by the sequence of tags (user clicks) in
the associated transactions.

Unfortunately, most machine learning algorithms are not well adapted to deal-
ing with variables that are themselves sequences, and some ad-hoc mechanism
has to be designed. We propose to use higher-order Markov chains to obtain the
extra information. More precisely, we model separately the navigation patterns
of buyers and non-buyers with two order-k Markov chains (we use k = 2). These
Markov chains let us assign probabilities Pr[buyer|p] and Pr[nonbuyer|p] given
that the last k tags in the session are those described by the path p, see the
extended version for details [1].

3 Experiments

The data for the experiment was provided by Atrapalo.com, a high traffic Span-
ish online travel agency, that makes use of the above mentioned state-of-the-art
web technologies. It consisted of about 112,000 transactions collected over ap-
proximately one day. The data was preprocessed to remove erroneous entries,
transactions clearly corresponding to automated bots and crawlers, and one-click
sessions corresponding to banners. The resulting data contained 42 different tags
or “pages” accessed by the users in their navigation.

An important feature of the data is that only about 2% of the sessions end in
purchase; since buying sessions are longer in average than non-buying ones, this
means about 6.6% of transactions have “buying” label. We prepared a training
dataset of about 7,000 transactions. These were chosen randomly, except that
we forced that about 50% were buying ones so that these were sufficiently rep-
resented. Another dataset was prepared for testing, containing the rest of the
buying transactions plus a sufficient number of non-buying ones not appearing
in the training dataset, so that the proportion of buyers was the original 6.6%.

After building a classifier using the training dataset, we can compute for each
transaction in the testing set a “true” buying/nonbuying label and a “predicted”
label. Thus, we can divide them into the 4 typical categories of true positives (tp),
false positives (fp), true negatives (tn), and false negatives (fn). For example,
false positives are the transactions that are predicted to be followed by purchase
but that in fact did not.
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j48 classifier NB classifier Logistic

%recall 78.1 68.5 72.4
%precision 9.8 8.4 9.0

Fig. 1. Models built by different classifiers admitting N=30,000 transactions

The measures we are interested in this study are the classical recall and pre-
cision, as well as one that is specific to our setting, which we call %admitted.

– %admitted is (tp+fp)/(tp+fp+tn+fn), or the fraction of incoming trans-
actions that would be admitted into the system. The number if allowed
transactions is the one that may be limited by the available infrastructure.

– the recall is tp/(tp+fn), the fraction of real buyers that are admitted.
– the precision is tp/(tp+fp), the fraction of admitted transactions that really

end up in purchase.

For the time being, we control the %admitted quantity by the ad-hoc but simple
method of assigning different weights to buyers and nonbuyers when training.
In a first set of experiments, we wanted to compare different learning methods.
We used the 50%buyers-50%non-buyers training dataset to train a logistic linear
regression (WEKA’s Logistic method), a decision tree (WEKA’s j48 method),
and a Naive Bayes classifier.

We also fixed %admitted to about 28.5%, so that 30,000 transactions in the
test dataset are admitted. The results are given in Figure 1. One can see that
there are noticeable, but not drastic, differences in recall and precision among
the methods. An important implication can be drawn from the recall figures,
which reaches 78% for the j48 method: in an overload situation where less than
30% of the transactions can be admitted, a system admitting transactions at
random, also a 30% of all buying transactions would be admitted, and 70% of
buyers would be unserved; by using our mechanism, we would instead accept
78% of the buying transactions and leave only 22% buyers unserved.

In a second set of experiments we wanted to simulate the effect of different
infrastructure capacity. We repeated the experiment above for different values
of %admitted or, equivalently, for different numbers of admitted transactions N .
We present the results (for the j48 method only) on Figure 2.

One can observe that as admission is made harder (N decreases), both recall
and precision strictly grow. In other words, when less resources are available our
system tends to let in only the most promising transactions.

N=5,000 N=10,000 N=30,000 N=50,000

%admitted 4.2 10.5 28.2 42.4
%recall 40.6 54.41 78.1 85.8

%precision 34.5 18.3 9.8 7.0

Fig. 2. Models built by the j48 classifier forcing %admitted to different values
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4 Conclusions

Websites might become overloaded by certain events such as news events or
promotions, as they can potentially reach millions of users. When a peak situa-
tion occurs most infrastructures become stalled and throughput is reduced even
though there are more users. To prevent this, load admission control mechanisms
are used to allow only a certain number of sessions, however current session based
admission systems don’t differentiate between users and might be denying ac-
cess to users with the intention to purchase. As a proof of concept, we have
taken a dataset from high traffic online travel agency to perform experiments to
approximate users purchasing intentions from their navigational patterns.

In our experiments, we are able to train a model from previously recorded nav-
igational information that can be used to tell apart, with nontrivial probability,
whether a session will lead to purchase after a few clicks. From the results, in a
situation where less than 30% of the transactions can be admitted, AUGURES
would admit 78% of buying customers opposed to 30% from a random strategy.
By assigning different weights to false positives and false negatives, the model
can adapt itself dynamically maintaining a reasonable precision. As future work
we plan to investigate other models to improve predictions, classification crite-
ria, and at the same time test the applicability of the predictor models for a
production environment. For further details please refer to the extended version
or research group site [1].

Acknowledgements

This work is supported by the Ministry of Science and Technology of Spain
and the European Union under contract TIN2004-07739-C02-01. R. Gavaldà is
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cure dynamic web applications scalability. In: 19th International Parallel and Dis-
tributed Processing Symposium, pp. 166–176. Denver, Colorado, USA (2005)

3. Guitart, J., Carrera, D., Beltran, V., Torres, J., Ayguadé, E.: Session-Based Adap-
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Abstract. The Pittsburgh Science of Learning Center (PSLC) is developing a 
data storage and analysis facility, called DataShop. It currently handles log data 
from 6 full-year tutoring systems and dozens of smaller, experimental tutoring 
systems.  DataShop requires a representation of log data that supports a variety 
of tutoring systems, atheoretical analyses and theoretical analyses.  The theory-
based analyses are strongly related to student modeling, so the lessons learned 
in developing the DataShop’s representation may apply to student modeling  
in general. This report discusses the representation originally used by the 
DataShop, the problems encountered, and how the key concept of “step” 
evolved to meet these challenges.  

Keywords: Student modeling, educational data mining, tutoring systems. 

1   The Pittsburgh Science of Learning Center DataShop 

The PSLC DataShop (http://learnlab.web.cmu.edu/datashop/) provides the following 
functions: (1) Data security with appropriate anonymity; (2) A standard, extensible 
representation; (3) Easy export to standard tools, such as spreadsheets and statistical 
packages; (4) Analytic tools specific to log data; and (5) Reification of the PSLC 
theoretical framework. This last goal is explained below. 

The DataShop grew out of Ritter and Koedinger’s [1] standard framework for 
representing log data. Its analysis tools, which are described below, evolved from 
Anderson and Koedinger’s early work on learning curves [2].   

The DataShop is part of the PSLC LearnLab—an internationally shared facility 
for doing in vivo experimentation (http://www.learnlab.org). Although the 
DataShop is in daily operation supporting thousands of students, teachers and 
researchers around the world, it is still developing in order to incorporate new kinds 
of student-tutor interactivity. We report on the representational challenges that have 
been faced. 
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2   Three Levels of Description 

The log data are a chronological record of all the student’s interactions with a tutoring 
system. These interactions are described at three levels: transactions, step histories 
and knowledge component applications.  Each level is described below. 

The lowest level is the transaction [1], which is a communication between the 
student and the system. For instance, the following is a sequence of transactions in an 
algebra tutor: 

1. The tool displays “2x(3-4x)-13 =__x^2 + __x + __ = (__x + __)(__x + __)”. 
2. The student puts the cursor in the first blank and enters “8”. 

The tutor tells the student that the entry is incorrect. 
3. The student asks for a hint. 
 The tutor tells the student “Check your signs.” 
4. The student replaces the “8” with “-8”. 
 The tutor tells the student that the entry is correct. 
5. The student puts the cursor in the next blank and enters “6”. 
 The tutor tells the student that the entry is correct. 

The next level represents the log data as a sequence of episodes, called step-attempt 
histories [3]. Each episode is terminated by a step, which is a user interface action that 
is correct and advances the solution of the problem. The history of that step consists 
of the student’s incorrect attempts at entering that step, help requests, hints, and any 
other transactions that might aid the student to make the step. For instance, in the list 
above, transactions 2 through 4 comprise the first step-attempt history; transaction 5 is 
the second one. This level of description assumes that only some user interface 
actions are steps, and that the correct/incorrect distinction makes sense for them. 
Thus, this level of representation has some theoretical commitments, but fairly weak 
ones.  

The third level of description is based on the PSLC theoretical framework, which 
assumes that domain knowledge can be usefully decomposed into knowledge 
components [4]. This is intended to be a generic, neutral term that covers many kinds 
of knowledge: procedural, conceptual, perceptual, etc. For example, in learning 
Chinese as a second language, a single knowledge component (KC) might represent a 
word’s phonological, orthographic, and semantic representations, as well as the 
associations between them. In physics, Newton’s third law might be represented as a 
single knowledge component. Most PSLC tutoring systems represent domain 
knowledge as KCs, and they label every step with the KCs that must be applied to 
generate that step. For instance, the step entered at line 7 above results from applying 
two KCs: the Distributive Law and Simplification. Thus, at this level of description, 
the log data are viewed as a sequence of knowledge component applications.  

3   The DataShop’s Analytical Tools 

We discuss only two tools, the Error Report and the Learning Curve generator, that 
illustrate the need for the three levels of log data description. 
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In its simplest usage, the Error Report is given a problem and prints a table  
that lists each step in the problem along with a summary of the students’  
step-attempt histories. For instance, the error report for filling in the first blank of 
“2x(-4x+3)-13= __x^2+…”, might state that: 69% of the students entered the correct 
response on the first attempt, 12% asked for a hint,  10% entered “8” and got the hint 
“Check your signs,” and 9% entered “-4” and got the hint “Hmm; not what I got. 
Please try again.” Such error reports are useful for determining which common errors 
are not receiving pedagogically useful feedback.  The Error Report uses only the step 
level of description.  KC applications play no role in its reports, so a tutoring system 
that does not use KCs can still get Error Reports for its log data.  

 

Fig. 1. Learning Curve for the KC Select-Given-Value-Reason 

In our usage, a learning curve displays the students’ increasing mastery of a 
knowledge component over time [2, 5]. As a simple illustration, suppose we want a 
learning curve for a particular KC for a particular student. The tool first locates all the 
step-attempt histories corresponding to applications of that KC. For each history, it 
calculates the assistance score, which is simply the number of help requests plus the 
number of errors in that episode. For instance, for the first step-attempt history 
mentioned above (transactions 2 through 4), the assistance score is 2; for the second 
step-attempt history, the assistance score is 0. Then the Learning Curve generator 
plots a graph (see Fig. 1) where the points correspond to step-attempt histories, the y-
axis is the assistance score, and the x-axis is ordinal and chronological (i.e., the Nth 
KC application is at x = N on the graph.) Theory suggests that the learning curve 
should start with large amounts of assistance on the first KC application, less on the 
second, and so on. Often the learning curve for a single student is too noisy to see 
such a pattern, so it is common to aggregate over all the students. In Fig. 1, for 
instance, the point at x = 1 has a y-value that is the average over all students’ 
assistance scores for their first application of the KC.  

4   Representational Lessons Learned 

This section discusses representational lessons learned while trying to accommodate 
an increasing set of tutoring systems. When log data from VLAB, a simulated 
chemistry laboratory with a direct-manipulation interface (www.chemcollective.org), 



458 K. VanLehn et al. 

were added to the DataShop, we had to allow multiple transactions to be associated 
with a single step. For instance, a single step “heat beaker A” should be associated 
with the three transactions: (1) removing a Bunsen burner from storage, (2) placing it 
under the beaker and (3) turning on the flame.   

More recently, we added the inverse capability: a single student transaction may be 
associated with multiple steps.  When log data from Andes, a physics tutoring system 
(www.andes.pitt.edu) were first added to the DataShop, each correct equation entered 
by the student was treated as a step. However, this made the error reports nearly 
useless because few students entered the same steps. For instance, one student might 
enter “W_y = -W” as one step and “W = m*g” as another. A second student might 
enter their algebraic combination, “W_y = -m*g”. Even if a problem needs only N 
primitive equations to solve it, most subsets of the set of N equations correspond to a 
possible compound equation. Thus, the error report for a problem with 10 primitive 
equations may have as many as N^2 = 1028 steps. Moreover, each would probably 
have just one or two step-attempt histories because only one or two students happened 
to enter exactly that algebraic combination of primitive equations. Fortunately, Andes 
decomposes a student equation into the primitive equations that comprise it. Each 
such primitive equation became a step in the DataShop representation. Thus, if the 
student entered “W_y = -m*g”, then this student action is associated with two steps, 
“W_y = -W” and “W = m*g”. That is, a single student transaction may be associated 
with multiple steps. 

The third major issue involves partitioning the transactions into step-attempt 
histories. We implied earlier that all the errors, help requests, and other non-step 
transactions that occurred between two steps became the step-attempt history for the 
second step. That is, the partitions were chronological.  This does not make sense in 
some cases. For instance, suppose the student makes the error mentioned earlier by 
entering “8” in the first blank of “2x(-4x+3)-13 = __x^2 + __x + __”. The tutor gives 
the hint “Check your signs,” but the student does not fix the error. Instead, the student 
puts the cursor in the second blank and enters “6” which is correct. If we used only 
the chronological scheme, the error and the hint would become part of the step-
attempt history for “6.” This is wrong because the student actually didn’t have any 
trouble entering the “6.” An Error Report that showed “-8” and “Check your signs” 
associated with the “6” step would be very confusing. On the other hand, a partition 
based on the location of the cursor at the time of the entry would assign the 
appropriate step-attempt histories to the steps of this problem. 

Chronology and location are just two cues that can be used for deciding how to 
partition the log data into step-attempt history. The situation becomes more complex 
when dealing with natural language tutoring systems. A single transaction, such as a 
student saying “The block moves downward, speeding up,” might be analyzed as two 
steps: “The block moves downward” and “The block speeds up”. We are currently 
evaluating multiple heuristics by comparing their performance with human coders [6]. 
These explorations should be useful not only to the DataShop, but also to other 
applications that do student modeling (e.g., [3]). 
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5  Conclusions 

The central concept in the DataShop log data representation has turned out to be the 
step. It connects the transaction-level representation to the theoretically-derived  
KC level. The step level also provides a way for tutoring systems that do not have 
KC-level analyses to still get some use of the DataShop.   

However, the concepts of “step” and “step-attempt history” have evolved in subtle 
ways. Several years ago, “step” meant an actual student transaction that was a correct 
part of the solution to the problem, and “step-attempt history” meant all the non-step 
transactions that immediately preceded the step.  Now there is no longer a one-to-one 
relationship between steps and transactions, and the transactions that comprise a  
step-attempt history need not immediately precede the step.  

A step is now defined as the smallest possible correct entry that a student can 
make. By “smallest”, we mean that the step cannot be re-expressed as two or more 
steps.  

Although the KC applications required to solve a problem are determined solely by 
the problem and the KC-level analysis of the task domain, the steps required to solve 
a problem are also a function of the user interface. For instance, in a natural language 
interface, when the student enters “the baseball’s velocity is 10 m/s at 30º,” it 
corresponds to two steps: “the baseball’s velocity is 10 m/s” and “the baseball’s 
velocity is 30º” However, if the user interface were graphical instead, so that the 
student specifies the baseball’s velocity by clicking and dragging out a vector, what 
was once a compound of two steps now becomes one, because in the graphical user 
interface, the vector drawing step cannot be decomposed.    
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Abstract. Increasingly, online systems depend on user contributions such as 
posts, ratings, tags, and comments. Many of these systems wish to encourage 
broader participation or the contribution of higher quality content. In this 
doctoral consortium paper, I present past work and propose future work on 
understanding user motivations to contribute online and on the use of 
personalization technology and incentives to shape participation. 
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1   Promoting Contributions with Incentives 

As of December, 2006, six of the ten most popular Web sites in the United States1 
simply could not exist without user-contributed content. These sites – Myspace, 
EBay, YouTube, Craigslist, Wikipedia, and Facebook – leverage content created by 
users to create fantastically large and varied social spaces, marketplaces, and 
repositories of information. Amazon, also in the top ten sites, relies on user reviews, 
lists, ratings, and tags to enrich the site and help users make purchase decisions. User 
contributions also are driving the proliferation of online discussions, wikis, and blogs. 

The user-centric paradigm of content creation on the Internet (a major component 
of what is sometimes called Web 2.0) makes new, powerful types of content possible, 
but also leaves sites vulnerable to the whims of their users. Successful sites manage to 
attract diverse, committed, or many users. The content these users create cannot be 
replicated by marketing departments or editorial staff. But success is far from 
guaranteed. Sites must now compete for users’ time and effort. As a result, some 
communities that rely on user contributions simply die from lack of participation. 

Sites’ success also depends on the quality of what users contribute. The online 
encyclopedia Wikipedia is an example of a site that maintains high quality standards. 
One study found that science articles in the free Wikipedia and the commercially 
produced Encyclopaedia Britannica contain similar numbers of errors [8]. Other sites 
struggle with quality. For example, both Yahoo! Answers and Slashdot have worked 
to elevate the quality of discourse through the design of incentives that reward  
high-quality contributions. 
                                                           
1 Top sites as measured in terms of total traffic by alexa.com. 
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Because of online systems’ dependence on user contributions, it has become useful 
to develop tools that encourage users to participate in particular ways. Increasingly, 
Web sites are using one class of tools, designed incentives, to this end. Designed 
incentives are mechanisms built into a software interface that encourage, reward, or 
persuade users. An example of a designed incentive is the awarding of “points” and 
“levels” to users who participate in Yahoo! Answers. 

Designed incentives are a manifestation of Web sites’ desire to shape user 
contributions – often to encourage members to contribute, or to discourage low-
quality content. What sorts of designed incentives are there in online systems? Which 
incentives work, and why? Can we exploit personalization technology to offer 
different incentives to different individuals for greater overall effect? In this paper, I 
report on related work and a research agenda to begin to answer these questions. 

2   Related Work on Incentives 

There is a substantial amount of work from the social sciences on the use and 
effectiveness of incentives for encouraging workers to be more productive. Clark and 
Wilson defined incentives, saying “organizations distribute incentives to individuals 
in order to induce them to contribute activity” and classified incentives as material, 
solidary, status, and purposive [4][14]. While their work examined incentives in the 
context of organizations, their taxonomy can be mapped to incentives in online 
systems to provide an analytic framework for examining system designs. Other work 
has looked at the effect of monetary incentives (e.g. [5]), finding that they tend to 
dampen people’s intrinsic motivations to act. Systems such as Google Answers and 
MetaCafe have tied financial incentives to user contributions, and it is an open 
research question whether these financial rewards in fact lead to greater contributions. 
Oliver [12] argues that rewards and punishments have fundamental differences not 
just in how they motivate users, but in the resulting effects on people’s propensity 
towards collective action. It is an interesting question whether her thesis holds when 
collective action consists of contributions to an online system. 

To date, little work has been done on understanding online incentives in practice. 
An ACM GROUP 2005 workshop (“Sustaining Community: The role and design of 
incentive mechanisms in online systems”) produced a report [7] on the role of 
incentives in eight online systems, and proposed a tentative framework for 
understanding these incentives. This work provides a nice start to understanding 
online incentives, but could be broadened by looking at sites across the Internet. 

More work has been done to understand the effect of designed incentives on user 
behavior in online systems. Cheng and Vassileva conducted a series of studies in 
Comtella, a system built for sharing links to research papers. Comtella offers a 
distributed moderation interface, and allows users to receive explicit status points in 
the community. They found that many users acted to check their status in the system, 
and that users who checked their status more frequently were more inclined to act to 
increase their status [3]. They also found that a combination of persuasive messages 
and reputation-based incentives increased the amount of work users would contribute, 
and caused users to use the system more extensively and log in more frequently  
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with no apparent downturn in overall system quality [2]. Beenen et al. found that 
goal-setting and reminding users of their uniqueness in an email message helped them 
to rate more movies in an online recommendation system [1]. Rashid et al. found that 
users are more likely to provide ratings when they can see their potential for 
improving recommendation quality [13]. 

3   Research Directions 

In this section, I lay out my past and future research agenda. To date, I have studied 
user motivations to contribute to online communities, and I have evaluated several 
personalized interfaces designed to promote participation. I propose to carry this work 
forward by examining the use of designed incentives such as leaderboards or user 
status displays. I am interested in understanding whether (and why) designed 
incentives work, and evaluating the potential for improving these incentives through 
the use of personalization algorithms. 

3.1   Completed Work and Work in Progress 

A user must have some intrinsic or extrinsic motivation to contribute content to an 
online community; designed incentives may capitalize on this motivation. For 
example, if a user tags articles in order to help other users, an effective incentive 
might provide a display of how many times that user’s tags have been viewed or 
clicked by others. To investigate user motivations to contribute to MovieLens 
(www.movielens.org), an online movie recommendation system, we built an 
economic model of the costs and benefits of rating movies [10]. Based on a survey we 
conducted, we found that users differ greatly in their motivations to contribute to the 
system. Some respondents indicated that they contribute because of the fun of rating 
movies, some contribute to help the system, and others contribute to get better movie 
recommendations. Thus, we believe that user preferences could be modeled to build 
interfaces or incentives that are personalized for greater effectiveness. 

We followed this work by testing the idea that personalization can increase user 
motivation to contribute. As an experimental platform, we introduced online 
discussion forums into MovieLens, augmented with an entity recognition system that 
allows us to track which movies are mentioned in which conversational threads [6]. 
The augmented discussion forums allowed us to build and test a number 
personalization algorithms based on users’ histories of movie ratings and forum use. 
The goal of these algorithms was to entice members to read or write forum messages. 
We found that some personalization algorithms had strong positive effects, while 
others did not. For example, compared with baseline algorithms, an algorithm 
displaying the presence of a potentially contentious message nearly tripled user 
interest, while an algorithm designed to display familiar member names or movie 
names had little effect [9]. 

We have also investigated the use of social comparisons to motivate participation 
in MovieLens. Just as sites like Amazon display a list of “Top Reviewers”, or 
discussion forums display the number of posts an author has contributed, we showed  
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members how many movies they had rated compared with others in the system. To 
deliver this information, we sent email messages to members with personalized 
information about how many movies they had rated compared with other members. 
We found that these messages did boost ratings activity, but potentially at the cost of 
lowering activity in other areas of the system [11]. Members who were below average 
rated the most to catch up to the norm; we speculate that interfaces that continue to 
show users that they have the potential for improvement may be very successful at 
eliciting contributions. 

Finally, we have begun a study of member contributions in question and answer 
sites such as Google Answers, Yahoo! Answers, and AllExperts. These sites vary in 
their incentives to ask or answer questions, which has led to very different patterns of 
use. In this research, we hope to determine how well the different sites provide 
answers to different types of questions (e.g. questions seeking advice vs. questions 
seeking facts), and how the design of the site’s incentives plays into their success  
or failure. 

3.2   Future Work 

In future work, I hope to continue to study interfaces that broaden participation or 
improve the quality of user contributions to online communities. I am especially 
interested in studying the use of designed incentives such as leaderboards, user status 
indicators, or mechanisms that allow members to earn access to system privileges. 
Designed incentives such as these are built purely to shape user contributions, and are 
becoming increasingly important in the design of online communities. 

There are many aspects of designed incentives that remain poorly understood. One 
of my goals is to analyze and taxonomize incentives in practice and in theory. I think 
that understanding incentives in practice will provide researchers with a useful 
context for developing new types of incentives and for building personalization 
algorithms that adapt incentives to particular people or groups of people. This 
research can and should build on the extensive background in understanding 
organizational incentives (e.g. [4]), and the work from the ACM GROUP 2005 
workshop on incentives [7]. I imagine building a framework based on social science 
theory relevant to the study of online incentives, then filling the framework with case 
studies found in practice. I am interested in receiving feedback on the appropriate 
scope of this work, and on the most interesting dimensions for analysis. 

Another of my research goals is to develop personalization algorithms that improve 
the effectiveness of online incentives to participate. In MovieLens, we might develop 
algorithms based on users’ preferences and familiarity with various system features 
and entities. We can use these data to infer which aspects of the system are important 
for the user, or to compute a user’s similarity to other users in the system in terms of 
feature use, social interaction, and movie preferences. For example, we might 
compare a “standard” leaderboard to one that displays the contributions of others in a 
user’s social network. I imagine testing these ideas in one or more controlled field 
studies in MovieLens. I am interested in receiving feedback from the research 
community on the design of such an experiment. 
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4   Conclusion 

Designed incentives are widely used in online systems, but not well understood. I am 
interested in pursuing research to better understand how incentives can be used to 
promote positive discourse on the Internet. I believe that personalization techniques 
that understand user motivations and preferences can be used to improve the 
persuasiveness of incentives, and I am interested in investigating these techniques. 
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Abstract. Virtual communities are currently one of the fastest growing 
applications on the web. In this research, we argue that personalised support 
should be tailored to the needs of the community as a whole, as opposed to 
adapting only to individuals. Based on 4 processes identified as important, we 
propose a computational framework that includes the extraction of a 
comprehensive community model and the deployment of that model to provide 
support adapted to the effective functioning of a community.  

1   Introduction 

Virtual communities (VCs), where people with common interests and goals 
communicate, share resources, and construct knowledge, are currently one of the 
fastest growing web environments [9]. In this research, we consider closely-knit 
communities1 that may exist in either organisational or educational context and have 
the following characteristics: common purpose, identified by the participants or a 
facilitator; commitment to the sharing of information and generation of new 
knowledge; shared resources; high level of dialogue, interaction and collaboration; 
equal membership inside the community. A common misconception is to believe that 
a virtual community will be effective when people and technology are present [3]. 
Appropriate support for the effective functioning of online communities is paramount. 
In this line, personalisation and adaptation can play a crucial role, as illustrated by 
recent user modelling approaches that support social web-groups (e.g. [2, 11]).    

However, personalisation research has mainly focused on adapting to the needs of 
individual members, as opposed to supporting communities to function as a whole 
[8]. We argue that effective support tailored to VCs requires considering the 
wholeness of the community and facilitating the processes that influence the success 
of knowledge sharing and collaboration. Although initial attempts show applicability 
of user modelling approaches to provide personalised support to a VC by encouraging 
participation [1, 2], participation per se cannot guarantee the success of knowledge 
sharing. To the best of our knowledge, there is no holistic community adaptation 
framework that aims at supporting the key processes of effective knowledge sharing. 
                                                           
1  To keep this research focused, we exclude loosely structured communities, such as de 

Del.icio.us or CiteUlike.com, although some of the approaches discussed here can be 
applicable to such communities. 
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Research in organisational psychology [10] has identified that effective teams and 
groups operating in the boundaries of an organisation build transactive memory, 
develop shared mental models, establish cognitive consensus, and become aware of 
who their cognitively central and peripheral members are . Since we are dealing with 
closely-knit communities with characteristics similar to those of groups and teams, 
the above processes can also be applied to a broader context to inform what support 
should be provided to a VC. 

• Transactive Memory (TM) deals with the relationship between the memory 
system of individuals and the communication that occurs between them.  

• Shared Mental Models (SMM) is all members’ shared understanding of the key 
elements and processes of the community’s relevant environment. 

• Cognitive consensus (CCs) deals with shared conceptualisations between 
members and shared understanding of the meaning concepts encapsulate. 

• Cognitive Centrality (CCen) considers the importance of the contribution of 
individual members with regard to the community’s context. 

Our review of computational methods that address TM, SMM, CCen, and CCs 
considering several representative systems2, revealed that although the four processes 
have been partially supported, the absence of a complete community model, the 
personalisation and adaptation to the individual rather than the community, and the 
ignorance or partial use of tracking data, compose the main obstacles to their holistic 
success [8]. The majority of the studies undertaken so far lack a purpose built 
framework which will enable holistic personalisation to VC. This research aims at 
filling that gap with the development of a rigorous framework based on a 
comprehensive community model and using that model to support the building of 
TM, SMM, CCs and identification of CCen inside a VC.  

2   Aims and Objectives of This Research 

Our research is based on the following assumptions: (a) providing adaptation tailored 
to the community as a whole will help the community perform better; and (b) 
facilitating the building of TM, development of SMM, establishment of CCs and 
identifying CCen inside VC, will improve the functioning of the community.  

Based on these assumptions, the following research questions have been derived: 

• How to extract a computational model to represent the functioning and 
evolution of VC as a whole, using semantically enhanced tracking data? 

• Using that model, how to provide personalised functionality to support the 
development of TM, building of SMM, establishment of CCs and 
identification of CCen? 

• How can personalised support of the above processes affect the functioning of 
the community? 

To deal with the above questions, we propose a computational framework, which 
consists of two major parts. The first deals with the development of a community 
model that represents the whole community and is informed by the 4 processes. The 
                                                           
2 References are provided through [8]. 
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second deals with the application of the model to offer adaptive support to improve 
the functioning of the community. Fig.1 illustrates the architecture of the framework 
following the general architecture of user-adaptive systems defined in [7]. 

 

Fig. 1. Computational Framework for holistic personalised support to VC 

3   Methodology and Progress to Date 

We will outline the steps being undertaken in this research and will point at the 
progress to date (this PhD project is approaching the end of year one): 

Formalisation of the input: This is the initial stage which includes: specifying the 
format of the tracking data, choosing appropriate metadata fields, and identifying the 
role of ontology. We have two years’ tracking data from an existing VC of some 25 
researchers with common interests working together and sharing documents with the 
BSCW3 system. Information held concerns Hierarchies of Folders (HF), Folders (F), 
Resources (R), Members (M) and Actions (A) that can affect the community 
Environment (E). We also have data from ConDOR4 [6] which provides us with the 
structure of Discussions (D). In the Resource element we store data created by users 
(RCreatedData), and formal metadata (RMetadata5). The input formalisation stage 
has been completed and the data is prepared for processing in the next stage. Metadata 
extraction from the uploaded resources is being performed.  

An existing ontology will be imported and used in this research to extend our 
knowledge upon the data we are dealing with. It is envisaged that the ontology will be 
in RDF or OWL, and an appropriate reasoner for extracting knowledge will be used. 

Definition and validation of the community model: At this stage, the structure  
of the community model is defined, algorithms to extract this model from the input 
data are implemented, and the model is appropriately validated. Currently, the 
structure of the community model has been defined. To represent the whole 
community we consider: individual user models, a relationships model, community 
context represented by an ontology, lists of the popular and peripheral topics, and a 
list of the cognitively central members.  

                                                           
3 BSCW (Basic Support for Cooperative Work) is a popular robust tool for knowledge sharing, 

which has been developed at Fraunhofer Institute of Technology, Germany. 
4  ConDOR (Construction of Dynamic Open Resources) is a tool to support collaborative 

writing and knowledge sharing, which has been developed at the University of Leeds. 
5 The metadata follows Dublin Core Education  http://dublincore.org/groups/education/ 
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An individual user model represents a single member and includes user interests, 
type of participation (e.g. uploading resources, initiating discussions), level of the 
user’s cognitive centrality, relationships the user has with other members in the 
community, and personal hierarchies of folders and resources created by this member. 

Relationships within VC are important. We have identified four types of 
relationships which can exist between two users: ReadRes(A,B) – member A reads 
resources uploaded by member B, ReadDisc(A,B) – A reads discussions initiated by B, 
UploadSim(A,B) - A and B upload similar resources, InterestSim(A,B) - A and B have 
similar interests, and ReadSim(A,B) – A and B read similar resources. We have 
defined simple statistical measures for ReadRes and ReadDisc. To identify the 
UploadSim and ReadSim similarities, association rule mining algorithms will be used. 
A classification algorithm can be adopted for the InterestSim type of relationship to be 
derived, where user interests can be classified under the ontology classes in order to 
identify similar user interests. Definition of these algorithms is under development. 

Relationships are also important to define a person’s position in the community. 
Graph centrality, as studied in social networks research [4], can define a member’s 
centrality due to his relationships and can be distinguished in three types. Degree 
Centrality represents the relationships a person has with others in the community, 
Centrality of Betweeness represents the ability of a person to control the 
communication between two other people in the community, and finally Closeness 
Centrality can be related to the peripherality of a person (e.g how distant he/she is 
from the other VC members). The edge on the graph represents the total relationship 
between two people. We have derived formulas to calculate relationships as a sum of 
all the relationships. This approach extends the algorithms in [1]. 

Changes of members’ interests or participation can be captured to model the 
evolution of the community. This is a crucial point in the community extraction 
algorithms we are developing, and is being dealt with at the moment. Currently, we 
examine the applicability of approaches that measure graph changes, e.g. [11].  

Following the layered evaluation methodology of adaptive applications [5], 
appropriate evaluation is needed to assess whether the model is complete and how 
well the elements included reflect the characteristics of the community. In this 
preliminary evaluation phase, the existing data of the BSCW community will be used 
to check if the model can detect user’s characteristics and relationships and the 
community’s characteristics and maintained those in a comprehensive model. 

Application of the community model for the generation of community-tailored 
support: The third step is to define how the community model can be used in a VC in 
order to decide what activities will be needed to support the 4 processes. This will 
lead to the implementation of push factors and will be tailored to both newly joining 
members (newcomers) and existing members (oldtimers) along with the community 
evolution and resource organisation. This stage has not commenced yet, we have 
currently identified basic level of support based on literature review [8]. 

Support to newcomers and oldtimers can be in the form of pop-up messages with 
useful information for the member. Use of different colour or size of letters can be used 
to emphasise relevant topics in the community’s common interface. Useful information 
about the task at hand, along with information to promote awareness in the community, 
can help members to integrate and motivate them to contribute to the community.  

Following the second phase of the layered evaluation of adaptive applications [5], 
the adaptation decisions will be evaluated prior to the complete system integration. 
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Framework deployment: This step includes extending a traditional VC system 
with the algorithms for community model extraction and adaptation developed in the 
second and third part of the methodology. The demonstrator will validate the 
framework. At this stage, appropriate tests of the system will be carried out. 

Evaluation with users: Formative and summative evaluation techniques [5] will 
be used for system evaluation. A form of formative evaluation will take place in the 
second, third and fourth part of the methodology. Summative evaluation will be 
performed after the system is extended with the adaptive functionality and we ensure 
that it works properly.  

4   Expected Contribution to Knowledge 

The novelty of this research lays primarily in the development of the community 
model based on the 4 processes, and the exploitation of that model to provide 
personalised support to the whole community. With this PhD project, we expect to 
contribute to the user modelling and adaptive learning systems research communities 
with: (a) a novel framework for holistic personalised support in VC, (b) a mechanism 
for extracting and maintaining a community model based on the 4 processes, and (c) 
deployment of the community model to provide holistic support to a VC. 
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Abstract. This thesis investigates the properties of a good explanation
in a movie recommender system. Beginning with a summarized literature
review, we suggest seven criteria for evaluation of explanations in recom-
mender systems. This is followed by an attempt to define the properties
of a useful explanation, using a movie review corpus and focus groups.
We conclude with planned experiments and evaluation.

1 Research Area

Explanations in intelligent systems began with expert systems which were
predominantly based on heuristics [1], but also on case-based reasoning (CBR)
[2], and model based approaches [3]. In recent years more commercial or enter-
tainment inclined expert systems called recommender systems have begun to
offer explanations as well [4,5,6]. These systems represent user preferences for
the purpose of suggesting items to purchase or examine, i.e. recommendations.
An explanation in this type of system is formulated along the lines of ”Item A
is recommended to you because...”. The justification following may depend on
the underlying recommendation algorithm (e.g. content-based, collaborative-
based). Explanations are also intrinsically linked to the way recommen-
dations are presented and the degree of interactivity, see [7] for an in-depth
discussion.

The recommender systems community is reaching a consensus that accu-
racy metrics such as mean average error (MAE), precision and recall, can only
partially evaluate a recommender system [8]. User satisfaction, and derivatives
thereof such as serendipity [8], diversity [9] and trust [10] are increasingly seen
as important. The definition of a good explanation is still largely open, and the
ways in which explanations can contribute to a recommender system will be the
topic of my thesis.

2 Aims and Objectives

The aim of our research is to provide explanations that are optimal for a given
user and given criterion (e.g. Trust, see Section 3.1). Our objectives are, for a
selection of criteria, to:
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Table 1. Criteria

Criteria Definition

Transparency Explain how the system works

Scrutability Allow users to tell the system it is wrong

Trust Increase users’ confidence in the system

Effectiveness Help users make good decisions

Persuasiveness Convince users to try or buy (also called conversion)

Efficiency Help users make decisions faster

Satisfaction Increase the ease of usability or enjoyment

– decide upon metrics; e.g. Trust - increased usage, users return to system.
– investigate what constitutes optimal content; what content optimizes Trust?
– investigate what constitutes optimal length; which length optimizes Trust?
– build and evaluate an explanation generation system.

We believe that explanations should take into consideration which properties are
important for each user. For instance, [5] showed poor acceptance for explana-
tions using information about the user’s favorite actor or actress. It would seem
plausible that this property (actor/actress) is more important to some users than
others. In fact, this is likely to be the case, given that the variance in acceptance
for this type of explanations was exceptionally high. Also, we would like to follow
in the footsteps of [11,10] who suggest that concise explanations may be more
persuasive and trust inducing respectively.

In later stages of our work we plan to evaluate our conclusions by incorporating
explanations into a movie recommender system, using the Duine toolkit1.

3 Work Done So Far

3.1 Criteria

To determine what makes a good explanation, it is first necessary to consider the
ways in which explanations can be evaluated. In a literature survey (see [7] for
details) we have identified seven different criteria by which explanations for single
recommendations have been evaluated with users in the past: transparency [12],
scrutability [13], trust [10,14], effectiveness [1], persuasiveness [5], efficiency [15],
and satisfaction [16]. We describe each criteria briefly in Table 1. A tentative
definition of metrics can be found in [7].

3.2 Analysis of Review Corpus

Having determined the possible advantages of explanations as criteria, we chose
to investigate if there is a difference between explanations that were considered
useful for deciding whether or not to watch a movie, i.e. Effective explanations.
1 Telematica Instituut: http://duine.sf.net
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Table 2. Properties with frequency counts

Cast (28) Good in its genre (26) Initial expectations (22) Script (19)

Visuals and atmo-
sphere (18)

Suites mood (18) Realistic (15) Director (12)

Subject matter (12) Easy viewing (8) Repulsive or violent (7) Kids (7)

Dialogs (6) Pace (5) Soundtrack (5) Original (5)

Studio (2) Sex (1)

For this purpose we analyzed 74 user reviews 2 of DVD movies on the British
Amazon website 3. Amazon’s reviews are particularly suitable for analysis. The
reviews themselves are rated by other users as useful or not. This function may
reflect not only what kind of reviews people write, but also what kind of reviews
people like to read. The corpus referred to 37 movies, each with one useful and
one non-useful review. Each review was voted useful/non-useful by at least half,
but not less than five of the voters.

In a parallel study of 49 reviews, for 49 different movies, we investigated which
properties were mentioned the most often (see Table 2). These properties were
based on an informal exploration of reviews on the MovieLens 4 website . For
each review, we recorded the frequency of mentioned properties. A property
was awarded a point for each mention, regardless of whether it was in favor or
disfavor of the movie.

Results: Table 3 summarizes the general properties of useful and non-useful
reviews. Useful reviews were longer (p <0.01), and included (a longer) synopsis
(p<0.01). We also found that useful reviews were more linguistically complex,
with a higher Flesch-Kincaid Grade Level (p<0.01). The difference for the per-
centage of passive sentences was not significant however.

Table 3. Mean values for amazon reviews

total length
(words)

synopsis length
(words)

% Passive Grade level

Useful 294.3 87.6 10.6 9.9

Non-Useful 102 3.0 6.1 8.0

We found that reviewers referenced a particular character, rather than the
actor or actress. Often, users mentioned that the type of movie was what they
would or would not expect in the genre, such as ”the best comedy that I have
ever seen”. Initial expectations were often influenced by adaptations from books,
previous releases, awards, and previous reviews.

2 Although reviews are not identical to explanations within a recommender system, we
believe that they are sufficiently similar to deduce properties of a useful explanation.

3 http://amazon.co.uk
4 http://movielens.umn.edu/
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3.3 Focus Groups

To investigate how these properties could be applied to explanations, two focus
groups with a total of 11 participants were conducted. In these focus groups
the participants described movies they had seen; their initial expectations, their
reactions after seeing the movie, what it was that formed their opinion of the
movie and what kind of explanation they would like to receive. A limited sum-
mary follows below.

– The decisive properties for seeing a movie varied between users e.g. director,
script complexity, dialogs, genre, and subject matter.

– Movies seen with groups of friends were often ”light, easy viewing”, with
simpler scripts than those viewed in more intimate company or alone. Light
movies were also preferred before a mentally demanding activity such as an
exam.

– Participants did not want to be dissuaded from watching movies, even if it
would have helped them avoid watching a movie they had not enjoyed in
the past. Social effects such as movie popularity and an outing with friends
were often in play.

– Some properties were more descriptive, such as cast, filming location, and
black and white. This became particularly clear when participants attempted
to clarify the identity of a movie.

– Reviews may help users enjoy movies more, rather than serve merely as
decision aids. Participants believed that correcting faulty expectations of
a movie would not influence whether or not they saw it. Rather, it could
increase their acceptance upon viewing, and save potential disappointment.

4 Planned Work and Conclusion

We plan to conduct a number of experiments in order to refine our idea of how
explanations should be presented in natural language. In one study participants
will be asked to compare sets of reviews controlled for scenario, and type of
movie properties. They will be asked to edit these reviews as well as to specify
which of the properties from a list should be mentioned in a review of this movie.
A second study will target the question of balancing the number of properties to
mention versus the amount of detail. We will also compare different interfaces,
and user preferences for text versus graphics.

The final model of explanations will be implemented in a movie recommender
system. Our aim is to evaluate the system with users, according to several of the
criteria mentioned in Section 3.1. For example a likely metric for Effectiveness
is the difference in rating for a movie upon recommendation, and after view-
ing [4]. We plan to compare the system with and without explanations for each
criterion, and also measure criteria against each other (e.g. longer explanations
inspire Trust but decrease Efficiency).

We hope that our work on explanations will contribute to the field of recom-
mender systems, via an understanding of how to personalize explanations, and
how much content to present.



474 N. Tintarev

References

1. Buchanan, B.G., Shortliffe, E.H. (eds.): 30-35. In: The Rule-Based Expert Systems:
The MYCIN Experiments of the Stanford Heuristic Programming Project, pp. 571–
665 Addison-Wesley Publishing Company (1985)

2. Doyle, D., Tsymbal, A., Cunningham, P.: A review of explanation and explana-
tion in case-based reasoning. Technical report, Department of Computer Science,
Trinity College, Dublin (2003)

3. Druzdzel, M.J.: Qualitative verbal explanations in bayesian belief networks. Artifi-
cial Intelligence and Simulation of Behaviour Quarterly, special issue on Bayesian
networks, pp. 43–54 (1996)

4. Bilgic, M., Mooney, R.J.: Explaining recommendations: Satisfaction vs. promotion.
In: Beyond Personalization Workshop, IUI (2005)

5. Herlocker, J.L., Konstan, J.A., Riedl, J.: Explaining collaborative filtering recom-
mendations. In: Computer Supported Cooperative Work (2000)

6. Mcsherry, D.: Explanation in recommender systems. Artificial Intelligence Re-
view 24(2), 179–197 (2005)

7. Tintarev, N., Masthoff, J.: A survey of explanations in recommender systems. In:
WPRSIUI associated with ICDE (2007)

8. McNee, S.M., Riedl, J., Konstan, J.A.: Being accurate is not enough: How accuracy
metrics have hurt recommender systems. In: Extended Abstracts of CHI (2006)

9. Ziegler, C.N., McNee, S.M., Konstan, J.A., Lausen, G.: Improving recommendation
lists through topic diversification. In: WWW’05 (2005)

10. Chen, L., Pu, P.: Trust building in recommender agents. In: WPRSIU’02 (2002)
11. Carenini, G.J., Moore, J.: An empirical study of the influence of argument con-

ciseness on argument effectiveness. In: Proceedings of the 38th Annual Meeting of
the Association for Computational Linguistics (2000)

12. Sinha, R., Swearingen, K.: The role of transparency in recommender systems. In:
Conference on Human Factors in Computing Systems (2002)

13. Czarkowski, M.: Evaluating scrutable adaptive hypertext. In: 10th International
Conference on User Modeling, Workshop 3: Evaluation of Adaptive Systems (2005)

14. Swearingen, K., Sinha, R.: Interaction design for recommender systems. In: De-
signing Interactive Systems (2002)
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Abstract. Using theories of behaviour change, argumentation theory, and 
findings in social psychology, our research explores new methods to raise the 
persuasiveness of adaptive dialog-based systems using tailored arguments and 
onscreen characters to enhance the system’s credibility and trustworthiness. 
Initial results revealed the existence of individual preferences for arguments, 
types of communication, and appearance of onscreen characters. In the future, 
we will explore methods to learn these preferences through interactions with the 
user, and to utilize them to maximize the persuasion effect of the system. The 
final outcome of the research will be a persuasion model that is capable of 
modelling the user’s cognitive and affective state and generating tailored 
arguments to move the user in the desired direction. 

1   Introduction 

More and more people use the Internet to seek out health related information [1]. 
Thus, Internet-based automated systems have the potential to provide users with an 
equivalence of the “ideal” one-on-one, tailored interaction with an expert to adopt 
health promoting behaviour more economically and conveniently. Even if these 
systems are less effective than actual one-on-one counselling, they still result in a 
greater impact due to their ability to reach more users (impact = efficacy x reach) [2]. 

Among automated content generation systems, dialog-based systems are argued to 
be particularly effective for providing health education and affecting health behaviour 
change [2]. By adding speech and nonverbal conversational modalities (e.g., facial 
expressions), such systems can also convey social cues and emotions to enhance their 
trustworthiness and credibility, thereby their persuasiveness [3]. 

Our research explores new methods to raise the persuasiveness of adaptive  
dialog-based systems using tailored arguments (section 2) and onscreen characters 
(section 3). This paper discusses our underlying theoretical framework, goals and 
some preliminary results. 

2   Generating Persuasive Arguments 

Most effective health behaviour change programs implement interventions based on 
theories of behaviour change, which suggest why and how people change their habits 
(see [4]). Among them, the Transtheoretical Model of Behaviour Change (TTM) [5] 
is the most widely used and has proven to have reasonable success in a variety of 
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contexts such as: smoking cessation, low fat diets, etc. The theory has been argued the 
most suitable for dialog-based systems [4], and applied in a number of scenarios [6,7]. 
It proposes that individuals go through five stages of change before change is actually 
achieved. Each stage is accompanied by a set of signs explaining why they are in such 
a stage. To move to the next stage, an individual usually applies a number of overt 
and covert activities, or processes of change. Different processes are differentially 
effective in each stage (see [5] for details). 

While TTM can help to define the high-level communicative goals of a dialog (e.g. 
to move an individual from “thinking about changing” to “planning to take actions” 
by recommending appropriate action plans), argumentation theories provide strategies 
to express these goals in the most effective way. Firstly, argumentation schemas 
provide a way to connect premises and conclusions to make arguments (more) 
acceptable (e.g. argument from expert opinion) [8,9]. A number of guidelines is also 
provided for selecting, ordering the conclusions, supporting and opposing evidence of 
an argument as summarized in [10]. Finally, Rhetorical Structure Theory (RST) [11] 
helps to enhance the coherence of an argument. 

Social psychology also suggests characteristics of the audience that can affect an 
argument’s acceptability. The two most mentioned are: message discrepancy and 
receiver involvement. On any given topic, there are likely to be a variety of points of 
view, or positions (e.g., extremely against, extremely supportive, or neutral). Message 
discrepancy refers to the difference between the audience’s existing position and that 
advocated in a message. Research (see [3] for a full review) has shown that while 
discrepancy enhances persuasiveness, extremely discrepant messages that fall in the 
audience’s latitude of rejection (positions that they find unacceptable) may be 
discounted, counter-argued against, or perceived as more discrepant than they 
objectively are. Any of these outcomes could impair their persuasiveness. Receiver 
involvement reflects what outcomes are important to the audience (e.g. parents whose 
children are about to go to college may have more involvement with proposals to 
increase tuition fees), and also affects persuasion. It enhances the efficacy of strong 
messages and limits that of weak messages. 

Persuasion can be enhanced at every aspect mentioned above. One common 
suggestion of all these theories is that to enhance persuasion, arguments should be 
tailored to the user’s knowledge, values and preferences. However, regardless of the 
considerable amount of research in this field, persuasive argument generation systems 
[6,7,10,12,13] mostly use hard-coded rules that utilise no or very little background of 
the users. Hence, using theories mentioned above as our theoretical framework, our 
research aims to develop a persuasion model that can represent: 

1. The reasons why the user does not want to or cannot move to the next stage. 
2. Strategies (processes of change) that can help the user to overcome obstacles. 
3. A repertoire of arguments expressing these strategies. 

The model enables us to generate arguments that: (1) represent the most beneficial 
processes of change for the current state of the user, (2) are constructed from schemas 
found acceptable the user, (3) consist of evidence found convincing by the user, (4) 
have not been defeated before, (5) are relevant, (6) and do not fall into his/her latitude 
of rejection. This leads to the following research questions: 
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• RQ1: How to learn the user’s preferences for arguments based on past interactions 
(e.g., which sources (expert, similar individuals/groups), or types of evidence 
(statistical data, concrete examples) he/she find more convincing)? 

• RQ2: How to select the most persuasive argument based on the user’s preferences 
(e.g., is the source more important than the strength of the argument)? 

• RQ3: How to classify arguments according to their corresponding process of 
change, relevance, and their discrepancy with the user’s current position? 

3   Designing Persuasive User Interfaces with Onscreen Characters 

In persuasive communication, social psychology suggests that the source itself can 
also influence the persuasiveness of the message. The three most recognized 
characteristics of the source that influence its persuasiveness are perceived credibility, 
likeability and similarity [3]. Appearance cues of the source (e.g. a white lab coat can 
make one a doctor or a scientist), as well as physical attractiveness have been shown 
to affect perceived credibility. Furthermore, onscreen characters have been 
acknowledged to have positive effects on the users’ attitudes and experience of 
interaction (see [14,15] for a literature review). 

This has inspired us to investigate more effective ways to utilize onscreen 
characters to enhance the system’s trustworthiness and credibility, and reduce users’ 
boredom when using the system. Currently, we explore a number of issues including:  

• RQ4: Whether social appearance of a highly credible source enhances persuasion. 
If so, how we can design onscreen characters that can be perceived highly credible. 

• RQ5: Which type of interaction is more appropriate when using a team of 
animated agents to present information: indirect interaction (where the user listens 
to a conversation among the agents) or direct interaction (where the user converses 
with the agents)? 

4   Work Done So Far 

With respect to the effect of onscreen characters on users’ perception, we have set up 
a series of experiments to explore whether showing the source visually in the form of 
a static image increases the perceived credibility of the message [14]. Our results 
suggest that adding an image of a highly credible source (regarding the topic 
discussed in the message) can increase the message’s perceived credibility, but that of 
a lowly credible source can damage it. The source’s perceived credibility regarding a 
topic can be influenced by his/her appearance. In our experiments, appearance 
influences the most likely profession of the source perceived by the participants, 
which influences their perceived expertness on a topic. For instance, if a source is 
perceived as a doctor, it is perceived to have higher credibility if talking about the 
health benefits of exercise, but lower credibility when talking about fitness programs. 
The opposite holds for a source perceived as a sport instructor (see [14] for details). 

The above experiments were followed by two experiments investigating the 
persuasive effects on the audience’s attitudes of direct versus indirect communication, 
one-sided versus two-sided messages, and one agent versus a team presenting the 
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message [15]. Our second experiment suggests that dialog-based systems with the 
visual appearance of a conversational agent(s) are preferred over systems that use text 
only, as they are perceived to be more personal and caring, less boring, and to some 
extent easier to follow. When comparing our four dialog-based systems, we found 
somewhat conflicting results. Experiment 1 suggested a clear trend in which a two-
sided message presented in an indirect communication was the most persuasive, 
followed by a two-sided message presented in a direct communication, a one-sided 
message presented by one agent, and a one-sided message presented by a team of 
agents (see [15] for details). 

With respect to the effect of the receiver on persuasion, in three experiments, we 
have explored how the receiver’s position can be modelled computationally, as a 
function of the strength, involvement, and position of arguments in a set [16]. An 
accurate prediction of a receiver's position after hearing one or more arguments may 
help a persuasive system to select the next argument to present (e.g. by choosing one 
that is sufficiently discrepant to maximize its effect, but does not fall in the latitude of 
rejection). In the first experiment, subjects rated the position and strength of 56 
arguments on nuclear power. Subjects were more consistent in rating position than 
strength. With regards to position, the most variation seems to arise when an 
argument contains elements that can be seen as against nuclear power as well as 
elements that can be seen as in favour. This can be explained by the concept of 
receiver involvement discussed in section 2. With regards to strength, there was a lot 
of variation in the subjects’ rationale. Some subjects mentioned the credibility of the 
source, some did not trust percentage data while others saw it as evidence, some 
subjects regarded an argument stronger if it was two-sided. This confirmed that there 
is a need to learn the user’s argument preferences. More work is needed to determine 
how to model individual user differences in the judgement of strength. In the second 
and the third experiments, participants were asked to judge a fictional character’s 
reaction after hearing a single argument or set of arguments given a specific scenario. 
The arguments differed with respect to strength, position, and involvement. We found 
that a strong, highly discrepant argument has more persuasive effect than a weak, less 
discrepant argument (p<.05). A strong argument was found to have more impact than 
a weak argument, given that the two argument are roughly equally lowly discrepant 
(p<.005). A strong, but less discrepant argument was found to have significantly more 
effect than a weak, but more discrepant argument (p<.05). While people definitely 
consider argument strength when perceiving arguments, we could not conclude 
whether the argument’s position is taken into account (see [16] for details). 

5   Conclusions 

This paper discusses two branches of our research: (1) generating tailored arguments 
using TTM, argumentation theories, and findings in social psychology on persuasion 
as our theoretical framework, and (2) utilizing onscreen characters to enhance the 
system’s credibility and trustworthiness.  

The first phase of the research focuses on studying individual preferences people 
might have for arguments, types of communication, appearance of onscreen 
characters. The second phase of the research explores new methods to learn these 
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preferences through interactions with the user, and to utilize them to maximise the 
persuasion effect of the system. The final outcome is a persuasion model that is 
capable of modelling the user’s cognitive and affective state and generating tailored 
arguments to move the user in the desired direction. All findings will be incorporated 
into a proof-of-concept system in the domain of promoting healthy behaviour. 
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Abstract. The volume of digital cultural heritage is huge and rapidly growing. 
The overload of art information has created the need to help people find out 
what they like in the enormous museum collections and provide them with the 
most convenient access point. In this paper, we present a research plan to 
address these issues. Our approach involves: (1) use of ontologies as shared 
vocabularies and thesauri to model the domain of art; (2) an interactive 
ontology-based elicitation of user interests and preferences in art to be stored as 
an extended overlay user model; (3) RDF/OWL reasoning strategies for 
predicting users’ interests and generating recommendations; and (4) The 
Rijksmuseum Amsterdam use case for a personalized museum tour combining 
both the virtual Web space and the physical museum space to enhance the 
users’ experience. We follow a user-centered design for collecting 
requirements, testing out design choices and evaluating stages of our 
prototypes.  

Keywords: CHIP (Cultural Heritage Information Presentation), user-centered 
design, user modeling, personalization, Semantic Web, RDF, recommendations. 

1   Introduction 

Since early 2005 the CHIP research team has been working at the Rijksmuseum 
Amsterdam within the context of the Cultural Heritage Information Personalization 
project, part of the Dutch Science Foundation funded program CATCH 1  for 
Continuous Access to Cultural Heritage in the Netherlands. CHIP is a collaborative 
project of the Rijksmuseum Amsterdam, the Technische Universiteit Eindhoven and 
the Telematica Instituut. As a PhD student, I joined this project in July, 2006 when it 
has already been running for a year. As mediators between the technical and the art 
worlds, working inside the museum allowed us to realize a real application-driven 
approach by performing frequent interviews with curators and collection managers 
as well as having a close contact with real museum visitors to extract realistic use 
cases and requirements. CHIP aims to provide personalized experience for various 
visitors to allow for the disclosure of the rich Rijksmuseum collection. In this 
                                                           
1 CATCH project: http://www.now.nl/catch  
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context, my PhD research goal is to explore the following: (1) an ontology-based 
domain model to bridge the visitor-expert vocabulary gap; (2) interactive user 
modeling to collect user characteristics and preferences; (3) providing optimal 
response with regard to the computational complexity of adaptive recommender 
systems and; (4) designing use cases for adaptive recommender systems, e.g. a 
personalized museum tour. 

The rest of this paper is organized as follows: Section 2 describes the background 
and research problems. In section 3, we present a brief description of the state of the 
CHIP project, focusing on personalization in museum collections, the CHIP 
recommender system and the RDF/OWL domain model. Section 4 discusses the main 
research questions, the approach and evaluation study results. Finally, section 5 
presents a work plan of the PhD project.  

2   Background and Problem Statement 

Since Picard outlined the need for personalization of online museum collections in 
1997 [1], there have been various examples of museums directing their efforts to 
provide personalized services to users. The CHIP project is now in the process of 
exploring various tours from famous museums inside/outside the Netherlands (e.g. 
Multimedia/PDA tour 2  at Van Gogh museum, Online tour at Tate Modern 3  and 
Guided/Audio tour at the Rijksmuseum Amsterdam) in order to extract requirements 
to build personalized museum tours on mobile devices. In this area, the PEACH 
project4 shows that creating an interactive and personalized guide can enhance the 
cultural heritage appreciation of the individual users. Other studies show that 
personalization enables the change of the museum mass communication paradigm 

into a user-centered interactive information 
exchange, where the ‘museum monologue turns 
into a dialogue’, and becomes ‘a new 
communication stratagem based on a continuous 
process of collaboration, learning and adaptation 
between the museum and its visitors’ [2].   

However, despite large investments and efforts, 
the cultural heritage/museum domain encounters a 
number of obstacles/problems, as illustrated in 
Figure 1. Problems 5-6 are the core problems in this 
research. A main bottleneck here is the vocabulary 
gap between descriptions of the collections created 
by domain experts, which do not align with the 
implicit and often not domain related preferences of 
the end users. Moreover, there is a vast space of 
possibilities and perspectives in which museum 
collections can be presented to the end users.  

                                                           
2  Van Gogh museum Multimedia PDA tour, 2005 Muse SILVER Award of Educational/ 

Interpretive http://www.mediaandtechnology.org/muse/2005muse_art.html  
3 Tate Modern online tour: http://www.tate.org.uk/modern/multimediatour/  
4 PEACH (Personal Experience with Active Cultural Heritage): http://peach.itc.it/home.html  

Fig. 1. Problems bundle 

1. Volume of data is huge and 
strongly interrelated. 

2. Digitization progress is slow.

3. Databases are disconnected.

4. Objects are described differently 
in different schemes and systems.

5. It is difficult to find new user 
information from existing data.

6. Presentation does not suit the 
need of individual users. 
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To solve these problems, our current approach is to collect user preference data to 
use in a recommender system of artworks and to provide dynamic generation of 
personalized presentations depending on the user, his/her current task and final goal. 
In the last decade, dedicated recommender systems have gained popularity and 
become more and more established practice in online commerce. Amazon 
recommends books to users based on the feedback of similar users. Considering that 
explicit feedback is the most reliable source of information for personalization [3], in 
our system, we let the users rate artefacts to get recommendations. In such a way, we 
collect user preference data and minimize disturbing them to the extent possible. 

3   Overview of the CHIP Demonstrator 

The CHIP functional prototype provides recommendations of artefacts and art-related 
topics based on user’s ratings of artifacts in a five-point scale. Additionally, it allows 
users to rate the recommended items as well. In this way, the system gradually builds 
a profile of the user, which can be further used for generating personalized museum 
tours. Figure 2 depicts the process of interactive user modeling and generating of 
recommendations, with corresponding CHIP demonstrator screenshots. 

The user model (profile) is an 
extended overlay of the CHIP 
RDF/OWL domain model. To 
process RDF data, we use the 
Sesame5 semantic repository and the 
SeRQL6 query language. The initial 
RDF/OWL model is provided by the 
MultimediaN N9C E-Culture 
project 7  and is extended with 
IconClass mappings done by the 
STITCH project8 . The data model 
contains mappings to the common 
vocabularies (Getty 9 , Inconclass 10 
and ARIA 11 ) and uses open 
standards, like VRA, SKOS and 
OWL/RDF. 

This rich semantic modeling of 
the Rijksmuseum collection allows 

us to maintain a lightweight user profile and perform a dynamic, real-time calculation 
of the user’s interest. We also store the presented but non-rated items, so that we can 
use this information for optimization of the presentation sequence. The system 

                                                           
 5 Sesame: open source Java framework for storing, querying and reasoning with RDF (schema). 
 6 SeRQL: Sesame RDF Query Language, http://www.openrdf.org/doc/sesame/users/  
 7 MultimediaN N9C Eculture project http://e-culture.multimedian.nl/  
 8 STITCH project: http://www.cs.vu.nl/STITCH/  
 9 Getty vocabulary http://www.getty.edu/research/conducting_research/vocabularies/  
10 Iconclass thesaurus http://www.iconclass.nl/libertas/ic?style=index.xsl  
11 ARIA vocabulary http://www.rijksmuseum.nl/collectie/ontdekdecollectie?lang=en  

Fig. 2. Interactive UM & Recommendation 
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calculates the likelihood of preference based on the user’s ratings and it directly links 
to a given node in the semantic domain network. We use these links as properties of 
nodes in applying content-based recommendation techniques [4]. 

4   Research Questions and Approach 

The main research question is: How can we develop methods and tools for generating 
personalized presentations of cultural-heritage objects both in the virtual (Web) and 
physical (museum) spaces? We identify here four main issues: 

- Vocabulary gap. How to bridge the discrepancy between the descriptions of 
cultural heritage collections defined by domain experts and the implicit and 
often not domain related preference of end users?  

- Serendipity of discovering new user information. How to acquire 
unknown/new user information based on the users interactive behavior and 
similarities to other users for which a user profile is available?  

- Unobtrusive information gathering. What is the best way to minimize the 
amount of information a user must provide explicitly, in favor of information 
obtained (incrementally) by inducing user preference from ratings of a limited 
subset of artefact collections? In this way, will the system gather enough 
information for the user model? 

- Avoid the cold-start problem. How to allow the user to profit immediately 
from the recommender system, without forcing the user to engage in the 
tedious task of providing a lot of information beforehand? 

To bridge the vocabulary gap, we deploy a domain model based on existing ontology-
based thesauri that allows for mappings to the Rijksmuseum collection model 
concepts. This model may be extended to capture additional information needed for a 
full user profile. 

In the CHIP prototype recommender, the rating of recommendations provides a 
first means of incrementally rating preferences generated from rating a minimal 
subset of artefacts. When applying recommendations to the construction of 
personalized tours, we will analyze the user’s navigation behavior in order to 
incrementally refine the user model and provide better recommendations. To avoid 
bothering the user, we minimize the explicit preference statements by providing users 
with a small set of artefacts, for which an explicit rating is required. To the extent 
possible we derive a user model from the initial ratings as an overlay of the domain 
data model. By providing a small set of samples, we minimize the amount of 
information the user must provide. Initial recommendations can then later be 
improved by incremental refining preference ratings. An interesting research issue 
here is what is the minimal subset of artefacts sufficiently covering all potential topics 
of interest and allowing for a proper overlap among user profiles? 

Following a user-centered design cycle, we have so far reached two steps: (1) 
collect, analyze and structure the domain data model, and (2) perform a first 
evaluation based on our first prototype of the recommender system. After collecting 
data and feedback from real users, as a next step, we will revise/improve the design of 
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the CHIP system, preparing for the next design cycle, such as creating and testing the 
personalized museum tours. 

During August to October 2006, a first user study of the CHIP demonstrator was 
performed at the Rijksmuseum Amsterdam. Our goal was: (1) to test the effectiveness 
of the CHIP recommender system with real users; (2) to gain insight in user 
characteristics of our target group. In total 39 users participated in this study, 
including actual visitors and museum employees. The empirical results confirmed our 
hypothesis that the CHIP recommender indeed helps novice users elicit art 
preferences from their implicit knowledge/interest in museum collection. 
Additionally, we generated some main user characteristics, like small groups with 2-4 
persons, well educated people in mid-age, no prior knowledge of the museum 
collections. For more details about the user study, please see our paper of the 
Rijksmuseum case study [5]. 

5   Work Plan 

In the first year of my PhD project I have performed an initial domain analysis and 
worked on requirements extraction and assessment of the CHIP recommender 
prototype. The goal is to continue with the user-centered process of design, improve 
and apply recommendations in the construction of personalized tours, both virtual and 
physical, through the museum’s collections. To achieve this goal, we now use a small 
scale user model that captures user preferences as an overlay of the domain collection 
model (e.g. artists, artefacts, styles). Based on our initial assessment and further user 
studies, we target to extend the user model with explicit characteristics, such as level 
of expertise and group characteristics derived from the ontological modeling of the 
collection. In this way, we aim at a user profile enriched with semantics and a rich set 
of characteristics, to allow for more advanced applications of recommendation 
systems, yet is minimal with respect to the effort required of the individual user. 

 
Acknowledgments. I would like to thank my supervisor Lora Aroyo for her valuable 
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Krüger, Antonio 395
Krumm, John 360
Kuflik, Tsvi 238, 355, 395
Kummerfeld, Bob 410
Kurokawa, Mori 247
Kyllönen, Vesa 345

Lacerda, Gustavo 107
Lampropoulos, Aristomenis S. 288
Lee, Sunyoung 380
Lesgold, Sharon 117
Lester, James C. 380
Lhuillier, Nicolas 87
Lisetti, Christine 319
Lops, Pasquale 268
Lugano, Giuseppe 440

Mabbott, Andrew 177
Manolopoulos, Yannis 97
Martin, Brent 425
Matsuda, Noboru 107
McGrenere, Joanna 147
McQuiggan, Scott W. 380
Mehta, Bhaskar 57
Mercer, Kevin 87
Meurers, Detmar 340
Michalak, Phillip 375
Mitrovic, Antonija 217
Moreno, Toni 450
Motomura, Yoichi 247
Müller, Jörg 395

Nanopoulos, Alexandros 97
Nguyen, Hien 475
Nicholas, Amanda 425
Noguez, Julieta 303
Nwaigwe, Adaeze 455

Ono, Chihiro 247

Pardos, Zachary A. 435
Paris, Cécile 430
Pascual-Nieto, Ismael 329
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