Stat 406 Spring 2008 Homework 2

1 Deriving the second principal component
1. Let

n

1
J(ve,22) = D (xi = zivi — ziava) T (% — 2z Vi — Ziava) 1)
i=1
Show thatZZ = 0 yieldszi; = v3 ;.
2. Show that the value of, that minimizes
j(VQ) = —vEiCvy + X (vIvy — 1) + A2 (vivy —0) (2)

is given by the eigenvector & with the second largest eigenvalue. Hint: recall l6at; = A\, v, and

T
axaf X = (A+AT)x ©)
2 Derivingtheresidual error for PCA
1. Prove that
K K
[|1x; — Z zivil|? = xIx; — Zv?xix?vj 4)
j=1 j=1

Hint: first consider the cas& = 2. Use the fact thatrovj =1 andvavk = 0 for k # j. Also, recall
T
Zij = X; Vj.

2. Now show that
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Jxk = EE xixi—g Vi XiX; V; :EE xixi—g Aj (5)
= j=1 i=1 j=1

it T vy, —
Hint: recallv; Cv; = A\;jvjv; = A;.

3. If K = d there is no truncation, sg; = 0. Use this to show that the error from only usihg < d terms is
given by
d
Jk= Y X (6)

J=K+1

Hint: partition the suny_7_, \; into >7° | j andy"7_ ) ;.
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Figure 1. Left: test set (1 image per person for 40 people). Middle: barest neighbor in the training set usiig= 4 PCA
dimensions. A black rectangle in the top left indicates aorerRight: the nearest neighbor in the training set udihg= 25
PCA dimensions. There are many fewer errors. Notice how ¢nggm in the bottom left of the test set is wearing glassdgydts
mapped to the same person without glasses in the trainingGeerating this Figure is Exercise 3.)

3 Derivation of Fisher’slinear discriminant
Show that the maximum of

wlSpw
J(w) = WTSw (7)
is given by
Spw = ASyw (8)
9)
where .
W' Spw
A= wlSyw (10)
Hint: recall that the derivative of a ratio of two scalars igem by
d flz)  flg—fg
dr g(z) ¢ (th
wheref’ = L f(z) andg’ = L g(z). Also, recall that
4 TAx = (A+AT)x (12)
dx

4 PCA and nearest neighborsfor face recognition (Matlab)

Download the filesol i vetti faces. mat and Code. zi p from the MLABA web page. Fill in the parts of
f aceRec St ub. mmarked with question marks, and thus reproduce Figure 1 andd-2. Turn in your code and
plots.
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Figure 2: Misclassification rate vs number of PCA dimensions.



