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Abstract. We describe work towards articulatory speech synthesis driven by re-
alistic 3D tissue and bone models. The vocal tract shape is modeled using a
fast 3D finite element method (FEM) of a muscle-activated human tongue in
conjunction with fixed rigid models of jaw, hyoid and palate connected to a de-
formable mesh representing the airway. Actuation of the tissue model deforms
the airway providing a time-varying acoustic tube which is used for the synthesis
of sound.

1. Introduction

Different anatomical substructures of the vocal tract, such as the tongue, jaw, hyoid,
larynx, lips, and face, have been modeled using both parametric and physically-based
dynamic models. We mention for example Rosa and Pereira (2004); Dang and Honda
(2001). Many of these models are very complex and they are often developed indepen-
dently of other structures. The aero-acoustical processes that involve the interaction of
these anatomical elements with airflow and pressure waves leading to speech production
have also been studied (Svancara et al. (2004); Sinder et al. (June, 1998)). We are working
toward integrating these models in a common platform, ArtiSynth (Fels et al. (2005)), for
speech synthesis.

Articulatory speech synthesis to date has been mainly driven by 2D geometrical
parameters that are closely connected to articulatory configurations that are relevant to
speech sounds. We make no attempt to review the vast literature on this, but mention
for example the ASY system and its extensions (Rubin et al. (1996, 1981)). Attempts
to drive speech synthesis by faithfully simulated motion of 3D tissue models faces the
problem of missing components, as it is usually prohibitively difficult, both technically
and organizationally, to obtain models of all relevant anatomical parts that define the 3D
airway in which acoustical phenomena occur.

In this report we describe a possible solution to this problem for the creation of
speech sounds driven by motion of a muscle-activated human tongue model, described
earlier in Gerard et al. (2006); Vogt et al. (2006). Apart from the tongue, we have three



other anatomical parts in place: the jaw, the hyoid, and the palate. These parts are cur-
rently modeled as static fixed meshes and only serve to constrain the tongue motion within
realistic bounds and to constrain the airway. We expect to integrate our dynamic jaw and
hyoid model (Stavness et al. (2006)) with the tongue and palate in the very near future.

For the acoustical modeling we insert and attach a separate airway model, modeled
as a deformable mesh, to the anatomical models. This mesh represents the volume of air
present in the vocal tract and is in principle completely determined by all the anatomical
parts. The airway is registered partly with the tongue and partly with the palate. Unregis-
tered parts of the airway mesh function as placeholders for missing anatomical parts such
as cheeks and lips. This allows modeling of speech phenomena with an incomplete model
of the vocal tract, focusing attention on the structure at hand, in our case the tongue. The
airway model effectively acts as an extrapolator and regulator function of the vocal tract
area function. As new anatomical components are added, the airway mesh becomes more
accurate.

The aero-acoustical modeling may be done using only the resultant airway mesh.
This can be computed independently from the anatomical models once a configuration
has been determined and does not need to be aware of the tongue. However, our approach
includes dynamical interaction between the tongue and air flow in the vocal tract/airway
as pressure can be computed on the airway wall and transmitted to the tongue model. We
hope to tune our models in the near future to be able to model complex interactions for
speech phenomena involving the tongue such as a rolled ’r’.

The remainder of this paper is organized as follows. In Section 2 we describe the
3D biomechanical tongue, palate and jaw models used and describe collision detection
and resolution between the structures in motion. In Section 3 we describe the 3D airway
and how it is connected to the tongue and palate. We describe the initial, manual, reg-
istration process and the automated final locking mechanism. We describe how pressure
forces can be transmitted through the airway mesh onto the tongue. At this point in our
investigation, we have completed combining the tongue, jaw, palate and airway and can
drive the configuration with tongue muscles. We are following a process to validate our
models geometrically using MRI data and acoustically using articulatory configurations
as described in Section 4.

2. Biomechanical Tongue Model
The biomechanical finite element tongue model that we use is described in Gerard et al.
(2006). The model, depicted in Fig. 1, contains 946 nodes and 740 hexahedral elements.
The tongue model is activated by 11 physiological representative muscle groups: Ge-
nioglossus (anterior, medium, posterior), Geniohyoid, Hyoglossus, Styloglossus, Supe-
rior longitudinal, Inferior longitudinal, Transversalis, Verticalis and Mylohyoid. We have
ported this tongue model to ArtiSynth and were able to achieve interactive simulation
rates by using a quasi linear stiffness-warping scheme combined with an implicit numer-
ical integration method to permit large time steps without numerical instability, at the
expense of some small loss of accuracy (Vogt et al. (2006)).

For the implementation of the of muscle activations, we designate specific collec-
tions of finite elements as muscles, each associated with a force activation level. Certain
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Figure 1. The airway (a) is connected dynamically to the muscle acti-
vated finite element tongue model (b) and palate (c red). The palate,
jaw, and hyoid (c) constrain the tongue. The complete model (d) is reg-
istered using magnetic resonance images.

FEM edges within each muscle are selected to act as “fibres”, along which a uniform
contractile force is exerted. More details on the motivation for the muscle model and the
selection of the muscles and fibres are given in Gerard et al. (2004). The tongue muscles
are attached by fixing vertain FEM nodes to the jaw, hyoid, and skull bones, which we
have modeled as fixed rigid bodies. In the future we expect to connect the tongue to our
dynamic jaw and hyoid model (Stavness et al. (2006); Langenbach and Hannam (1999)),
which consists of a fixed rigid skull, floating rigid mandible, two temporo-mandibular
joints, eighteen muscles, and multiple bite points.

The tongue motions are constrained by the jaw, the hyoid, and the palate which
are fixed static meshes depicted in Fig. 1. Collision detection and response is necessary
to prevent the tongue from penetrating these components. Our approach is to find the
intersections with the tongue’s surface mesh and then project the penetrating vertices onto
the rigid body’s mesh. We chose this technique over a force based technique because it
does not require parameter tuning to control penetration depth and produces more stable
results. Despite the increased complexity of the code it is still very efficient, using far less



cpu time than the FEM computations themselves.

To find the penetrating vertices we first determine all of the triangle-triangle inter-
sections with the tongue using the fast triangle-triangle intersection algorithm described
in Möller and Trumbore (1997). To reduce the number of intersection tests required we
apply an oriented bounding box (OBB) tree (Gottschalk et al. (1996)). The intersections
are found by recursively testing each face from the tongue’s surface mesh with the OBB
trees from the palate and jaw. From the resulting set of triangle-triangle intersections, the
vertices outlining the intersections are found by iterating through the intersecting edges
and tracking whether or not the ends of each edge are penetrating the mesh. A coloring al-
gorithm is then used in conjunction with this set of vertices to find the vertices penetrating
the rigid body.

The final step is to iterate through each of the penetrating vertices and project them
onto the set of penetrating faces from the rigid body. In the majority of cases this yields
excellent results. However, it is not a complete solution. For example when the tip of the
tongue is stretched out, no vertices penetrate but edge or face intersections occur, allowing
a significant amount of penetration. We are currently looking at solutions to this problem
which include also projecting penetrating faces and edges, in addition to the vertices, onto
the colliding body.

3. Airway Modeling

To produce speech, aero-acoustical phenomena that occur in the vocal tract airway have
to be modeled. In principle, the airway is determined implicitly by its adjacent anatomical
components, but as some of these components may not yet have been modeled, or may be
of limited relevance, we have developed a stand-alone version of the vocal tract airway.
Such explicit airway modeling is also described in Yehia and Tiede (1997); Honda et al.
(2004).

Our airway consists of a mesh-based surface model depicted in Fig. 1a. The mesh
is structured as a number of cross-sections along the length of the tube, which implicitly
defines a center line. This structure permits the fast calculation of the area function,
which allows the acoustics to be modeled in a cylindrically symmetrical tube. The airway
is deformable and will change shape in concert with the anatomical components which
surround it.

The wave propagation through the vocal tract is modeled using the linearized
Navier-Stokes equations which we solve numerically in real-time on a 1D grid using
an implicit-explicit Euler scheme (Doel and Ascher (2006)). The method remains sta-
ble when small constrictions in the airway generate strong damping. An advantage of
this approach over the well-known Kelly-Lochbaum (Kelly and Lochbaum (1962)) tube
segment filter model is that the airway can be stretched continuously (when pursing the
lips for example) which is not possible with the classical Kelly-Lochbaum model which
requires a fixed grid size.

The vocal chords are modeled using the Ishizaka-Flanagan two-mass model
(Ishizaka and Flanagan (1972); Sondhi and Schroeter (1987)). This model computes
pressure oscillations as well as glottal flow and is dynamically driven by lung pressure



and tension parameters in the vocal chords. The vocal chord model is coupled to the dis-
cretized acoustics equation in the vocal tract. Noise is injected at the narrowest constric-
tion and at the glottis according to the model described in Sondhi and Schroeter (1987).
The resulting model is capable of producing vowels as well as fricatives.

For a given palate mesh and tongue mesh the airway is positioned first manually
into a reasonable position with respect to these anatomical parts. For this purpose we
use a combination of Amira (Amira (2006)) and ArtiSynth. After the initial approximate
registration phase, we make the final connection. For each vertex v on the airway mesh
we search for the closest point q on the tongue or palate mesh. If this distance is smaller
than a cutoff of about 5mm a connection is made and the airway vertex is moved to q.
We maintain a list of registered vertices and their corresponding points on the tongue or
palate, which we store in terms of the barycentric coordinates with respect to the cor-
responding face. At every time-step in the simulation, whenever the tongue moves the
corresponding airway vertices move also. Airway vertices registered to the palate and re-
maining unregistered vertices representing the missing anatomical parts remain at a fixed
location relative to the palate at runtime. In Fig. 2 we show the initial meshes, after regis-
tration, and after the tongue has moved to a position approximately corresponding to the
vowel “e”.

Figure 2. The jaw, tongue, palate, and airway meshes are depicted
after manual positioning (left) and after final registration (middle). After
the registration the tongue is moved into a position corresponding to the
vowel “e” (right).

At every time-step during the simulation the area function is recomputed. The
air pressure is available at every point along the centerline of the 1D tube model and is
extrapolated back to the airway faces. The air velocity u along the airway determines the
pressure P through the steady state solution of the Navier-Stokes equation (Bernoulli’s
law)

P = Pl +
ρ

2
ug(1−

(
Ag

A

)2

),

where Pl is the lung pressure, ρ is the air density, ug is the glottal velocity (obtained from
the Ishizaka-Flanagan model), Ag is the area at the glottis and A is the area of the section
at which P is computed. Because of the sectioned structure of the airway mesh each
triangular face connects two planar cross-sections. The pressure P on a face is taken to
be the average of the pressures P1 and P2 taken at the centerline points defined by the
sections. The section pressures P1 and P2 are obtained from the 1D grid used for the



solution of the acoustics equation. If so desired, a finer grid could be used for the flow
modeling as done in Sinder et al. (June, 1998). Once the pressure P on an airway mesh
face is known, the force exerted on a vertex v of the face is given by A(P − P0)n/3,
where A is the area of the face, P0 is the atmospheric pressure, and n is the normal to
the face. The total force on a vertex v is obtained by summing contributions of all faces
containing v. An airway vertex to which a force F airway is applied and that is connected
to a point q on the tongue, transmits a force F tongue

i to each vertex wi of the tongue face
that q belongs to according to

F tongue
i = λ(q)iF

airway,

where λ(q)i is the i’th barycentric coordinate of q with respect to the triangular tongue
face.

4. Future Directions

Thus far we have only been able to perform preliminary testing and validation of the
models by generating tongue poses corresponding to the vowels “e” and “u”. Muscle
activations were interactively determined by matching the cross-section of the tongue
shape to MRI images shown in Fig. 3. Three MRI images are merged into the three RGB
channels of one color image corresponding to the vowels “e”, “u”, and “i”. Since the
tongue model is simulated at interactive rates this can be done quickly.

The resulting tongue muscle activations were then used to deform the airway and
create area functions which were used for acoustical simulation. While the initial results
for the first formant were encouraging, the second formant was found to be inaccurate.
This is to be expected as our current model lacks in particular a lip model, so the acoustic
tube is currently incorrectly terminated at the teeth. In addition we suspect that our current
tongue surface mesh is too coarse to create accurate area functions. In particular, near
constrictions, the coarseness of the tongue mesh becomes problematic.

We are currently working on adding the necessary parts to the current model to
be able to accurately reproduce vowel sounds and subsequently also fricatives. This will
require first the addition of a lip model since it has a strong effect of the vowels. In
articulatory systems such as ASY (Rubin et al. (1996, 1981)) the lip model is just the
terminating part of the acoustical tube. In the absence of a full 3D lip model we are
considering extending the acoustical tube generated by the 3D tongue model with a virtual
acoustical extension. Second, we plan to create a more finely meshed or spline based
tongue model which can be positioned kinematically. This will allow us to generate and
validate poses for static sounds and we will use the results to decide the level of detail
that is necessary to generate high quality acoustical simulations with a 3D tongue. By
including a lip model and a finely meshed FEM tongue model we hope to validate our
approach both geometrically and acoustically.

We also hope to address the more ambitious goal of utilizing the dynamics of the
tongue and the airflow to synthesize sounds which depend crucially on complex tongue
motion, in particularly the rolled “r”.



Figure 3. Configurations producing the vowels “e” (left) and “u” (right).
We use the top figures to find activation parameters to configure the
tongue according to MRI data.

5. Conclusions

We have presented our progress towards integrating a 3D tongue model with a static jaw
and palate model. We are at the point of validating this combination geometrically and
acoustically so that we understand the tradeoffs between model fidelity and speech synthe-
sis quality. This understanding is necessary before we continue to add more complexity
to our models including activating the jaw muscles and adding lips and cheeks as part of
a complete 3D vocal tract model for articulatory speech synthesis.
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