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Abstract

In this paper we give an overview of and outlook on research at the intersection
of information retrieval (IR) and contextual bandit problems. A critical problem
in information retrieval is online learning to rank, where a search engine strives
to improve the quality of the ranked result lists it presents to users on the ba-
sis of those users’ interactions with those result lists. Recently, researchers have
started to model interactions between users and search engines as contextual ban-
dit problems, and initial methods for learning in this setting have been devised.
Our research focuses on two aspects: balancing exploration and exploitation and
inferring preferences from implicit user interactions. This paper summarizes our
recent work on online learning to rank for information retrieval and points out
challenges that are characteristic of this application area.

1 Introduction

Research at the intersection of information retrieval (IR) and reinforcement learning (RL) has re-
cently gained increasing interest. Problems like learning what news articles are most likely to be
interesting to a user (news recommendation) or which ads to place on a website (ad placement) can
be naturally represented as e.g., contextual bandit problems [10, 12]. These formulations allow in-
sights and methods from the bandit literature to be applied and extended to address these problems.
For research on contextual bandits, this work has opened up a realistic application area where new
approaches can be evaluated on large-scale datasets [13].

This paper considers the IR problem of online learning to rank. Users submit queries to an IR system
(i.e., a search engine), which matches it against a document collection to construct a result list. The
result list should rank documents according to how likely they are to fulfill the information need of
the user that is expressed by the query. In an online learning system, the interactions of the user with
the result list can be used to infer feedback about the ranking. This feedback can then be applied to
learn better rankings.

Modern search engines typically construct result rankings from hundreds of information sources
(features). Currently, a ranking function based on those features is typically either tuned manu-
ally or learned via supervised methods. Both approaches require access, before deployment, to a
representative sample of labeled training data specifying which documents are relevant for certain
queries. This is realistic only in a small portion of application areas, e.g., large scale web search
engines. In many other areas, e.g., enterprise search, personal search, etc., such data is simply not
available. This problem has recently been addressed by online learning to rank approaches that can
exploit feedback inferred from user interactions.

On the surface, modeling online learning to rank for IR as a contextual bandit problem seems like a
natural approach. However, a number of unique challenges cannot be addressed by simply applying
existing contextual bandit algorithms. For example, the retrieval system does not select individual
actions, but constructs result lists from several documents, so that one result list can contain both

1



exploratory and exploitative elements. Also, user interactions do not provide an explicit reward
signal. Instead, only noisy, relative feedback can be inferred from such interactions.1

In the remainder of this paper, we first formalize the problem of learning to rank as a contextual
bandit problem. We then give a brief overview of our work on balancing exploration and exploitation
and inferring feedback from user interactions in this setting. We conclude with an outlook on future
work and the unique challenges posed by online learning to rank for IR.

2 Problem formulation

We model online learning to rank for IR as a continuous cycle of user interactions with an IR system.
Because we assume that the queries are independent, a natural model for this setting is the contextual
bandit problem, in which rewards depend on the observed state of the environment [1, 11].
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Figure 1: The IR problem modeled as a contextual
bandit problem, with IR terminology in black and
corresponding RL terminology in green and italics.

Figure 1 shows the interaction cycle. A user
submits a query to a retrieval system, which
generates a document list and presents it to
the user. The user interacts with the list, e.g.,
by clicking on links, from which the retrieval
system infers feedback about the quality of
the presented document list. This feedback
is then used to update the ranking function,
with the goal to generate better rankings in
the future. This completes the cycle and the
next user query can be processed. This prob-
lem formulation directly translates to an RL
problem (cf., Figure 1, terminology in ital-
ics) in which the retrieval system tries, based
only on implicit feedback, to maximize a
hidden reward signal that corresponds to some measure of result list quality (in IR, result list qual-
ity is typically assessed using evaluation measures based on the relevance grade and rank of the
documents in the result list, such as Normalized Discounted Cumulative Gain (NDCG) [8]).

Because the retrieval system learns while interacting with users, its task is to optimize retrieval
performance while learning. Previous work in learning to rank for IR has considered only final
performance, i.e., performance on unseen data after training is completed [14], and, in the case
of active learning, learning speed in terms of the number of required training samples [22]. Here,
we measure performance in terms of cumulative reward, i.e., the sum of rewards over all queries
addressed during learning [19]. Many definitions of cumulative reward are possible, depending on
the modeling assumptions. We assume an infinite horizon problem, a model that is appropriate
for IR learning to rank problems that run indefinitely. One issue with infinite horizon problems
is the infinitely delayed splurge: since there are always infinitely many timesteps to go, the agent
always explores, confident that enough time remains to exploit. To address the issue, infinite horizon
problems typically include a discount factor γ ∈ [0, 1) which weights immediate rewards higher
than future rewards. The specific value of γ in IR problems is likely to be context-dependent, with
lower values for quickly changing search environments, such as real-time search. How to set γ for
a given search environment is an open problem. Given these assumptions, cumulative reward is
defined as the discounted infinite sum of rewards ri: C =

∑∞
i=1 γ

i−1ri.

The resulting problem formulation differs from those traditionally used in IR because performance
depends on cumulative reward during the entire learning process, rather than just the quality of the
final retrieval system produced by learning. It also differs from typical contextual bandit problems,
which assume that the agent has access to the true immediate reward resulting from its actions.
Typical IR evaluation measures require explicit feedback, which is not available in most realistic use
cases for online learning to rank. Thus, this contextual bandit problem is distinct in that it requires
the learner to cope with implicit feedback such as click behavior.

1In some retrieval settings, clicks are relatively reliable. For such settings, approaches optimizing for click-
through rate are effective [16, 18] (these are similar to approaches for ad-placement and news recommendation).
Here we focus on the more general retrieval problem where clicks can be noisy.
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3 Balancing exploration and exploitation in online learning to rank for IR2

An online learning to rank system for IR can obtain feedback only on results that users actually
examine, which typically includes only a few top-ranked documents. To obtain feedback on other
documents, the system must explore by trying out variations of the current ranking that could lead
to a better solution. However, the system also needs to ensure that the quality of result lists is
high throughout the lifetime of the search engine, as otherwise users may be dissatisfied with the
results. Thus, it has to exploit what is already known to be a good ranking. Clearly, this results
in an exploration/exploitation dilemma. While this dilemma is a central challenge in research on
contextual bandits, it is unclear what role, if any, it plays in practical IR settings. Our work is the
first to demonstrate that balancing exploration and exploitation can substantially improve the online
performance of learning to rank for IR approaches.

We developed the first online learning to rank method that could balance exploration and exploitation
when learning from noisy, relative feedback. It is based on a (purely exploratory) stochastic gradient
method that can learn from implicit feedback [23]. The balance between exploration and exploitation
is based on the well-studied ε-greedy approach (cf., [20]), which we adjusted to the relative-feedback
setting as follows. We maintain two document lists, one exploitative (based on the currently learned
best ranking), and one exploratory (introducing variations to the current best ranking to explore
potential improvements). An exploration rate k determines the relative number of documents each
list contributes to the final interleaved list shown to the user. Unlike in ε-greedy methods, each
action, i.e., interleaved list, can contain both exploratory and exploitive elements.

Table 1: Results, balancing exploration and exploitation in
online learning to rank for IR. M and N indicate statistically
significant improvements of exploit runs (k ∈ [0.1, 0.4])
over the purely exploratory baseline (k = 0.5).

k 0.5 0.4 0.3 0.2 0.1

HP2003 102.58 109.78N 118.84N 116.38N 117.52N

HP2004 89.61 97.08N 99.03N 103.36N 105.69N

NP2003 90.32 100.94N 105.03N 108.15N 110.12N

NP2004 99.14 104.34M 110.16N 112.05N 116.00N

TD2003 70.93 75.20N 77.64N 77.54N 75.70M

TD2004 78.83 80.17 82.40M 83.54N 80.98
OHSUMED 125.35 126.92M 127.37N 127.94N 127.21
MQ2007 95.50 94.99 95.70 96.02 94.94
MQ2008 89.39 90.55 91.24M 92.36N 92.25N

To compare our method to the base-
line approach, we developed a new
evaluation framework that can sim-
ulate user clicks on arbitrary re-
sult lists, and measure online perfor-
mance, i.e., the quality of search re-
sults that a user would experience.
We achieved this by leveraging ex-
isting learning-to-rank data sets [15]
and recently developed click mod-
els [2–4] so that the performance of
online learning to rank methods can
be systematically explored under dif-
ferent assumptions, e.g., varying lev-
els of noise in user clicks.

Table 1 shows our results when assuming a navigational click model, which simulates the relatively
reliable click data observed in web search settings where users have a target website in mind (qual-
itatively similar results were obtained for both more and less reliable click models). These results
show performance is highest for exploration rates k ∈ [0.1, 0.3]. Thus, on average, injecting only
two exploratory documents in the top-10 result list is sufficient to optimize online performance.

These experiments validate our model of online learning to rank as a contextual bandit problem, and
confirm our hypothesis that balancing exploration and exploitation is crucial for obtaining high re-
trieval performance while learning. In addition, they demonstrate that surprisingly little exploration
is needed to achieve good learning performance.

4 A probabilistic method for inferring preferences from clicks

A critical component of systems for learning to rank from implicit feedback are methods to infer
information from that feedback. Because feedback in typical IR settings is often noisy, and varies
substantially across users and queries, interleaved comparison methods are used to infer relative
judgments [17]. Interleaved comparison methods consist of two steps. One interleaving step, in
which the two candidate result lists are combined into one interleaved result list that is then presented
to the user, and one inference step, in which user clicks observed on the interleaved list are attributed
to the candidate lists to determine the winner of the comparison.

2The work presented in Sections 3 and 4 is described in more detail in [6] and [7], respectively.

3



0

0.2

0.4

0.6

0.8

1

1 10 100 1k 2k 5k 10k

balanced interleave
team draft

document constraint
marginalized probabilities

0

0.2

0.4

0.6

0.8

1

1 10 100 1k 2k 5k 10k

balanced interleave
team draft

document constraint
marginalized probabilities

Figure 2: Assessment of interleaved comparison methods. Probability of preferring the correct
ranker vs. number of interactions, under perfect (left) and noisy (right) feedback.

Previous interleaved comparison methods were shown to allow reliable comparisons but suffered
from either bias or lack of sensitivity, especially when the candidate lists are similar. We developed a
new probabilistic method for inferring such comparisons that addresses these problems. Our method
models the interleaving step as repeated sampling without replacement from probability distributions
over documents. The probability distributions are defined as softmax functions over the document
rankings of the candidate lists, such that the highest-ranked documents are most likely to be drawn.
After clicks are observed, comparisons are inferred by estimating the expected relative value of the
two lists. Because both result lists use the same softmax function and judgments are based directly
on the resulting expectation, this approach is unbiased. In addition, because a non-zero probability is
assigned to every observed interleaved result list, it is possible to marginalize over click assignments,
instead of relying only on the noisier observed samples of which candidate list contributed which
document. Doing so improves generalization from sparse data, yielding a method that is highly
sensitive even to small differences between document lists.

Figure 2 shows how our method performs on perfect and noisy click data. Our analytical and experi-
mental results show that our approach can compare ranked result lists more accurately than previous
methods, because it addresses problems of bias and sensitivity in earlier methods. In addition, our
approach is robust to noise in user feedback, which makes it applicable in a much wider setting.

5 Ongoing work and challenges
Since research on online learning to rank for IR is only beginning, many directions for future re-
search exist. Methods for comparing rankers have so far focused only on comparing individual
ranker pairs. For learning methods, which require many such comparisons, methods that use avail-
able data much more efficiently can be devised. One interesting direction for research is to develop
methods that can efficiently identify the best subset of a given pool of rankers. Such methods could
considerably speed-up stochastic learning. Possible starting points are [9, 21].

Also, feedback can so far only be collected during live interactions with users. Many hundreds to
thousands of such interactions are required for comparing a single pair of rankers and the collected
data cannot currently be reused. Solutions developed for related areas, such as news recommenda-
tion, cannot be applied directly, as they require logged data that provides reasonable coverage of
possible state-action pairs [13]. In IR, this form of data collection is infeasible, as the quality of
the result lists during data collection would be too low. However, the probabilistic nature of our
interleaved comparison method makes it possible in principle to use importance sampling to judge
the relative quality of two result lists based on clicks obtained from interleaving two other lists.
By reusing historical data, such an approach could greatly improve the sample efficiency of online
learning to rank. This direction is the current focus of our ongoing research.

In addition, current approaches for learning from implicit feedback, and for balancing exploration
and exploitation are quite simple. For example, our work is based on a stochastic gradient method
that performs random local exploration of the solution space. Thus, the potential exists for large
improvement using more sophisticated approaches such as estimation of distribution methods [5].

Finally, the assumption that queries are independent, which enables the application of contextual-
bandit algorithms, cannot model more complex settings containing sessions of consecutive queries.
Additional research is needed to formulate such settings as a subclass of (partially observable)
Markov decision processes and develop efficient algorithms to exploit their unique characteristics.
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