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Lecture Overview

 Recap Motivation and Representation for
Probabilistic Relational Models (PRMs)

« Full Relational Schema and its Instances

« Relational Skeleton and its Completion Instances
* Probabilistic Model of PRMs

« Dependency Structure

« Parameters
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How PRMs extend BNs?

Registration

1. PRMs conceptually extend \zegm
BNs to allow the -

specification of Grade

Satisfaction

rather than a fixed set of
Simple a"""r'ibU"'es Registration

C Satisfaction )
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How PRMs extend BNs?

1. PRMs conceptually extend BNs to allow the
specification of
rather than a fixed set of simple

Professor

attributes

Geaching-AbiliE

Popularity

2. PRMs also allow Registration

Satisfaction
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Mapping PRMs from Relational
Models

+ The representation of PRMs is a direct
mapping from that of relational
databases

- A relational model consists of a set of
classes X,,...X, and a set of relations
R,,...R,,, where each relation R; is typed
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University Domain Example -
Full Relational Schema

Primary
keys are
indicated
by a blue

| ncieiafate
many-to-
many

relationship
—
Dashed lines

indicate the

types of object

referenced

w

lllllllllxllllllll

<

a1 Professor

Name

Popularity

Teaching-Ability

Course

Name

Instructor

Rating

Difficulty

Student

Name

Intelligence
Ranking

Registration

RegIiD

Course

Grade

Satisfaction
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Indicates
one-to-many
relationship

Underlined
attributes are
reference

—slots of the class



University Domain Example - An
Instance of the Schema

One
professor
IS the
Instructor
for both
courses

ﬁDrofessor \

Name

Prof. Gump
Popularity

high
Teaching-Ability

Course

Name
Phil101

Difficulty
low

Student
Name
Jane Doe

Intelligence
high
Ranking

Jane Doe is registered
for only one course,
Phil101, while the other

Registration

ReglD : _

#5639 student is registered for
Grade both courses

A
Satisfaction

8
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University Domain Example -
Another Instance of the

ﬁ)rofessor \
Name \
Prof. Vincent
Popularity
high
Teaching-Ability
high 14,
There are .
two e
professors -
Instructing Course

Name

a course \

Difficulty
low

Phil201

gt
il

Schema

i ReglD

A

3

Registrétion

#5723
“Emmmg=E s Grade

Satisfaction

Student
Name
John Doe
Intelligence
high
Ranking

There are three
students in the
Phil201 course

9
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University Domain Example - fixed
vs. probabilistic attributes

=1 Professor Student .

Name Name

Popularity Intelligence
Teaching-Ability Ranking

3

Registration

Course

Probabilistic

AtEOUTES
ﬂ&/%ﬂ%”té”ic

regular font

RegIiD
Course

Prolabd ostic Name

are afwstownitalioy | (nstructor
regular font \ Rating

Difficulty

Grade
Satisfaction
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PRM Semantics: Skeleton Structure

*+ A skeleton structure o of a relational schema
is a partial specification of an instance of the
schema. It specifies
- set of objects for each class,

- values of the fixed attributes of these objects,
- relations that hold between the objects

* The values of probabilistic attributes are left
unspecified

+ A completion I of the skeleton structure o
extends the skeleton by also specifying the
values of the probabilistic attributes
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University Domain Example -
Relational Skeleton

ﬁ)rofessor

~

Name \

Prof. Vincent
Popularity

?2?77?
Teaching-Ability

\‘7 2?77 4/&

N

Course
Name
Phil201

Difficulty V=

?7?7?

Rating
??7?
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“Emmmg=E s Grade

Student

Ry Name
o John Doe
Ry Intelligence
L4
RN 277
. . . .
M)

Ranking
??7?

Registratiof
Registrétion

i ReglD
#5723

?77?

Satisfaction
?7?77?
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University Domain Example -
The Completion Instance I

ﬁ)rofessor \
Name \

Prof. Vincent Student
Popularity . Name
. L4
hlgh N o John Doe
Teaching-Ability & Intelligence
\ hlgh| A’ Q.. 0.. hlgh
\ i y Ranking

Course

PRMs also allow
multiple possible
Instances and
values .

Registrétion

Name
Phil201

Difficulty mennafahad Grade

low

A
Satisfaction
3
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Lecture Overview

 Recap Motivation and Representation for
Probabillistic Relational Models (PRMS)

« Full Relational Schema and its Instances

« Relational Skeleton and its Completion Instances
* Probabilistic Model of PRMs

« Dependency Structure

« Parameters
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PRMs: Probabilistic Model

* The probabilistic model consists of two
components:
- the qualitative dependency structure, §

- the parameters associated with it, 6,

+ The dependency structure is defined by
associating with each attribute X.A a
set of parents Pa(X.A); parents are
attributes that are “direct influences” on
X.A. This dependency holds for any
object of class X

CPSC 422, Lecture 33
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Dependencies within a class
The prob. attribute X.A can depend on another

probabilistic attribute B of X. This induces a
corresponding dependency for individual objects

Registration

‘ ReglID

Course
Student

Grade

Registration
ReglID

#5723
Grade

Satisfaction

Satisfaction

Registration
g . . RG%\&F&% on C#S?Z%) Seh 3@

Satisfaction
T
(Grade> @a o (557 23@
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Dependencies across classes

+ The attribute X.A can also depend on
attributes of related objects X.t.B, where t
is a slot chain

Professor

®  Professor

Geaching-Abi@

Popularity

Registration

Course EEE

| |
I\'/I Instructor

Rating

/

Satisfacti@
ngrse e sTrn/C'(‘or"__@
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Possible PRM Dependency Structure
for the University Domain

Edges correspond
to probabilistic
dependency for
objects in that class

Professor

Edges from
one class to
another are routed

through slot-chains
18



Let's derive the Corresponding "grounded”
Dependency Structure for this Skeleton

Student

Course

Name
Phil101

Difficulty
2?77

Rating
2?7

/Professor ?TDrofessor I Name
Name Name Jane Doe
Prof. Gump Prof. Vincent Intelligence
Popularity Popularity o ”Student
2797 2797 AN Name
Teaching-Ability| Teaching-Ability ." .: Sue Chu
\_ 7?7 \ ) RS Intelligence
. = o 222
R R o Ranking

Registration
ReglD
#3

Registration
ReglD
#5

Grade
999

Registration
ReglD
#6
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JEEEEEEEEEE Jane Doe

??? ??7?
Teaching-Abili§j Teaching-Ability
299

Intelligence
??7?

Ranking

pammEsE I'S'qtls Grad—

DIffICUlty LLE T,
??7?

Rating




QS EEEEEEEEEE Jane Doe

??? ??7?
Teaching-Abili§ Teaching-Ability
299

Intelligence
??7?

Ranking

Difficulty
?7??

Rating




JEEEEEEEEEE Jane Doe

??? ??7?
Teaching-Abili§ Teaching-Ability
299

Intelligence
??7?

Ranking

ammum "S-qqs

DIffICUlty LLE LI
??7?

Rating




Now, what are the parameters 6,

Professor

Teaching-Ability >
opularit

~J Student
Intellige@

[ : . :
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Parameters of PRMs

+ A PRM contains a conditional probability
distribution (CPD) P(X.A|Pa(X.A)) for each
attribute X.A of each class e.qg.,

P(Registration.Grade | Course.Difficulty, Student.Intelligence)

* More precisely, Iet@be the set oi i arents of

X.A. For each tuple of values ), the CPD
specifies a distribution P(X.A|u) over V(X.A).

Copee - DlJrJACaJ‘C«/] S {HOQLI | Jow DIy A B C
SToolewt Lt R = Uﬂ‘&/l’\ ) I@W Er (())i 8;1 (())i
Lh| 08 01 01

RQKSWﬁ“‘M-(DraJQ: éA,B,C} \1) 03 08 01,
- The parameters in all of these CPDs comprise ©,
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Problem with some parameters 6,

Professor

Teaching-AbiIitE >
opularit .

¥ Student

@ellige@

C. T seenl

A- rDO W\‘QV\\I] Pereﬁ(g . oo +€W P < S
okl

8 , \/‘BV\}\’)\( :“;‘: Q_\_ ?zreﬁs D . aV\o‘H/\@( ?‘(‘ 2\2 Sw)
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Problem with some parameters 6,

Professor

Teaching-Ability >

---8 Studen
ntelligence

When the slot chain t (¢ 5. Covrse. Ju sotmmérB

is not guaranteed to be single-valued, we
must specify the probabilistic dependence of
¢ x.A Re (MJ'\bVl Sabhstacdiom

\/\o 27rC
- on the se'r | / lmi:m(c e
oufS
The léécﬂmn ﬂ“«aol oF T =
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How to specify cond. Prob. When
# of parents can vary?

+ The notion of aggregation from database
theory gives us the tool to address this
issue; i.e., x.A will depend
probabilistically on some aggregate
property of this set
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Aggregation in PRMs

Examples of aggregation are:

* the mode of the set (most frequently occurring
value);

- mean value of the set (if values are numerical);

- median, maximum, or minimum (if values are
ordered);

- cardinality of the seft; efc.

CPSC 422, Lecture 33 28



PRM Dependency Structure with
The same course can be 099 regaT i o ns A course satisfaction

taught by multiple profs depends on the teaching
abilities of its instructors

) . A student may take multiple
@Ch'"g'Ab’@ courses

Professor

: Popularit
M Student
Course  .iivinennall. 1 AGG Intelligence
Rating :
MG Ranking
... 8l Registration I PR
Difficulty AGG
Satisfaction The student’s ranking
A course rating depends AGG depends on the average
average satisfaction of students in of his grades
the course Grade
29
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CPDs in PRMs

Professor

Teaching-Ability >
opularit

h
A |01 02 0.7
B |02 04 04

\C 06 03 01 )

30
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JPD in PRMs

- Given a skeleton structure o for our

schema, we can apply these local
conditional probabilities to define a JPD
(joint probability distribution) over all
completions of the skeleton

* Note that the objects and relations
between objects in a skeleton are always
specified by g, hence we are disallowing
uncertainty over the relational structure
of the model
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JEEEEEEEEEE Jane Doe

??? ??7?
Teaching-Abili§j Teaching-Ability
299

Intelligence
??7?

Ranking

l Satisfacti
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Parameter Sharing / CPTs
reuse, where else?

+ Temporal Models
-+ Because of the stationary assumption!

CPSC 422, Lecture 33
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Final Issue....

* To define a coherent probabilistic model as
a Bayesian network, we must ensure that
our probabilistic dependencies are.....

A. Polynomial
B. Acyclic

C. Cyclic

D. Recursive

35
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Class Dependency Graph for
the University Domain

@urse.Difficu@ @dent.lntelligencb
@ofessor.Teaching-AbiliD Registration.Grade )

@ofessor_ Popularity) Registration.SatisfactiD

l

(Course.Rati@
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Ensuring Acyclic Dependencies

* In general, however, a cycle in the class
dependency graph does not imply that all
skeletons induce cyclic dependencies

* A model may appear to be cyclic at the class
level, however, this cyclicity is always resolved at
the level of individual objects

* The ability to guarantee that the cyclicity is
resolved relies on some prior knowledge about
the domain. The user can specify that certain
slots are guaranteed acyclic
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Relational Schema for the
Genetics Domain

Person Blood Test

BT-ID
Patient

Name

Blood-Type

P-Chromosome
M-Chromosome Contaminated

Results

M = Maternal
P = Paternal
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Relational Schema for the

Person

Name

Genetics Domain

Blood Test

Patient

Contaminated
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Dependency Graph: Genetics Domain

Person~  *=eeeesfrel

Blood-Type

Results
Contaminated

- . ~ /’ ’ P .

q-Chromosome
-Chromosome

/
Person.M-chromosome >  ~ Person.P-chromosome >
| 3 - \
S o - = = = ~

-——— — -———

Person.BloodType

<_BloodTest.Contaminated >

40

< BloodTest.Result
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PRM for the Genetics Domain

Qloo dType Person QloodType Person
: 7 P ”
;Qchromosome ;Qchromoso@
@-chromosomDE q/l-chromosomDE

Person

P-chromosome

Fi

hd
Q/I-chromosomD

[
BloodType Contaminated
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Dependency Graph for Genetics
Domain

’———_

- —A - T T T TS “~u e ™~

7 ~
’\@son.M-chromoso@ @rson.P-chromoso@ )

b d -
/\(\~__‘“-—ﬁ\K _______ -7 S N e mem =

Dashed edges correspond to <Per5°n-B|°°dTVPe

“guaranteed acyclic”

dependencies @oodTest.ContaminateD

@oodTest.Result
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Learning Goals for today's class

YOUu can:

« Build the grounded Bnet, given a Relational
Skeleton, a dependency structure, and the
corresponding parameters

« Define and apply guaranteed acyclicity
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MONDAY: Third and final
research paper reading

« EMNLP 2020 paper MEGA RST Discourse
Treebanks with Structure and Nuclearity from
Scalable Distant Sentiment Supervision
Patrick Huber, Giuseppe Carenini

* (guest speaker: first author of the paper PhD
student Patrick Huber !

« Material to review before reading:
— CKY,
— Exploration/Exploitation trade-off in RL,
— Beam Search (from 322),

— Recurrent Neural Networks (if you have seen them in

340 or other courses) 44
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https://www.aclweb.org/anthology/2020.emnlp-main.603.pdf
https://www.aclweb.org/anthology/people/p/patrick-huber/
https://www.aclweb.org/anthology/people/g/giuseppe-carenini/

Relatively Recent Book + VideoTutorial on Star-AI

Book: Logic, Probability, and Computation 2016
Luc De Raedt, KU Leuven, Belgium,

Kristian Kersting, Technical University of Dortmund, Germany,
Sriraam Natarajan, Indiana University,

David Poole, University of British Columbia

An intelligent agent interacting with the real world will encounter individual people, courses, test
results, drugs prescriptions, chairs, boxes, etc., and needs to reason about properties of these
individuals and relations among them as well as cope with uncertainty.

Uncertainty has been studied in probability theory and graphical models, and relations
have been studied in logic, in particular in the predicate calculus and its extensions. This
book examines the foundations of combining logic and probability into what are called
relational probabilistic models. It introduces representations, inference, and learning techniques for
probability, logic, and their combinations.

The book focuses on two representations in detail: Markov logic networks, a relational extension
of undirected graphical models and weighted first-order predicate calculus formula, and Problog, a
probabilistic extension of logic programs that can also be viewed as a Turing-complete relational
extension of Bayesian networks.

Statistical Relational Al tutorial at NIPS (now NEURIPS) 2017.
https://www.facebook.com/watch/live/?v=1552222671535633&ref=watch_permalink
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6 1. MOTIVATION

_'EU PatientI D | Gender | Birthdate PatientID | Date | Physician | Symptoms Diagnosis
= o

=]
= . = S 1 ‘ 1ttt ks T, ir
s P1 M 3/22/63 | & P1 1/1/01| Smith }1:11p1t.1t10115 hypoglycemic
= z Pl 2/1/03| Jones fever, aches influenza

[

, Patieng{D | Date Lab Test Result ” K
& P1 lood glucose 42 =
2 ' 7
] P1 1/9/01| blood glucose PP 17

Z PatientID | Date Prescribed” | Date Filled | Physician Duration
E

> P1 5/17/98 5/18/98 Jones prilosec 10mg | 3 months
L
ay

Figure 1.3: Electronic Health Records (EHRs) are relational databases capturing noisy and missing
information with probabilistic dependencies (the black arrows) within and across tables.
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1.4. APPLICATIONS OF STARAI 7

reecbase
XK

VaGO

elect knowledge

=
\

[l

Extracting value from dark data

0.98 : location (barnett, texas)
0.98 : location (husky,pie_river)

0.98 : location (atoka,alberta)

Figure 1.4: Populating a knowledge base with probabilistic facts (or assertions) extracted from dark
47

data (e.g., text, audio, video, tables, diagrams, etc.) and background knowledge.
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1.4. APPLICATIONS OF STARAI 11

r ot )
A 7~ Frecbase
YSGD
G)servation System\ _ j
0.98 : graspable(Obj) IF glass(Obj) ?
0.87 : kitchen(p1)
0.05 : diningRoom(p1) .O G.

0.98 : grasp(Obj) IF atLoc(pl) l l m&.

0.08 : grasp(Obj) IF atLoc(p3) B

Figure 1.7: 'The robot’s relational probabilistic model is populated with the data produced by its per-
ception and experience (robot log data, human motion tracking, environment information, etc.) as
well as with facts (or assertions) extracted from other dark data.
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Last class on Wed

 Beyond 322/422 (ML + grad courses)
 Watson....
* Final Exam

Assignment-4 Due !

Fill out on-line Teaching Evaluation
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