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Abstract. This paper presents a system for generating wser tail ored evaluative
arguments, known as the Generator of Evaluative Arguments (GEA). GEA de-
sign is based on a pipelined architedure cmmonly used in natural language
generation. After an overview description d GEA main comporents, we focus
on how GEA performs the microplanning tasks. Detail s are provided by exam-
ining the generation d a sample agument.

1 Introduction

Evaluative aguments are communicaive ads that attempt to advise or persuade
the aldressee that something is good (vs. bad) or right (vs. wrong). The ability to
generate evaluative aguments is criticd in many communicétive settings involved in
human-computer interadion. For instance, a system that serves as a student advisor
may need to justify why a particular course is a goodchoice for its user. Or, in a dif-
ferent context, a red-estate software asdstant may need to argue that one house is a
terrible choicefor its user. In the field of natural language generation (NLG), consid-
erable reseach has been devoted to develop computational models for automaticdly
generating wser tail ored evaluative aguments. Among dhers, [1-3] have investigated
the process of seleding and structuring the agument content, while [4] developed a
detailed model of how the seleded content shoud be redised into natural language.
However, akey limitation o previousreseach isthat spedfic projeds have tended to
focus on orly one aped of the generation process leaving the development of a
comprehensive computational model as future work. In this paper, we present a pre-
liminary attempt to develop such a model. By extending and integrating previous
work, we have designed and implemented the Generator of Evaluative Arguments
(GEA), a ommplete NLG system that covers all aspeds of the generation process
GEA uses (as much as passble) domain-independent data structures and algorithms
and encodes general principles on hav evaluative aguments are to be generated. In
the reminder of this paper, we first present a standard architedure for a generic NLG
system. Then, we describe how the modues and tasks of this architedure have been
instantiated in GEA to model the generation d evaluative aguments. After that, we
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focus on the GEA text microplanner modue. Detail s are provided by examining the
generation d asample user tail ored evaluative agument in the red-estate domain.

2 Standard Architecturefor a Generic NLG System

Text generation involves two fundamental tasks: a processthat seleds and aganizes
the content of the text (degp generation), and a process that expresss the seleded
content into natural language (surfacegeneration). Most previous work in NLG makes
the asumption that deep generation shoud strictly precede surface generation. The
resulting dpeline achitedure, which is adopted in this work, is siown in Figure 1. In
this architedure language generation is modeled as a goal-driven communicdive
process Theinitial input of deep generationis a set of communicaive goals, typicdly
of the form: make the heaer believe something, change the heaer attitude abou
something and make the heaer intend to do something. Then, a Text Planrer seleds
and aganizes content to achieve the ammmunicative goals given as inpu (see[5]). In
performing this task, the text planner applies a set of communicaive strategies that
spedfy for eatr communicaive goa how it can be ahieved by either pasing further
communicative sub-goals for the planner, or by performing a primitive communica-
tive adion. The gplicaion d these strategies typicdly relies on threedomain knowl-
edge sources (seeFigure 1): adomain model, auser model and adialogue history. The
domain model is the source from which the mntent of the text is sleded, while the
user model and the dialogue history allow the planner to tailor the cntent and struc-
ture of the text to bah feaures of the user and feaures of previous interadion. For
instance, consider the cmmunicative goal of increassing the user positive dtitude
towards an entity (e.g., ahouse). The text planner would seled information abou the
house and related entities (e.g., the house's neighbahood from a model of the red-
estate domain. Furthermore, the text planner may selea different information de-
pending onthe user, because different users might agree on the same evaluation for
diff erent reasons depending ontheir preferences. Andfinally, as an example of sensi-
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Figure 2 Sampletext plan

tivity to the dialog history, the text planner may avoid repeaing information that had
been aready presented to the heaer in apreviousinteradion.

The output of text planningis atex plan, a data structure that spedfies: the rhetori-
cd structure of the text, what propasitions the text shoud convey and a partial order
between thaose propasitions. The rhetoricd structure of the text subdvides the text into
segments. Each segment is a portion o text that is intended to achieve a ommunica-
tive goal. Segments are internally structured and consist of an element that most di-
redly expresss the segment purpose and any number of constituents suppating that
purpose.! The rhetoricd structure dso spedfies for ead suppating element how it
relates to the main element, bath from an intentional perspedive, (i.e., how the sup-
porting element is intended to suppat the main ore), and from an informational per-
spedive, (i.e., how its content relates to that of the main element). The text for a sam-
ple evaluative agument and its correspondng text plan are shown in Figure 2. The
text plan spedfies that the text consists of four subsegments. The third segment is
itself composite and consist of two subsegments. Only intentional relations are shown
because the informational ones are dl obvious properties of the house.

Going bad to the pipeline achitecure shown in Figure 1, the generation d a text
plan ends the processof deeg generation. The secondtask involved in text generation,
surface generation, comprises the two sub-processes of tex microplanning and sen-
tencerealization. Noticethat, while text planning primarily relies on damain knowl-
edge and sentenceredizaion pimarily relies on lingustic knowledge, microplanning
tasks consider the interadions between danain knowledge and lingustic knowledge
[6]. The following threetasks belong to microplanning: (a) Lexicalization is the task

1 The main element and the suppating elements are cdled dfferently in dfferent discourse
theories. In this paper we use @re vs. contributors respedively. These dements can be mm-
posite segments themsel ves.
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of seleding words and asociated syntadic structures to express gmantic information.
Usually, lexicdizaion also includes the seledion d cue phrases (e.g., “althoughf,
“because”, “in fad”), which are words and plrases that mark the relationship between
portions of text. Threebasic types of lexicdization can be identified (see[6] for more
detail s and examples). In simple lexicalization, a proto-phrase template is asciated
with ead pesshle chunk d semantic information and an information chunk is lexi-
cdized by instantiating its correspondng template. In simple lexcal choice severa
proto-phrase templates are assciated with ead propasition and its arguments. So, in
addition to instantiating a template, we have the problem of seleding the most appro-
priate one. This ®ledion is typicdly based on syntadic fadors (e.g., the syntadic
caegory in which the propasition hes to be expressed), spedfic feaures of the par-
ticular information chunk and pragmatic fadors (e.g., user knowledge and prefer-
ences). Findly, in fine-grained lexicalization, it is assumed that the dhunks of infor-
mation gven asinpu are expressed in terms of abstrad semantic primitives. And this
requires additional more sophisticaed processng. (b) Aggregation is the task of
padkaging semantic information into sentences. Three basic types of aggregation can
be identified [6]. In simple cnjunction, two or more informational elements are com-
bined within a single sentence by using a wnredive such as and For instance two
informational elementsthat could be redized independently as (al)“House B-11isfar
from ashoppng area” and (a2)“House B-11 is far puldic transportation” can be com-
bined and redized as the single sentence “(al) and (a2)”. In conjunction via shared
participarts, two or more informational elements dharing argument positions with the
same @ntent are cmbined to produce asurface form where the shared content is
redized orly once For instance the two informational elements aggregated above in
a simple mnjunction could be cmbined in a conjunction via shared paticiparts as
“House B-11is far from a shoppng area ad pulblic transportation”. Finaly, in syn-
tactic embedding, an informational element that might have been redized as a sepa-
rate mgjor clause is instead redized as a @nstituent embedded into some other red-
ized element. For instance, two informational elements that could be redized inde-
pendently as “House B-11 dfers aniceview” and “House B-11 dfers a view on the
river” can be combined and redized as “House B-11 dfers a niceview on the river”.
(c) The generation of referring expressions is the task of determining the semantic
content of the noun phases used to refer to the domain entities mentioned in the text
plan. This task also includes determining when a pronounis the most effedive refer-
ring expresson (i.e., pronominalization dedsion) 2.

After microplanning (seeFigure 1), the Sentence Reali zer completes the generation
process It runs the output of the Micro-Planner througha mmputational grammar of
English that produces English text. We do nd discuss the redization process here,
becaise GEA uses an df the shelf system as entenceredizer.

2 No cetail's on the task of generating referring expresson roper are given here, becaise they
are not needed to understand ou system. Pronominalizaion is typicdly based ontext seg-
mentation and the related naion d locd coherence We describe our pronaminali zation algo-
rithmin Section 4
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3 TheGenerator of Evaluative Arguments (GEA)

The design d GEA is based on pginciples from argumentation theory as well as on
previouswork in computational lingustics. GEA covers al aspeds of generating user
tailored evaluative aguments from seleding and aganizing the wntent of the agu-
ment, to expressng the seleded content into netural language. In this sedion, we
describe the design and development of GEA by ill ustrating haw its architedure spe-
cializes the standard architecure of a generic NLG system presented in the previous
sedion (Figure 1). As shown in Figure 3, the inpu to the planning processis an ab-
strad evaluative ommunicéive goal expressng that the user attitude toward a subjed
shoud increase in the diredion d the communicdive intent. In GEA, the subjed of
the evaluation is an entity in the domain of interest (e.g., a house in the red-estate
domain), while the agumentative intent is either positive or negative, with pasi-
tive/negative meaning that the user shoud like/dislike the entity.

Given an abstrad communicative goal, the Longbav text planner [7] seleds and
arranges the ontent of the agument by applying a set of communicdtive strategies
that implement an argumentation strategy based on gudelines for content seledion
and aganizaion from argumentation theory (e.g., [8]). The text planner decomposes
abstrad communicative goals into primitive ones. In paralel, it also decomposes
communicaive adions that achieve those goals and imposes appropriate ordering
constraints among these adions. Two knowledge sources are involved in this process
of goal and adion deampasition (see Figure 3): (i) A domain model representing
entities and their relationships in a spedfic domain. (i) An additive multiattribute
value function (AMVF), which isa complex model of the user’s preferences[9].

An AMVF is a model of a person’'s values and preferences with resped to entities
in a cetain class It comprises a value treeand a set of comporent value functions. A
value treeis a decomposition d an entity value into a hierarchy o entity aspeds
(cdled oljedives in dedsion theory), in which the leares correspond to the antity
primitive objedives (seeleft of Figure 4 for a simple value treein the red estate do-
main). The acs in the tree ae weighted to represent the importance of an oljedive
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with resped to its shlings (e.g., in Figure 4 qudity for UserA is more than twice &
important as amenities in determining the house-value). The sum of the weights at
ead level is always equal to 1. A comporent value function for a primitive objedive
expresses the preferability of ead value for that objedive & a number in the [0,1]
interval, with the most preferable value mapped to 1, and the least preferable one to 0.
For instance in Figure 4 the modern value of the primitive objedive architedural-
style is the most preferred by UserA, and a distance-from-park of 1 mile has prefer-
ability (1 - (/3.2 * 1))=0.69. Althoughfor ladk of spacewe caina provide detail s
here, given a user spedfic AMVF and an entity, GEA can compute predse quantita-
tive measures that are aiticd in generating a user-tailored evaluative agument for
that entity. Firdt, it is posshle to compute how valuable an entity is for that user. Sec-
ond, GEA can compute how valuable any oljedive of the aentity is for that user (see
Figure 4 on the right for examples). Third, GEA can identify what objedives can be
used as suppating a oppaing evidence for the evaluation o their parent objedive.
Fourth, GEA can compute for ead oljedive the strength of suppating (or oppasing)
evidence it can provide in determining the evaluation d its parent objedive. In this
way, our argumentation strategy can arrange evidence acording to its drength and
can generate concise aguments by orly including sufficiently strong evidence. De-
tail s of the strategy and onthe measure of evidence strength are presented in [10]. The
argumentation strategy is implemented as a library of plan operators. Given an ab-
strad evaluative communicaive goal, the text planner applies the operator library and
produces a text plan for an argument intended to achieve that goal.

Next, the text plan is passed to the GEA microplanner which performs aggregation,
lexicdizaion and generates referring expressons. Aggregation, the packaging o
semantic information into sentences, is performed acording to the standard tech-
niques simmarized in Sedion 2 With resped to lexicdization, the GEA microplanner
seleds words to express evaluations by following an extension o previous work on
redizing evaluative statements [4], whereas dedsions abou cue phrases (to express
discourse relationships among text segments) are implemented as a dedsion tree
based onfedures suggested in the literature (e.g., [11], [12]). The generation o refer-
ring expressonin GEA is gsraightforward; an entity is always referred to by its proper
noun For pronaminalizatiion (dedding whether to use apronoun @ nat to refer to an
entity), smple rules based oncentering theory [13] are gplied. Finaly, the output of
text microplanning is unified by the GEA sentence redizer (FUF) with the Systemic
Unificaion Redizaion Grammar of English (SURGE) [14].

4 The Generation of a Sample Argument

GEA isa mmplex computer appli caion that integrates and extends svera systems
and formalisms. For ill ustration, in this edion, we examine the generation d the
sample evaluative agument shown in Figure 6. The agument is abou a particular
house for a particular user. Information abou the house dongwith an AMVF prefer-
ence model for the sample user are shown in Figure 4. For ladk of space we mainly
focus here on the key tasks involved in hav the GEA’s microplanner processes the
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text plan for the agument. Details on GEA’s argumentation strategy for content se-
ledion and aganizaion can befoundin [10].

The generation d the agument isinitiated by paing the ommunicative goal (i n-
creased-attitude User-A House-2-33 +) for the text planner to achieve. By
applying the operator library implementing the agumentation strategy, the text plan-
ner seleds and arganizes the mntent of the agument. This processrelies onthe user’s
preference model and onthe information abou the house (shown in Figure 4). The
seleded content (i.e., a subset of the AMVF s objedives and their value for UserA) is
organized in atext plan. As described in Sedion 2 atext plan spedfies the rhetoricd
structure of the text, what propasitions the agument shoud convey and a partial order
between those propasitions. Figure 5 shows the text plan generated by GEA for our
example. The adion decompositions and the relation d evidence and concesson be-
tween them express the rhetoricd structure. The leaves of the text plan expressthe
propasitions the agument shoud conwey (e.g., <Assert that the Quality of
House-2-33 is for UserA 0.82>). And the nodes of the text plan (i.e., the
communicaive adions) are ordered (e.g., the adion Assert-opposi ng- props
shoud be performed before Assert - props-in-favor). Notice that the text plan
does nat include the objedive Crime (which isincluded in the agument). The reason
isthat the arrent implementation d the agumentation strategy only processes objec-
tives of depth <3 in the AMVF. The objedive Crime is reintroduced in the agument
by subsequent processngin an ad hac fashion.

Once the process of content seledion is completed, the text plan is passd to the
GEA microplanner which performs the foll owing tasks.

Lexicalization proper - The GEA microplanner performs simple lexical choice
(see Sedion 2. It seleds for eah propasition in the text plan the most appropriate
proto-phrase to expressthat propasition. First, the seledion is based onthe objedive
of the propasition and then onits value for the aurrent user. For instance in ou sam-
ple agument, the propasition (Location House-2-33 0.6) acording to the
portion d the dedsion tree shown in Figure 7, is mapped to a proto-phrase which
(with pronaminalization) is redized as “it has a reasonale location”, while the
propasition ( Di st ance- shoppi ng House-2-33 0. 84), acording to the portion
of the dedsion treefor the objedive Distance-shopgng (not detailed in the figure), is
mapped to a proto-phrase which isredized as*“ it offers easy accessto the shops” . For
lack of predse indications from linguistic theory, the numericd intervals that deter-
mine the final dedsions are simply based onreasonable estimates.

Aggregation — In general, GEA performs both types of structural aggregation de-
scribed in Sedion 2(i.e., aggregation via shared participarts and by syntactic embed-
ding). To ensure agument coherence, aggregation is only attempted between oljec-
tives that are related to a daim by the same rhetoricd relation. In ou example, we
have only one aygregation ketween the Location and Neighbahood objedives. The
two propcsitions are aygregated by syntactic embedding. The aygregation strategy
treds aggregation ketween Location and Neighbahood as a spedal case, becaise it
combines two propasitions that are not at the same level in the text plan (the evalua-
tion d the neighbahoodis evidence for the evaluation d the locdion, which in turn
is evidencefor the value of the house — seeplan in Figure 5).
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The value of a primitive objedive (i.e, a
leaf node in the AMVF) is computed by
applying the corresponding component
function to the entity domain value for the
objedive. For instance, the value of view-
objea for House-2-33 is 1, because the
domain valueisriver.

The value of a non-primitive objedive (i.e.,
non-led node in the AMVF) is computed
as a weighted sum of the value of its
children. For instance the value of qudity
for House-2-33is:

0.4 * v(appeaance-quality=good) +

0.15 * v(architectura-style=victorian) +
0.12 * (view-objed=river) +

0.33 * (view-quality=excdlent) =

0.4* 0.75+0.5*0.15+1* 0.12+1* 0.33
=0.82

assuming that for UserA:
V(appeaance-quality=good)= 0.75
v(view-quality=excdlent)=1

Figure 4 Preference model for UserAS, information about House2-33 and value

computation

Argue-about-instance

<seg>
Assert-evaluation

House-value 0.6

Assert-rest-in-favor-1
Qudlity 0.82

<seg> /T

Assert-main- avor Assert- opposing-pmps <

Assert-in-favor-1

Location 0.6

Assert-Opposing-1

Stred-traffic-quality 0.14 ~ Neighborhood0.79

Assert-props-in-favor

Assert-in-favor-1 g Assert-in-favor-2
View-quality 1

Assert-props-in-favor

< Assert-in-favor-2
Distance-work 0.56

<seg>

Appearance-quality 0.7

<seg>

4—Assert-in-favor-3
Distance-shopping 0.84

Figure 5 Text plan and segmentation structure

[ Primitive communicative ation

]

‘/-\ Suppart/evidence

Legend

Non Primitive
communicative adion

"-..Oppase/concesson

< ordering

‘/ \‘decomposition

iew. And also it looks beautiful. >>>

b
I<<House 2-33 is an interesting house.> 1<<In fact, it has a reasonable location in the safe|
Eastend neighborhood. > 2<Even though the traffic is intense on 2nd street, > 3<house 2-|
133 is reasonably close to work. And also it offers an easy access to the shops. >>|

b b
4<<Furthermore, the quality of house 2-33 is good. > 5<House 2-33 offers an excellent]

Figure 6 Evaluative argument about House-2-33, tailored to UserA

Decision about cue phrases are implemented as a dedsion tree taking into acourt
relevant feaures suggested in the literature: (a) the intentional relationship between
the core and the cntributor (b) the whole segment structure in which core and con-
tributor appea (with core and contributor paositions within the segment), and (c) the

3 For ill ustration, only three @mponent value functions are shown.



Ledure Notesin Computer Science 9

HOUSE-LOCATION

AS PARK_DISTANCE |

The house has an excdlent location
0.65<Vaue<0.8 ...aconvenient ...

HAS COMMUTING_DISTANCE | .« 05<Vaue<065 | --areasonatle...
T 0.35<Value<05 | ...an average...

HAS SHOPPING DISTANCE |-

0.2<Value<0.35 ...abad...
; .. HOUSE-AMENITIES |-

...aterrible ...
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rel -type type-of-nesting Typed-ordering Di scourse cue
CONCESSION __| ("CORE" "CONCESSION" "EVIDENCE") or )
/ ("CORE" "CONCESSION" "EVIDENCE" "EVIDENCE") | Although (placed on contribtor)
.. | EVIDENCE —‘ ("CORE" "CONCESSION" "EVIDENCE") Even though(placed on contributor
SEQUENCE :

Legend

- rel -typeisthetype of theintentional relation between the core and the contributor

- type-of-nesting isthetypeof theintentional relation in which the segment containing the cre and the contributor
isinvolvediin

- typed-orderi ng represents the segment structure. For instance ("CORE" "CONCESSION" "EVIDENCE") corresponds
to a segment with three elements, of which the first is the core, the second is a cntributor related to the cre by arelation
of CONCESSION, and the third is also a contributor but it is related to the core by arelation d EVIDENCE

Figure 8 Portion of decision treefor discourse cue selection

relationship in which the wre and contributor segment itself is involved. For ill ustra-
tion, if the reader applies the portion d the dedsion treeshown in Figure 8 to the text
plan for our example, s’he can verify why “Even thoughi was used to mark the only
concesson in our sample agument. For pronominalization we have devised smple
rules based on centering theory (a theory of locd coherence in discourse, see[13)]):
“In adiscourse segment, successve references to the entity evaluated by the agument
are redized as pronours. In contrast, at the beginning o a new segment, the antity is
referred to by a pronoun oty if two conditions hold. The segment boundry is explic-
itly marked by a discourse ale and a pronoun tas not been used to refer to that entity
in the previous entence”. Obvioudly, applying these rules requires a segmentation o
the text given as input. As described in Sedion 2 the text plan expresses text seg-
mentation: any core or contributor of an intentional rhetoricd relation corresponds to
asegment. If we gply this definitionto ou example, we obtain the segment structure
shown in Figure 5 on the text plan and in Figure 6 on the crrespondng text. The text
contains five segment boundries ([b,... b] in Figure 6). For ill ustration, the pronami-
nalization rule is applied to the segment boundry b, as follows: b, is explicitly
marked bythe “in fad” discourse aue and a pronoun fas not been used in the sentence
precaling b to refer to House2- 23. Thus, a pronounis used to refer to that entity in
the foll owing sentence

5 Conclusions and Future Work

GEA isafully-implemented, complete and moduar NLG system for generating user
tailored evaluative aguments. GEA implementation is mostly domain independent.
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The system can be eaily ported to new domains by simply spedfying AMVF models
for relevant entities and correspondng dedsion trees for lexicdizaion poper. We
plan to extend GEA’s coveragein at least two ways. First, we intend to enable GEA to
generate more mmplex evaluative aguments (e.g., comparisons between entities).
Seaondy, we plan to apply GEA to larger AMVFs (i.e., depth => 3). We exped addi-
tional techniques to be necessary to generate wherent text for these larger models.
Finally, with resped to evaluation, we plan to continue testing GEA following the
methoddogy described in [15] and succes<ully applied in [16].
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