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ABSTRACT
This paper presents an interactive interface to create visu-
ally structured summaries of human conversations via on-
tology mapping. We have built highly accurate classifiers
for mapping the sentences of a conversation in an ontology,
which includes nodes for the Dialog Acts (DA) properties
such as decision and subjective, along with nodes for the
conversation participants. In contrast with previous work,
our classifiers do not rely on features specific to any partic-
ular conversational modality. We are currently developing
an interactive interface that allows the user to generate vi-
sual structured summaries by searching a conversation for
sentences according to the ontology mapping. Our first pro-
totype comprises two panels. The right panel displays the
ontology, while the left panel of the our prototype displays
the whole conversation, where sentences are temporally or-
dered. Given the information displayed in the two panels, the
user can generate visual, structured summaries by selecting
nodes in the ontology. As a result, the sentences that were
mapped in the selected nodes will be highlighted. Our ini-
tial prototype builds on a component of the GATE system,
which was originally developed as a tool for text annotation.

INTRODUCTION
Our lives are increasingly comprised of multimodal conver-
sations with others. We email for business and personal
purposes, attend meetings in person and remotely, chat on-
line, and participate in blog or forum discussions. It is clear
that automatic summarization can be of benefit in dealing
with this overwhelming amount of interactional information.
Automatic meeting abstracts would allow us to prepare for
an upcoming meeting or review the decisions of a previous
group. Email summaries would aid corporate memory and
provide efficient indices into large mail folders.

The dominant approach to the challenge of automatic sum-
marization has beenextraction, where informative sentences
in a document are identified and concatenated to form a con-
densed version of the original document. Extractive summa-
rization has been popular at least in part because it is a binary
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classification task that lends itself well to machine learning
techniques, and does not require a natural language genera-
tion component. There is evidence that human abstractors at
times use sentences from the source documents nearly ver-
batim in their own summaries, justifying this approach to
some extent [9]. Extrinsic evaluations have also shown that,
while extractive summaries may be less coherent than hu-
man abstracts, users still find them to be valuable tools for
browsing documents [7, 10, 13].

However, these same evaluations also indicate that concise
abstracts are generally preferred by users and lead to higher
objective task scores. The limitation of a cut-and-paste sum-
mary is that the end-user does not knowwhy the selected
sentences are important; this can often only be discerned by
exploring the context in which each sentence originally ap-
peared. One possible improvement is to createstructured
extract summariesthat represent an increased level of ab-
straction, where selected sentences are grouped accordingto
the entities they mention as well as to phenomena such as
decisions, action itemsandsubjectivity, thereby giving the
user more information on why the sentences are being high-
lighted. For example, the sentenceLet’s go with a simple
chip is about asimple chipand represents both a decision
and the expression of a positive subjective statement.

While much attention in recent years has been paid to (un-
structured) extractive summarization of human conversations,
including meetings [5], emails [17, 2], telephone conver-
sations [21] and internet relay chats [20], in this paper we
present a novel approach to generating visual, structured sum-
maries of human conversations. In our approach sentences
are first mapped to nodes in a conversation ontology. Then,
the user can search the conversation through an interactive
visualization that effectively display both the ontology and
the conversation, and allows the user to search the conversa-
tion based on the ontology mapping.

The mapping of sentences to the ontology is performed by
first identifying all the entities referred to in the conversa-
tion, and then by utilizing classifiers relating to a variety
of sentence-level phenomena such asdecisions, action items
andsubjective sentences. We achieve high classification ac-
curacy by using a very large feature set integrating conver-
sation structure, lexical patterns, part-of-speech (POS)tags
and character n-grams.

Once the mapping is created the user can generate visual,
structured summaries by searching a conversation for sen-
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tences that convey information about nodes in the ontology.
These sentences are highlighted in the context of the whole
conversation. For instance, if a user wanted to highlight
all the sentences in an email thread expressingdecisionson
the remote controlmade by theproject manager, she could
achieve that by simply selecting the corresponding nodes in
the ontology.

In this paper, we first describe the process of mapping sen-
tences to a conversation ontology and then we present our
interface to generate visual structured summaries.

ONTOLOGY MAPPING
Our approach relies on a simple conversation ontology. The
ontology is written in OWL/RDF and contains two core upper-
level classes: Participant and Entity. When additional infor-
mation is available about participant roles in a given domain,
Participant subclasses such as ProjectManager can be uti-
lized. The ontology also contains six properties that express
relations between the participants and the entities. For exam-
ple, the following snippet of the ontology indicates thathas-
ActionItemis a relationship between a meeting participant
(the property domain) and a discussed entity (the property
range).

<owl:ObjectProperty rdf:ID="hasActionItem">
<rdfs:domain rdf:resource="#Participant"/>
<rdfs:range rdf:resource="#Entity"/>

</owl:ObjectProperty>

Similar properties exist for decisions, actions, problems, pos-
itive subjective sentences, negative subjective sentences and
general extractive sentences (important sentences that may
not match the other categories), all connecting conversation
participants and entities. The goal is to populate the ontol-
ogy with participant and entity instances from a given con-
versation and determine their relationships. This involves
identifying the important entities and classifying the sen-
tences in which they occur as being decision sentences, ac-
tion item sentences, etc.

Our current definition of entity is simple. The entities in
a conversation are noun phrases with mid-range document
frequency. This is similar to the definition of concept as de-
fined by Xie et al. [19], where n-grams are weighted bytf.idf
scores, except that we use noun phrases rather than any n-
grams. We use mid-range document frequency instead ofidf
[4], where the entities occur in between 10% and 90% of the
documents in the collection. We do not currently attempt
coreference resolution for entities; recent work has inves-
tigated coreference resolution for multi-party dialogues[11,
6], but the challenge of resolution on such noisy data is high-
lighted by low accuracy (e.g. F-measure of 21.21) compared
with using well-formed text (e.g. monologues).

We map sentences to our ontology’s object properties by
building numerous supervised classifiers trained on labeled
decision sentences, action sentences, etc. A general extrac-
tive classifier is also trained on sentences simply labeled as
important. After predicting these sentence-level properties,
we consider a participant to be linked to an entity if the par-

ticipant mentioned the entity in a sentence in which one of
these properties is predicted. We give a specific example of
the ontology mapping using this excerpt from the AMI cor-
pus [3]:

1. A: And you two are going to work together on aprototype
usingmodelling clay.

2. A: You’ll get specific instructionsfrom yourpersonal coach.
3. C: Cool.
4. A: Um did we decide on achip?
5. A: Let’s go with asimple chip.

Example entities are italicized. Sentences 1 and 2 are clas-
sified as action items. Sentence 3 is classified as positive-
subjective, but because it contains no entities, no
< participant, relation, entity > triple can be added to
the ontology. Sentence 4 is classified as a decision sentence,
and Sentence 5 is both a decision sentence and a positive-
subjective sentence (because the participant is advocating a
particular position). The ontology is populated by adding all
of the sentence entities as instances of the Entity class, all
of the participants as instances of the Participant class, and
adding< participant, relation, entity > triples for Sen-
tences 1, 2, 4 and 5. For example, Sentence 5 results in the
following two triples being added to the ontology:

<ProjectManager rdf:ID="participant-A">
<hasDecision rdf:resource="#simple-chip"/>
</ProjectManager>

<ProjectManager rdf:ID="participant-A">
<hasPos rdf:resource="#simple-chip"/>
</ProjectManager>

We have tested our classifiers both on meeting and email
data, the AMI [3] and BC3 [18] corpus respectively. On
meetings, we achieve remarkable performances, with classi-
fication AUROCs ranging from .93 to .77, depending on the
classification task. On emails, results are slightly lower,but
still potentially useful, with classification AUROCs ranging
from .75 to .66. For a detailed discussion of the results see
[12] 1.

A key feature of our mapping approach is that it only relies
on generic conversational features and can therefore be ap-
plied to a multi-modal conversation, for instance a conversa-
tion that spans both an email thread and a meeting. Notice-
ably, our classifiers achieve similar results to [8], [15, 14],
[16], who perform these classification tasks by relying on
meeting-specific or email-specific features (e.g., prosodyfor
meetings).

GENERATING VISUAL STRUCTURED SUMMARIES
We are developing an interactive interface that allows the
user to generate visual structured summaries by searching a
conversation for sentences according to the ontology map-
ping. Figure 1 shows our first prototype for such an inter-
face. The right panel displays the ontology which includes,
at the time of writing, nodes for the Dialog Acts (DA) prop-
erties such as decision and subjective, along with nodes for
1If this paper is not be accepted to NAACL, a draft version can be
requested to the authors.
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Figure 1. Screenshot of our interface for creating visual, structured summaries of human conversation

the conversation participants (Speaker in the figure)2. The
left panel of the interface displays the whole conversation,
where sentences are temporally ordered. Given the infor-
mation displayed in the two panels, the user can generate
visual, structured summaries by selecting nodes in the on-
tology. As a result, the sentences that were mapped in the
selected nodes will be highlighted.

For instance, the left panel in Figure 1 displays a sample
meeting from the AMI corpus whose sentences have been
classified and mapped in the conversation ontology. In the
example, since the user has selected the nodesdecisionand
action in the ontology, the sentences mapped in those nodes
are highlighted in the context of the whole conversation. In
the current interface each node is associated with a different
color and a sentence mapped into multiple selected nodes
is colored as the ”intersection” of the corresponding col-
ors. This solution is not satisfactory and we are investigating
more effective techniques to visually convey this informa-
tion.

2We are currently adding to the interface nodes for all the entities
extracted from the conversation (as described in the previous sec-
tion).

Our initial prototype builds on a component of the GATE
system [1], which was originally developed as a tool for text
annotation.

CONCLUSIONS AND FUTURE WORK
This paper presents an interactive interface to create visually
structured summaries of human conversations via ontology
mapping. So far, we have built highly accurate classifiers for
the mapping phase, that, in contrast with previous work, do
not rely on features specific of any particular conversational
modality. We have also implemented a first prototype of the
interface that display both the ontology and the conversation,
and allows the user to search the conversation based on the
ontology mapping.

In the near future we plan to complete the development of the
prototype. First, we are currently extending the displayed
ontology to also include the entities mentioned in the con-
versation. Second, we will study how to effectively high-
light sentences that were mapped to multiple nodes in the
ontology. Once the summarization interface is completed,
we intend to perform an extrinsic evaluation, in a way simi-
lar to [7, 10, 13].
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