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ABSTRACT

We consider a particle evolving according to a Markov motion in

an absorbing medium. We analyze the long term behavior of the
time at which the particle is killed and the distribution of the par-
ticle conditional upon survival. Under given regularity conditions,
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the Lyapunov exponent of a nonlinear Feynman-Kac operator.
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We propose to approximate numerically this distribution and this
exponent based on various interacting particle system interpreta-

tions of the Feynman-Kac operator. We study the properties of the
resulting estimates.

INTRODUCTION

We consider an homogeneous and discrete time Markov motion in
an absorbing medium. The particle Xn evolves according to a Markov
transition kernel M(x,dy) in a measurable space (E,E). At each time n,
it is killed with a probability 1�G(Xn) where G is a given potential func-
tion for E into [0, 1]. When the particle hits the set G�1(0), it is instantly
killed. In this sense G�1(0) can be regarded as a set of hard obstacles. In
the opposite situation, the motion is not affected by the killing transition
in the set G�1.[1] Regions where 0<G(x)< 1 can be regarded as soft
obstacles. The particle may explore these regions but its life time
decreases during these visits.

Let T be the random time at which the particle Xn is killed. In this
article we analyze the long time behavior of the quantities

PðT > nÞ and PðXn 2 �jT > nÞ:

We also propose an alternative model in which the hard obstacles are
turned into repulsive ones. We connect these two physical models with
two interacting particle systems approximating models. In the special
case G(x)¼ 1S(x), S2E, these particle interpretations are the discrete time
versions of a recent Fleming Viot particle model introduced in Ref.[1] for
the spectral analysis of the Laplacian with Dirichlet boundary conditions.
We design a general interacting process approach which simplifies and
extends the asymptotic results presented in the above referenced paper.
Uniform convergence results and unbiased particle estimates for the spec-
tral radius of the sub-Markov killing operator are presented. This analy-
sis has been motivated by the recent work of one of the authors with Del
Moral and Miclo[2]. The present article is an extension of the techniques
presented in Ref.[2] to treat the hard obstacle situation. The semi-group
and martingale techniques presented here lay solid theoretical founda-
tions for the asymptotic analysis of the long time behavior of a class of
interacting particle models arising in physics. In contrast to Ref.[1], these
techniques are not specific to Gaussian explorations of the medium.
Our approach can also be extended without further work to study the
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path-space distribution

PððX0; . . . ;XnÞ 2 �jT > nÞ: ð1Þ

We refer the reader to the Ref.[3] where the authors provide a natural
path-space extension and show that the occupation measures of the
genealogical tree associated to a sequence of absorbed and interacting
particle models converge to the desired distribution[1]. Incidentally our
analysis also applies to study some asymptotic properties of the ‘‘go with
the winners’’ algorithm presented in Ref.[4].

At the heart of this article is a functional Feynman-Kac representa-
tion of the absorbing time distribution. Namely let mn be the distribution
flow on E defined for each bounded measurable function f by the
formulae

mnðfÞ ¼ lnðfÞ=lnð1Þ with lnðfÞ ¼ E
�
fðXnÞ

Yn
p¼0

GðXpÞ
�
:

When the absorbing medium is regular enough, we will check that

lnð1Þ ¼ PðT > nÞ > 0 and mn ¼ LawðXn jT > nÞ:

The power of this representation comes from the following formula

PðT > nÞ ¼
Yn
p¼0

ZpðGÞ with Z0 ¼ LawðX0Þ and Zp ¼ mp�1M:

The study of the exponential tail of the distribution of the absorbing time
depends on the long time behavior of the flow Zn. We will present a
natural condition on the pair (G,M) under which the flows mn converges
to a unique distribution m as n!1 and in some sense we will have

PðT > nÞ �
n!1 enLðGÞ with LðGÞ ¼ log mMðGÞ � 0:

The quantity L(G) also represents the logarithmic Lyapunov exponent of
the semigroup f!M(Gf) on the Banach space Bb(S) of all bounded test
functions on S¼G�1((0, 1]). We will extend the techniques presented in
Ref.[2] to non necessarily positive potential and we will provide exponen-
tial decays to the equilibrium for the nonlinear distribution flow mn with
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respect to the total variation norm. Basically we will prove that

kmn � mkTV � ce�na

for some finite constant c<1 and a> 0 depending on the pair (G,M).
The second part of this article is concerned with the effective numerical
approximation of the flow mn and the limiting distribution m. We provide
essentially two distinct interacting particle interpretations dependent on
two distinct nonlinear Markovian interpretations of the measure-valued
dynamical system associated to the flow mn. More precisely, we exhibit
two collections of Markov transition Kn indexed by the set of probability
measures n on E and such that

mnþ1 ¼ mnKmn :

Let P be the McKean measure on the product space O¼EN defined by its
marginals on Enþ1

Pnðdðx0; . . . ; xnÞÞ ¼ m0ðdx0ÞKm0ðx0;dx1Þ � � �Kmn�1
ðxn�1;dxnÞ:

By definition of P, the canonical process ðO;P;ZÞ is a time inhomo-
geneous Markov chain on E with transitions

PðZnþ1 2 dx jZnÞ ¼ KmnðZn;dxÞ with mn ¼ P-lawðZnÞ:

The discrete generation interacting particle system associated to this
interpretation consists in a Markov chain xn¼ (x1n, . . . , x

N
n ) in the product

space EN with elementary transitions

Pðxnþ1 2 dðx1; . . . ; xN Þ j xnÞ ¼
YN
p¼1

KmNnðxpn;dxpÞ with mNn ¼ 1

N

XN
i¼1

dxin :

In the first interpretation the set of hard obstacles will be turned into
repulsive obstacles. The particle system will again behave as a set of
particles evolving in an absorbing medium. Between absorption times
the particles evolve independently one from each other according to a
Markov transition on S and related to the pair (G,M). When a particle
visiting a soft obstacle is killed then instantly another suitably chosen par-
ticle is splitted into two offsprings. The choice of this new particle depends
on its ability to stay alive in the next stage. In this context we will give sev-
eral uniform estimates w.r.t. the time parameter. For instance we will
prove that for each fixed N� 1, p� 1 and for any test function f2Bb(E),
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where Bb(E) is the set of bounded measurable functions on E, one has

sup
n�d logN

ffiffiffiffi
N

p
EðjmNn ðfÞ � mðfÞjpÞ1=p < 1

for a constant d<1. In the second particle interpretation the system
evolves in absorbing medium with hard and soft obstacles. The time
evolution of the particles is essentially the same as before but a particle
visiting the hard obstacle set is instantly killed and in the same time
another suitably selected particle splits into two offsprings.

The essential difference with the previous particle model is that the
whole configuration xn¼ (x1n, . . . , x

N
n ) may hit the set of hard obstacles

E� S. Let tN be the first time this event happens

tN ¼ inffn � 0 : ZNn ðGÞ ¼ 0g:

In this context we will prove for instance the following asymptotic result

lim
N!1

ðjmNnðNÞðfÞ1tN�nðNÞ � mðfÞjpÞ1=p ¼ 0:

for some sequence of integers n(N)!1 as N!1. We end this introduc-
tory section with some comments on the genealogy of the particles. If we
interpret the above particle models as a birth and death model then arises
the important notion of the ancestral line

ðxi0;n; xi1;n; . . . ; xin;nÞ 2 Enþ1

of each individual xin. In these notations xip;n represents the ancestor at
level p of the particle xin. The path-particle model coincides with the
corresponding interacting particle interpretations of the Feynman-
Kac distribution flow defined as in Ref.[3] by replacing Xn by the path
(X0, . . . ,Xn) and the potential function G(Xn) by Gn(X0, . . . ,Xn)¼
G(Xn). For path evaluation problems, this enlargement technique of
the state space can be used to conclude that for any fn2Bb(E

nþ1)
and p� 1

����E� 1

N

XN
i¼1

fnððxip;nÞ0�p�nÞ1tN�n

�
�EðfðX0; . . . ;XnÞ jT > nÞ

���� � cðnÞ
N
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and

E

 ���� 1NXN
i¼1

fnððxip;nÞ0�p�nÞ1tN�n�EðfðX0; . . . ;XnÞ
��T > nÞ

����p
!1=p

� cðnÞffiffiffiffi
N

p

for some finite constant c(n)¼O(n).

HARD, SOFT AND REPULSIVE OBSTACLES

In this section, we review some probabilistic models of particle evolu-
tion in an absorbing medium. The motion of the particle is represented by
a Markov transition M(x, dy) on some measurable space (E, E) represent-
ing the medium. After each elementary move the particle Xn at time n
remains in its location with a probability G(Xn), otherwise it is killed
and goes into an auxiliary cemetery of coffin state c. The potential func-
tion G is an E-measurable function on E taking values in [0, 1] and we
recall that S¼G�1([0, 1]). The Markov evolution Xc

n in the absorbing
medium Ec¼E[fcg is therefore defined as a two-step transition

Xc
n !absorption bXXc

n !exploration
Xc
nþ1:

If we extend (G,M) to Ec by setting

Mðc;dyÞ ¼ dcðdyÞ and GðcÞ ¼ 0;

then the absorption=exploration transition can be written more formally
as follows

PðbXXc

n 2 dy j bXXc
n ¼ xÞ ¼ GðxÞdxðdyÞ þ ð1�GðxÞÞdcðdyÞ;

PðXc
nþ1 2 dy j bXXc

n ¼ xÞ ¼ Mðx;dyÞ:

We let Ec
Z0 and Pc

Z0 the expectation and the probability measure of the
killed Markov evolution (Xc

n,
bXXc

n) on the state space Ec with initial distri-
bution Z0 on E. We also denote by EZ0 and PZ0 the expectation and prob-
ability measure associated to the homogeneous Markov chain Xn with
Markov transition M and initial distribution Z0. These distributions are
defined in a traditional way on the canonical spaces associated to the
canonical realizations of the chains Xc

n or Xn. For indicator potential
function G(x)¼ 1S(x), the chain Xc

n evolving in S is not affected by the

1180 Del Moral and Doucet



ORDER                        REPRINTS

killing transition but it is instantly killed as soon as it enters in the set of
hard obstacles E� S. We define T as the first time the particle is killed

T ¼ inffn � 0; bXXc
n ¼ cg:

Note that

Pc
Z0
ðT > nÞ
¼ Pc

Z0
ðbXXc

0 2 E; . . . ; bXXc
n 2 EÞ

¼
Z
Enþ1

Z0ðdx0ÞGðx0ÞMðx0;dx1Þ � � �Gðxn�1ÞMðxn�1;dxnÞGðxnÞ

¼ EZ0

�Yn
p¼0

GðXpÞ
�
:

Suppose the state space E is a rooted tree with an unknown finite
maximum depth D and the particle traverses the paths from the root to
the set of leaves. The particle at a vertex x of depth d�D chooses its path
according to a given probability distribution M(x,dy)

Mðx;dyÞ ¼
XK
k¼1

pðx; ykÞdykðdyÞ:

If we set S¼E�L and G(x)¼ 1S(x) then the killed Markov model Xc
n

consists in exploring the tree according to M and when the particle Xc
n

is at a leaf then it is killed and we set Xc
n ¼ c. By construction, we have

in this context

Pc
Z0
ðT > Dþ 1Þ ¼ 0:

One way to prevent the particle to be killed in a given finite horizon is to
introduce the following accessibility condition:

Assumption (A). We have Z0(S)> 0 and for each n� 1 and x2 S,
M(x, S)> 0.

This condition is not met in the previous situation but it holds true in
most physical evolution models in absorbing medium. Loosely speaking
this condition states that a particle evolving in the absorbing medium has
always a chance to survive. Thus we have PZ0(T> n)> 0 for any n� 0. In
this sense, Assumption (A) ensures that the medium does not contain
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some trapping regions where the particle cannot escape. More interest-
ingly under (A) we can write

Mðx;dyÞGðyÞ ¼ G0ðxÞM 0ðx;dyÞ

with the pair potential=Markov kernel

G0ðxÞ ¼ MðGÞðxÞ ¼
Z

Mðx;dyÞGðyÞ;

M 0ðx;dyÞ ¼ 1

MðGÞðxÞMðx;dyÞGðyÞ:

For indicator function G(x)¼ 1S(x), we have for instance

G0ðxÞ ¼ Mðx; SÞ and M 0ðx;dyÞ ¼ Mðx;dyÞ1SðxÞ
Mðx; SÞ :

In the same way since we have Z0(S)> 0, we can also write

Z0ðdxÞGðxÞ ¼ Z0ðGÞZ00ðdxÞ with Z00ðdxÞ ¼
GðxÞ
Z0ðGÞ Z0ðdxÞ:

The killed particle model

X0c
n !absorption bXX0c

n !exploration
X0c
nþ1

associated to the pair (G0,M0) is again defined by a absorption=
exploration transition but the novelty here is that the potential
function G0 is strictly positive. In this alternative particle model, the
random exploration is restricted to S and cannot visit hard obstacles.
Furthermore if we set

T 0 ¼ inffn � 0; bXX0c
n ¼ cg

then we readily find the formula

Pc
Z0
ðT > nÞ ¼ Z0ðGÞ � P0c

Z0
0
ðT 0 � nÞ: ð2Þ

It is also important to notice thatM0 is a Markov kernel from S into itself.
This shows that the absorbed Markov particle evolution is restricted to
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the measurable state space (S,S) where S is the trace on S of the
s-field E.

FEYNMAN-KAC REPRESENTATION

Let Q0 be the bounded operator on the Banach space of bounded
measurable function f2Bb(S) defined for any x2 S by

Q0ðfÞðxÞ ¼
Z

Mðx;dyÞGðyÞfðyÞ ¼ MðGfÞðxÞ ¼ G0ðxÞM 0ðfÞðxÞ:

We denote by Q0(n) the semi-group (on Bb(S)) associated to the operator
Q0 and defined by Q0(n)¼Q0(n�1)Q0 with the convention Q0(0)¼ Id. The
logarithmic Lyapunov exponent or spectral radius of Q0 on Bb(S) is the
quantity defined by

LðGÞ ¼ log LyapðQ0Þ ¼ lim
N!1

1

n
sup
x2S

logQ0ðnÞð1ÞðxÞ ð3Þ

In a symbolic form, under regularity assumptions detailed further, we
have in the logarithmic scale

Pc
xðT 0 � nÞ and P0c

x ðT 0 > nÞ � eLðGÞn:

Our next objective is to connect L(G) with the long time behavior of the
distribution flow models

mnðdxÞ ¼ Pc
Z0
ðbXXc

n 2 dx jT > nÞ;
ZnðdxÞ ¼ Pc

Z0
ðXc

n 2 dx jT � nÞ:

Notice that for any f2Bb(E), we have the Feynman-Kac functional
representation formulae

mnðfÞ ¼ lnðfÞ=lnð1Þ with lnðfÞ ¼ EZ0

�
fðXnÞ

Yn
p¼0

GðXpÞ
�
;

ZnðfÞ ¼ gnðfÞ=gnð1Þ with gnðfÞ ¼ EZ0

�
fðXnÞ

Yn�1

p¼0

GðXpÞ
�
:

Let X0
n be the time homogeneous Markov chain with initial distribution

Z0o and Markov transition M0. Using the superscript ( )0 to denote the
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positive measures m0n, l
0
n, Z

0
n, g

0
n, defined as above by replacing (Z0,Xn,G)

by (Z0n,X
0
n,G

0) we find that

lnðdxÞ ¼ Z0ðGÞg0nðdxÞ and mn ¼ Z0n:

Note that Z0n(S)¼ 1 and Z0n can be regarded as a distribution flow model
taking values in P(S). From these observations, we obtain the two
following interpretations

Pc
Z0
ðT > nÞ ¼ lnð1Þ ¼

Yn
p¼0

ZpðGÞ ð4Þ

and

P0c
Z0
0
ðT � nÞ ¼ g0nð1Þ ¼

Yn�1

p¼0

Z0pðG0Þ
�
¼
Yn�1

p¼0

mpðG0Þ
�
:

When Z0¼ Z00 ¼ dx, for some x2 S, we use the superscript (�)(x) to define
the corresponding distribution. In these notations, we find that for any
x2 S and n� 1

Q0ðnÞð1ÞðxÞ ¼ Ex

�Yn
p¼1

GðXpÞ
�

¼ G�1ðxÞlðxÞn ð1Þ ¼ g0ðxÞn ð1Þ ð5Þ

and by (4) we obtain

LðxÞ
n ðGÞ ¼ 1

n
logQ0ðnÞð1ÞðxÞ ¼ 1

n

Xn
p¼1

log ZðxÞp ðGÞ ¼ 1

n

Xn�1

p¼0

log Z0ðxÞp ðG0Þ:

The above display indicates that the exponent L(G) is related to the long
time behavior of the distribution flows ZðxÞn ¼ mðxÞn�1M and Z0ðxÞn ¼ mðxÞn . Let us
introduce the following mixing assumption.

Assumption. (G0, Q0)m: there exists an integer parameter m� 1 and a pair
(r0, d0)2 [0, 1] such that for each x, y2 S

G0ðxÞ � r0G0ðyÞ and Q0ðmÞðx; �Þ � d0Q0ðmÞðy; �Þ:
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Theorem 1. Under assumption (G0,Q0)m, there exists a unique distribu-
tion m2P(S) such that L(G)¼ log mM(G) and for any f2Bb(S)

mMðGfÞ ¼ eLðGÞmðfÞ:

In addition, we have the uniform estimates

sup
x2S

kmðxÞn � mk � 2

d0
ð1� d02Þ½nm� ð6Þ

as well as

sup
x2S

jLðxÞ
n ðGÞ � LðGÞj � 2m

r0d03
� 1

n

and

sup
x2S

j log mðxÞn MðGÞ � LðGÞj � 4

d0
ð1� d02Þ½nm�:

This theorem and its proof parallel earlier results of one of the two
authors and Miclo[2] for the soft obstacle situations. The strategy we have
used here to extend the result to the hard obstacle case is to analyze the
long term behavior of the distribution flow Z0n in the set of probability
measures on S. The set P(S) can be regarded as the subset of probability
measures m over E such that m(E� S)¼ 0. On the other hand M0 is a
Markov kernel for the range S of G into itself. From these observations,
it is intuitively clear that the analysis of the long time behavior of
mn¼ Z0n 2P(S) can be studied using the same line of arguments as those
presented in Ref.[2] in the soft obstacle case by replacing the set P(E)
by the set P(S). The semi-group approach proposed is based on contrac-
tion properties of a collection of nonhomogeneous Markov transitions
related to the pair (G,M). The main difficulty in extending this technique
is to check that these nonhomogeneous kernels are Markov transitions
on S. For the convenience of the reader we give a complete proof with
some precise estimates. Before getting into its proof, we give next an
immediate corollary of this theorem. We denote byPG(E) the set of prob-
ability measures Z on E such that Z(G)> 0. Under our assumptions we
notice that for any Z02PG(E) the Feynman-Kac flow Zn2PG(E) is well
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defined and we have for any f2Bb(E)

Znþ1ðfÞ ¼ FðZnÞðfÞ ¼ ZnðGMðfÞÞ=ZnðGÞ:

Corollary 1. Under the assumptions of Theorem 1, the distribution Z¼
mM2PG(E) is the unique fixed point of the nonlinear mapping
F :PG(E)!PG(E) and we have for each n� 1

sup
x2S

kZðxÞn � Zk � 2

d0
ð1� d02Þ½n�1

m
� ð7Þ

and

sup
x2S

j log ZðxÞn ðGÞ � LðGÞj � 4

d0
ð1� d02Þ½nm�1�:

To check this corollary, we first notice that

ZðGÞ ¼ mMðGÞ ¼ mðG0Þ > 0

from which we conclude that F(Z)2PG(E) is well defined and for any
f2Bb(E)

FðZÞðfÞ ¼ ZðGMðfÞÞ
ZðGÞ ¼ mMðGMðfÞÞ

mMðGÞ ¼ mMðfÞ ¼ ZðfÞ:

The estimate (7) is easily checked by noting that

kZðxÞn � Zk ¼ kmðxÞn�1M � mMk � kmðxÞn�1 � mk:

Proof. By definition of the distribution flow Z0n2P(S), we have for any
f2Bb(S) and p� n

Z0pþnðfÞ ¼ F0
nðZpÞðfÞ ¼ Z0pQ

0ðnÞðfÞ=Z0pQ0ðnÞð1Þ:

Next we observe that for any Z2P(S)

F0
nðZÞðfÞ ¼ ZðgnKnðfÞÞ=ZðgnÞ
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with the function gn2Bb(S) and the Markov kernel Kn from S into S
defined by

gn ¼ Q0ðnÞð1Þ and KnðfÞ ¼ Q0ðnÞðfÞ
Q0ðnÞð1Þ :

Under our assumption, we have for any (x, y)2 S2 and n�m

gnðxÞ
gnðyÞ ¼

Q0ðnÞð1ÞðxÞ
Q0ðnÞð1ÞðyÞ ¼

Q0ðmÞðQ0ðn�mÞð1ÞÞðxÞ
Q0ðmÞðQ0ðn�mÞð1ÞÞðyÞ � d0: ð8Þ

It is also convenient to observe that

KnðfÞ ¼ Q0ðnÞðfÞ
Q0ðnÞð1Þ ¼

Q0ðmÞðQ0ðn�mÞðfÞÞ
Q0ðmÞðQ0ðn�mÞð1ÞÞ ¼

Q0ðmÞðgn�mKn�mðfÞÞ
Q0ðmÞðgn�mÞ :

Therefore we obtain the decomposition formula

Kn ¼ RðnÞ
m Kn�m

with the Markov kernel RðnÞ
m from S into S defined for each f2Bb(S) by

RðnÞ
m ðfÞ ¼ Q0ðmÞðgn�mfÞ

Q0ðmÞðgn�mÞ :

We conclude that

Kn ¼ RðnÞ
m Rðn�mÞ

m Kn�2m

¼ RðnÞ
m Rðn�mÞ

m � � �Rðn�ð½n
m
��1ÞmÞ

m Kn�½n
m
�m: ð9Þ

For any m2P(S) the distribution F0
n(m)2P(S) and we have

F0
nðmÞ ¼ C0

nðmÞKn

with the Boltzmann–Gibbs transformation C0
n :P(S)!P(S) defined for

each f2Bb(S) as

C0
nðmÞðfÞ ¼ mðgnfÞ=mðgnÞ:

Therefore we conclude that for any pair (m1, m2)2P(S)2

kF0
nðm1Þ � F0

nðm2Þk � bSðKnÞkC0
nðm1Þ �C0

nðm2Þk
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with the Dobrushin’s contraction coefficient defined by the formulae

bSðKnÞ ¼ sup
x;y2S

kKnðx; �Þ � Knðy; �Þk; ð10Þ

¼ sup
m1;m22PðSÞ

km1Kn � m2Knk
km1 � m2k

: ð11Þ

Using (9) and (11), we have the estimate

bSðKnÞ �
Ynm½ ��1

p¼0

bS
�
Rðn�pmÞ
m

�
: ð12Þ

Under our assumption, we note that for each pair (x, y)2 S2, n�m and
f2Bb(S), f� 0

RðnÞ
m ðfÞðxÞ � d02RðnÞ

m ðfÞðyÞ:

This together with (10) implies that bS(RðnÞ
m )� (1� d02) and by (12) we

conclude that

bSðKnÞ � ð1� d02Þ½nm�:

It is now not difficult to check that

kC0
nðm1Þ �C0

nðm2Þk � 2 sup
ðx;yÞ2S2

gnðxÞ
gnðyÞ km1 � m2k

� 2

d0
km1 � m2k ðbyð8ÞÞ;

from which we conclude that

kF0
nðm1Þ � F0

nðm2Þk � 2

d0
ð1� d02Þ½nm�km1 � m2k: ð13Þ

By the Banach fixed point theorem we conclude the existence of a unique
distribution m2P(S) with for each n� 0

m ¼ F0
nðmÞ:

From this fixed point equation we find that for each f2Bb(S)

mðfÞmðMðGÞÞ ¼ mMðGfÞ ¼ mðQ0fÞ:
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If we take f¼Q0(n)(1), we get the recursive formula

mðQ0ðnþ1Þð1ÞÞ ¼ mðQ0ðnÞð1ÞÞmðQ0ð1ÞÞ
¼ mðQ0ð1ÞÞnþ1 ¼ mðMðGÞÞnþ1

from which we conclude that

log mðMðGÞÞ ¼ 1

n
log mðQ0ðnÞð1ÞÞ ¼ LðmÞ

n ðGÞ:

Using the inequality

j log x� log yj � jx� yj
jx ^ yj

we readily find the estimate

jLðxÞ
n ðGÞ � LðmÞ

n ðGÞj ¼ 1

n

Xn�1

p¼0

½log mðxÞp MðGÞ � log mMðGÞ�
�����

�����
� sup

ðx;yÞ2S2
MðGÞðxÞ
MðGÞðyÞ �

1

n

Xn�1

p¼0

kmðxÞp � mk:

This together with (13) implies that

jLðxÞ
n ðGÞ � log mMðGÞj � 1

r0
1

n

Xn�1

p¼0

2

d0
ð1� d02Þ n

m½ � � cðr0; d0Þ
n

for some finite constant cðr0; d0Þ � 2m
r0d03

1
n
. This last assertion is a simple

consequence of

Xn�1

p¼0

a½
p

m
� ¼

Xm�1

p¼0

a½
p

m
� þ
Xn�1

p¼m

a½
p

m
�

¼
Xm�1

p¼0

a½
p

m
� þ
X2m
p¼m

a½
p

m
� þ � � � þ

Xn�1

p¼½n�1
m
�m
a½

p

m
�

¼ m
�
1þ aþ � � � þ a½

n�1
m
�m� � m

1� a
:

This ends the proof of the theorem. &

Next we propose a simple sufficient condition for (G0,Q0)m in terms
of the pair (G0,M0).
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Assumption. (G0,M0)m: there exists an integer m� 1 and a pair
(r0, e0)2 [0, 1] such that for each x, y2 S

G0ðxÞ � r0G0ðyÞ and M 0ðmÞðx; �Þ � e0M 0ðmÞðy; �Þ:

In the case of indicator functions G(x)¼ 1S(x), this condition is related to
the mixing properties of the restricted Markov evolution on S.

Proposition 1. When assumption (G0,M0)m holds for some integer m� 1
and some pair (e0, r0) then assumption (G0,Q0)m holds with the same
m� 1 and d0 � r0me0.

Proof. For any nonnegative function f2Bb(S) and x, y2 S we prove
easily the following chain of inequalities

Q0ðmÞðfÞðxÞ ¼ G0ðxÞM 0ðQðm�1ÞðfÞÞðxÞ

�
�
inf
z2S

G0ðzÞ
�
M 0ðQðm�1ÞðfÞÞðxÞ

�
�
inf
z2S

G0ðzÞ
�m

M 0ðmÞðfÞðxÞ

�
�
inf
z2S

G0ðzÞ
�m

� eM 0ðmÞðfÞðyÞ:

In the same way, we find that

Q0ðmÞðfÞðxÞ �
�
sup
z2S

G0ðzÞ
�m

M 0ðmÞðfÞðyÞ

from which we conclude that

Q0ðmÞðfÞðxÞ � inf
ðu;vÞ2S2

G0ðuÞ
G0ðvÞ

� �m

� eQ0ðmÞðfÞðyÞ � r0me0Q0ðmÞðfÞðyÞ:

This ends the proof of the proposition. &

Condition (G0,M0)m is not a finite state space condition. We refer the
reader to Refs.[5,6] for a collection of examples. In the next example, we
show that it holds for a restricted Gaussian transition and simple random
walks on compact sets.

1190 Del Moral and Doucet



ORDER                        REPRINTS

Example 1. Suppose M is the Gaussian transition on E¼R

Mðx;dyÞ ¼ 1ffiffiffiffiffiffi
2p

p e�
1
2ðy�aðxÞÞ2dy

where a is a measurable drift function and let S be a Borel subset of R
such that

kakS ¼ supfjaðxÞj; x 2 Sg < 1 and jSj ¼ supfjxj; x 2 Sg < 1:

One has for any x, y2 S

dMðx; :Þ
dMðx0; :Þ ðyÞ ¼ expfðaðxÞ � aðx0ÞÞðy� ½aðxÞ þ aðx0Þ=2�Þg

2 ½e�cðaÞ; ecðaÞ�

with c(a)� 2kakS(jSj þ kakS). This clearly implies that M(x, S)�
e�c(a)M(y, S). For the indicator potential functiofn G(x)¼ 1S(x) we
conclude that (G0,M0)m holds true with r0 ¼ e�c(a) and e0 ¼ e�2c(a).

Example 2. Suppose M is the Markov transition on E¼Z defined by

Mðx;dyÞ ¼ pð�1Þdx�1ðdyÞ þ pð0ÞdxðdyÞ þ pð1Þdxþ1ðdyÞ

with p(i)> 0 and
P1

i¼�1 p(i)¼ 1. If we take S¼ [0, m] and G(x)¼ 1S(x)
for some m� 1 we find that for any (x, y)2 [0,m], M0(m)(x, y)> 0 and
M(x, S)> 0. More precisely we have the rather crude estimate

M 0ðmÞðx; yÞ � ðpð�1Þ ^ pð0Þ ^ pð1ÞÞm

andM(x, S)¼G0(x)�p(�1)^p(0)^p(1). This readily yields that (G0,M0)m
is met with

r0 ¼ pð�1Þ ^ pð0Þ ^ pð1Þ and e0 ¼ ðpð�1Þ ^ pð0Þ ^ pð1ÞÞm:

PARTICLE INTERPRETATIONS

In the second part of this article, we design interacting particle
systems to approximate the eigen-measure m and the exponent L(G).
Two strategies can be used depending on the two interpretations of
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LðxÞ
n (G), namely

LðxÞ
n ðGÞ ¼ 1

n

Xn
p¼1

ZðxÞp ðGÞ and LðxÞ
n ðGÞ ¼ 1

n

Xn�1

p¼0

Z0ðxÞp ðG0Þ:

In the first interpretation we start by observing that under condition (A)
for any Z02PG(E) the distribution flow Zp takes values in PG(E). To see
this claim, we simply notice that for each n� 1 we have

Zn�1ðGÞ ¼ gnð1Þ ¼ EZ0

�Yn�1

p¼0

GðXpÞ
�

> 0:

In addition it satisfies a nonlinear equation

Zn ¼ FðZn�1Þ: ð14Þ
The mapping F :P(E)!P(E) is defined for any Z2P(E), Z(G)> 0, by
the equation

FðZÞ ¼ ZKZ:

The collection of Markov transitions KZ(x,dy) from E to E are defined by

KZðx;dzÞ ¼ SZMðx;dzÞ ¼
Z

SZðx;dyÞMðy;dzÞ

with

SZðx;dyÞ ¼ GðxÞdxðdyÞ þ ð1�GðxÞÞGðyÞ
ZðGÞ ZðdyÞ:

The evolution equations of the distribution flow Z0n are defined the same
way by replacing (G,M) by (G0,M0). We do not describe these structures,
we simply use the superscript ( � )0 to denote the corresponding objects F,
S0Z, K

0
Z. The nonlinear measure valued interpretations

Zn ¼ FðZn�1Þ ¼ Zn�1KZn�1
and Z0n ¼ F0ðZ0n�1Þ ¼ Z0n�1K

0
Z0
n�1

are related to four different types of interacting particle approximating
algorithms.

� The two particle models associated to the distribution flow Z0n can
be studied in a simpler way. Indeed, they correspond to particle
evolution in an absorbing medium with soft and repulsive
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obstacles. The asymptotic analysis of these particle models can be
studied in essentially the same way as in Ref.[7]. However a more
careful analysis is required as the potential function G is non
necessarily strictly positive. We will present a detailed analysis
of these algorithms including some precise uniform estimates with
respect to the time parameter in subsection.

� The two particle interpretations associated to the evolution
equation of Zn2P(E) consists in evolving a set of particles in
an absorbing medium with hard obstacles. At a given time it
may happen that the whole particle configuration hits the set of
hard obstacles. At that time the algorithm stopped and we need
to resort to another realization. In subsection, we will see that this
event happens with an exponentially small probability. We will
propose a novel strategy to control uniformly in time the prob-
ability of this event. Roughly speaking the idea is to increase
slightly in a logarithmic scale the size of the population so as to
control the probability of extinction of the model.

From an algorithmical point of view, the two particles methods
associated to particle evolution in an absorbing medium with soft and
repulsive obstacles are the most interesting ones as there is no need to
increase the size of the population over time. However, it is not always
possible to implement these methods as it might not be possible to
compute G0(x)¼M(G)(x) in closed-form.

Soft and Repulsive Obstacles

The first particle interpretation associated to the flow Z0n consists in a
Markov chain

x0n ¼ ðx01n ; . . . ; x0Nn Þ 2 SN

with initial distribution Z0	N
0 2P(S)	N and Markov transitions

Pðx0n 2 dðx1; . . . ; xN Þjx0n�1Þ ¼
YN
p¼1

F0
�

1

N

XN
i¼1

dx0in�1

�
ðdxpÞ:

Noting that

F0
�

1

N

XN
i¼1

dx0in�1

�
¼
XN
i¼1

G0 x0in�1

� �PN

j¼1 G
0 x0jn�1

� �M 0ðx0in�1; �Þ:
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We conclude that each elementary transition x0n�1 ! x0n is decomposed
into two separate generic selection=mutation transitions

x0n�1 !selection bxx0n�1 !mutation
x0n:

The selection stage consists in sampling N conditionally independent

random variables bxx0in�1 with common law

XN
i¼1

G0ðx0in�1ÞPN
j¼1 G

0ðx0j
n�1Þ

dx0in�1
with G0ðx0in�1Þ ¼ MðGÞðx0in�1Þ:

During the mutation stage each selected particle bxx0in�1 evolves
independently of the others according to the mutation transition

M 0�bxx0in�1;dx
� ¼ M

�bxx0in�1;dx
�
GðxÞ

MðGÞ�bxx0in�1

� :

It is instructive to examine the situation whereG¼ 1S. In this case, we have

G0ðxÞ ¼ Mðx; SÞ and M 0ðx;dyÞ ¼ Mðx;dyÞ1SðyÞ
Mðx; SÞ :

The selection stage gives more opportunities to a particle x0in�1 to reproduce
when the probability M(x0in�1, S) to stay in S at the next step is large. The

mutation transition consists in evolving the selected particlebxx0in�1 according
to the Markov transition M restricted to the set S. An alternative particle
scheme consists in defining a Markov chain

x0n ¼ ðx01n ; . . . ; x0Nn Þ 2 EN

with initial distribution Z0	N
0 and Markov transitions

Pðx0n 2 dðx1; . . . ; xN Þ j x0n�1Þ ¼
YN
p¼1

S1
N

PN

i¼1
dx0i

n�1

Mðx0in�1;dx
pÞ:

Similar arguments as above show that this algorithm is again defined
in terms of two separate genetic selection=mutation transitions but the
selection transition consists in selecting randomly the particle bxx0in�1 with
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the distribution

S1
N

PN

i¼1
dx0i

n�1

ðx0in�1;dxÞ ¼ G0ðx0in�1Þdx0in�1
ðdxÞ

þ ð1�G0ðx0in�1ÞÞ
XN
j¼1

G0ðx0jn�1ÞPN
k¼1G

0ðx0kn�1Þ
dx0j

n�1
ðdxÞ

This particle algorithm contains less randomness than the previous one.
For instance, in the lattice model examined in Example 2, we have

G0ðxÞ ¼ Mðx; SÞ ¼ 1 for each x 2 ð0;mÞ ¼ S � f0;mg;
G0ð0Þ ¼ Mð0; SÞ ¼ pð0Þ þ pð1Þ and G0ðmÞ ¼ pð�1Þ þ pð0Þ:

In this context, the particles evolving in S�f0,mg are not affected by the
selection mechanism while the particles in location f0,mg tend to change
and move to another location. These two particle approximating models
can be studied using the same line of arguments as the one performed in
Ref.[6]. More precisely, if we set

Z0ðNÞ
n ¼ 1

N

XN
i¼1

dx0in

then under the regularity mixing condition (G0,M0)m we have for any
f2Bb(S), kfk� 1, p� 1, the uniform estimate

sup
n�0

E
�
Z0ðNÞ
n ðfÞ � Z0nðfÞ

�� ��p�1=p � cðmÞ bpffiffiffiffi
N

p ð15Þ

for some universal constant bp only depending on the parameter p� 1 and

cðmÞ � m

e04r0ð3m�1Þ :

Since we have Z0ðNÞ
n , Z0n(f)2P(S) the above estimate clearly holds for each

f2Bb(E). Recalling that Z0n coincides with the distribution mn, if we
combine the above estimate with Theorem 1 and Proposition 1 we get the
following result.

Theorem 2. Suppose condition (G0,M0)m is satisfied for some m� 1 and
some pair (r0, e0)2 [0, 1] then the limiting distribution m of the flow mn¼ Z0n
is the eigen-measure associated to the Lyapunov exponent eL(G) and for
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any f2Bb(E), kfk� 1, p� 1 we have the uniform estimate

sup
n�dðmÞ logN

E
�
Z0ðNÞ
n ðfÞ � mðfÞ�� ��p�1=p � cðmÞ bðpÞffiffiffiffi

N
p

for some universal constant b(p),

cðmÞ � m

e04r0ð3m�1Þ _
2

e0r0mð1� ðe0r0mÞ2Þ

and

dðmÞ � m

2 log
�
1=
�
1� ðe0r0mÞ2�� :

Proof. It is sufficient to notice that

E
�
Z0ðNÞ
n ðfÞ � mðfÞ�� ��p�1=p

� cðmÞ bpffiffiffiffi
N

p þ 2

e0r0m
�
1� ðe0r0mÞ2�½nm�

� cðmÞ bpffiffiffiffi
N

p þ 2

e0r0m
1�

1� ðe0r0mÞ2� �1� ðe0r0mÞ2�nm
� c0ðmÞ bpffiffiffiffi

N
p þ ð1� amÞ

n
m

� �

with am ¼ r0me0 and c0ðmÞ ¼ c0ðmÞ _ 2
amð1�a2mÞ. For any pair (n,N) we have

1ffiffiffiffi
N

p � ð1� amÞn=m () 1

2
logN � n

m
log

1

1� am

� �
:

This implies that for any n with n � m= 2 log 1
1�am

� �h i
we have

E
�
Z0ðNÞ
n ðfÞ � mðfÞ�� ��p�1=p � c0ðmÞ bp þ 1ffiffiffiffi

N
p :

This ends the proof of the theorem. &
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From the above theorem and by Theorem 1, we can construct two
particle approximations of the logarithmic Lyapunov exponent L(G)
introduced in (3). We define

L0ðN ;xÞ
n ðGÞ ¼ 1

n

Xn�1

p¼0

log Z0ðN ;xÞ
p ðG0Þ

where Z0ðN ;xÞ
n ¼ 1

N

PN
i¼1 dx0ði;xÞn

is the particle density profile associated to the
particle model starting at Z	N

0 ¼ d	N
x . By the definition of the genetic

particle models, it is well known (cf. for instance Ref.[3] that

enL
ðN ;xÞ
n ðGÞ ¼

Yn�1

p¼0

Z0ðN ;xÞ
p ðG0Þ ¼ g0ðN ;xÞ

n ð1Þ

is an unbiased estimate of enL
ðxÞ
n ðGÞ, that is we have

E
�
enL

ðN ;xÞ
n ðGÞ� ¼ enL

ðxÞ
n ðGÞ ¼ E

�
g0ðN ;xÞ
n ð1Þ� ¼ g0ðxÞn ð1Þ:

Corollary 2. Under the assumption (G0,M0)m, we have for any p� 1 and
x2 S

sup
n�dðmÞ logN

E
�
Z0ðN ;xÞ
n ðMGÞ � expðLðGÞÞ�� ��p�1=p � cðmÞ bðpÞffiffiffiffi

N
p

with the same constants b(p), c(m), d(m) as in Theorem 2. In addition we
have the uniform estimate

sup
x2S

sup
n� ffiffiffi

N
p E

���L0ðN ;xÞ
n ðGÞ � LðGÞ��p�1=p � bðpÞ � cffiffiffiffi

N
p

for some finite constants b(p) and c which only depend respectively on p
and (m, e0, r0).

Proof. If we take f¼M(G)¼G0 in Theorem 2 we readily find the first
estimate. To prove the second one, we observe that

E
���L0ðN ;xÞ

n ðGÞ � LðxÞ
n ðGÞ��p�1=p

� 1

n

Xn�1

k¼0

Eðj log Z0ðN ;xÞ
k ðG0Þ � log Z0ðxÞk ðG0ÞjpÞ1=p:
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Recalling that for any u, v> 0 we have jlog u� log vj � ju� vj=(u^ v) we
find that

E
���L0ðN ;xÞ

n ðGÞ � LðxÞ
n ðGÞ��p�1=p

� 1

infS G0
1

n

Xn�1

k¼0

EðjZ0ðN ;xÞ
k ðG0Þ � Z0ðxÞk ðG0ÞjpÞ1=p:

Under our assumptions we have for any x, y2 S

r0G0ðyÞ � G0ðxÞ � 1:

Therefore we have (infSG
0)� r0(supSG0) and by (15) we prove the uni-

form estimate

E
���L0ðN ;xÞ

n ðGÞ � LðxÞ
n ðGÞ��p�1=p � cðmÞ bðpÞffiffiffiffi

N
p with cðmÞ � m

e04r0ð3mÞ :

By Theorem 1 and Proposition 1, we conclude that

E
���L0ðN ;xÞ

n ðGÞ � LðGÞ��p�1=p
� bðpÞ:cðmÞffiffiffiffi

N
p þ 2m

e03r0ð3mþ1Þ
1

n

� ðbðpÞ _ 1Þ cðmÞ _ 2m

e03r0ð3mþ1Þ

� �
1ffiffiffiffi
N

p þ 1

n

� �
:

and the end of the proof of the corollary is now clear. &

Soft and Hard Obstacles

The particle interpretations of the flow Zn are conducted along the
same construction as the ones for the flow Z0n by replacing (G0,M0) by
(G,M). To distinguish the particle models associated to Zn to the particle
models associated to Z0n we simply suppress the superscript ( � )0. The
essential difference with the previous particle models is that the whole
configuration xn ¼ ðx1n; . . . ; xNn Þ may hit the set of hard obstacles E� S.

1198 Del Moral and Doucet



ORDER                        REPRINTS

Let tN be this hitting time

tN ¼ inffn � 0 : ZNn ðGÞ ¼ 0g

As usual we add a cemetery point to the state space EN
c ¼EN[fcg and

we set

8n � tN bxnxn ¼ xnþ1 ¼ c:

We also extend the functions f2Bb(E) on Ec by setting f(c)¼ 0. Without
any assumption on the pair (G,M) but assuming that gn(1)> 0, we proved
in Ref.[8] that

PðtN � nÞ � cðnÞe�N=cðnÞ

for some finite constant c(n)<N only depending on the time parameter.
Consider now the rooted tree example discussed earlier. In this example,
we know the algorithm stops almost surely at the maximal unknown
depth D, that is we have that

PðtN � DÞ ¼ 1:

Using the above exponential estimate, we readily conclude that

PðtN ¼ DÞ ¼ 1� PðtN < DÞ � 1� cðDÞe�N=cðDÞ:

This shows that the particle model dies at time D on the deepest depth
with an exponential rate. Unfortunately the constant c(D) obtained in
Ref.[8] is too large to study with more precision if the algorithm finds with
a given probability the deepest depth in polynomial time or not. Next we
strength condition (A) and we suppose that the Markov kernel M satisfies
the uniform accessibility condition.

Assumption (B). There exists a constant a(S)> 0 such that

sup
x2S

Mðx;E� SÞ � e�aðSÞ:

This condition clearly holds true in the two examples given in Section.
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Lemma 1. When assumption (B) is satisfied for some a(S)> 0 then for
any n� 0 and Z02P(E), Z0(S)¼ 1, we have

PðtN � nÞ � ne�NaðSÞ:

Proof. By a simple induction argument we first observe that

PðtN > nÞ ¼ PðtN > n� 1 and ZNn ðGÞ > 0Þ
¼ EðPð9 1 � i � N xin 2 S j x0; . . . ; xn�1Þ1tN>n�1Þ
¼ PðtN > n� 1Þ
�EðPð8 1 � i � N xin 2 E� S j x0; . . . ; xn�1Þ1tN>n�1Þ:

By definition of the particle models, we have in the first interpretation

Pð8 1 � i � N xin 2 E� S j x0; . . . ; xn�1Þ1tN>n�1

¼
�

1

N

XN
i¼1

S1
N

PN

j¼1
d
xj
n�1

Mðxin�1;E� SÞ
�N

1tN>n�1

or in the second one

¼
YN
i¼1

�
S1

N

PN

j¼1
d
xj
n�1

M

�
ðxin�1;E� SÞ1tN>n�1:

Since for any Z2P(E) with Z(S)> 0 we have SZ(x, S)¼ 1 for any x2E,
we readily get the estimate

8x 2 E SZMðx;E� SÞ � e�aðSÞ

from which we conclude that

PðtN > nÞ � PðtN > n� 1Þ � PðtN > n� 1Þe�NaðSÞ

� PðtN > n� 1Þ � e�NaðSÞ � 1� ne�NaðSÞ:

This ends the proof of the lemma. &
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The particle approximating measures of gn and Zn are defined for any
f2Bb(Ec) by

gNn ðfÞ ¼ ZNn ðfÞgNn ð1Þ with gNn ð1Þ ¼
Yn�1

p¼0

ZNp ðGÞ:

Note that for f¼ 1 we have

gNn ð1Þ1tN�n ¼
Yn�1

p¼0

ZNp ðGÞ1tN>p; and 1tN�n ¼
Yn�1

p¼0

1tN>p

and ZNn ðfÞ1tN�n ¼ gNn ðfÞ
gNn ð1Þ 1tN�n with the convention 0=0¼ 0. We denote by

Q the bounded integral operator on Bb(E) defined for any f2Bb(E)
and x2E by

QðfÞðxÞ ¼ GðxÞMðfÞðxÞ
As usual we denote by Q(n) the corresponding semigroup defined by the
inductive formula Q(n)¼Q(n�1)Q and we use the convention Q(0)¼ Id.

Proposition 2. If assumption (B) holds, then for each n� 0 and
f2Bb(E) the R-valued process

p � n ! GðNÞ
p;n ðfÞ ¼ gNp ðQðn�pÞfÞ1tN�p � gpðQðn�pÞfÞ

is a martingale with respect to the filtration FN
n ¼ sðx0; . . . ; xnÞ generated

by the particle model. In the first particle interpretation its angle bracket
is given by

	
GðNÞ
0;n ðfÞ



p
¼ 1

N

Xp
q¼0

gNq ð1Þ21tN�qFðZNq�1Þ

� ððQðn�pÞf � FðZNq�1ÞðQðn�pÞfÞÞ2Þ

and in the second particle interpretation

	
GðNÞ
0;n ðfÞ



p
¼ 1

N

Xp
q¼0

gNq ð1Þ21tN�qZ
N
q�1

� �KZN
q�1

��
Qðn�pÞf � FðZNq�1Þ

�
Qðn�pÞf

��2��
with the convention for q¼ 0, ZN�1 ¼F(ZN�1)¼KZN�1 ¼ Z0.

Particle Motions in Absorbing Medium 1201



ORDER                        REPRINTS

Proof. We use the decomposition for each j2Bb(E)

gNp ðjÞ1tN�p�gpðjÞ¼
Xp
q¼0

½gNq ðQðp�qÞjÞ1tN�q�gNq�1ðQðp�qþ1ÞjÞ1tN�q�1�

ð16Þ

with the convention for q¼ 0, gN�1(Q
(pþ1)j)1tN��1¼ gp(j). Observe that

gNq ðQðp�qÞjÞ1tN�q ¼ gNq ð1Þ1tN�qZ
N
q ðQðp�qÞjÞ ð17Þ

and

gNq�1ðQðp�qþ1ÞjÞ1tN�q�1 ¼ gNq�1ðGMðQðp�qÞjÞÞ1tN�q�1

¼ gNq�1ð1Þ1tN�q�1Z
N
q�1ðGMðQðp�qÞjÞÞ:

Since 1 ¼ 1ZN
q�1

ðGÞ¼0þ1ZN
q�1

ðGÞ>0 and

ZNq�1ðGMðQðp�qÞjÞÞ1ZN
q�1

ðGÞ¼0 ¼ 0

we conclude that

gNq�1ðQðp�qþ1ÞjÞ1tN�q�1 ¼ gNq�1ð1Þ1tN�qZ
N
q�1ðGMðQðp�qÞjÞÞ

¼ gNq�1ð1Þ1tN�qFðZNq�1ÞðQðp�qÞjÞ:

If we set j¼Q(n�p)(f ), for some f2Bb(E) we find that

gNp ðQðn�pÞfÞ1tN�p � gpðQðn�pÞfÞ

¼
Xp
q¼0

gNq ð1Þ1tN�q½ZNq ðQðn�pÞfÞ � FðZNq�1ÞðQðn�pÞfÞ�

ð1st interpretationÞ

¼
Xp
q¼0

gNq ð1Þ1tN�q½ZNq ðQðn�pÞfÞ � ZNq�1KZN
q�1
ðQðn�pÞfÞ�

ð2nd interpretationÞ:
The end of the proof is now clear. &

Corollary 3. For each f2Bb(Ec), kfk� 1 and n� 0, p� 1 we have

EðgNn ðfÞ1tN�nÞ ¼ gnðfÞ ð18Þ
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and

E gNn ðfÞ1tN�n � gnðfÞ
�� ��p� �1=p� bpcðnÞffiffiffiffi

N
p ð19Þ

for some universal constant bp and a finite constant c(n)� nþ 1.

Proof. The first assertion is a simple consequence of Proposition 2. We
also prove the second estimate using Marcinkiwicz-Zygmund’s inequality
(cf. for instance Ref.[9]).

To conclude this discussion on the un-normalized approximating
measures, we notice that if we define the particle log-Lyapunov exponent
estimates as

LðN ;xÞ
n ðGÞ ¼ 1

n
logðgðN ;xÞ

n ð1Þ1tN�nÞ ¼ 1

n

Xn�1

p¼0

logðZðN ;xÞ
p ðGÞ1tN>pÞ

then (18) reads

EðenLðN ;xÞ
n ðGÞÞ ¼ enL

ðN ;xÞ
n ðGÞ:

By Markov’s inequality, it also follows from (19) that for any p� 1 and
e2 (0, 1)

PðgNn ð1Þ1tN�n � egnð1ÞÞ � 1� bp
~ccðnÞ
1� e

� �p
1

Np=2

for some universal constant bp and c~(n)� (nþ 1)=gn(1). &

Theorem 3. If assumption (B) holds for some a¼ a(S)> 0 then for any
n� 0 and f2Bb(E) with kfk� 1, we have for any N�N(a)

jEðZNn ðfÞ1tN�nÞ � ZnðfÞj �
cðnÞ
N

for some finite constant c(n)� c�n=g(1), c<1 and a collection of
integer parameters N(a)� 1 depending on a. In addition for any
p� 1 we have for N�N(a)

E ZNn ðfÞ1tN�n � ZnðfÞ
�� ��p� �1=p� bp � cðnÞffiffiffiffi

N
p
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for some universal constants bp<1 which only depend on the
parameter p� 1 and c(n)� n=g(1).

Proof. We use the decomposition

ðZNn ðfÞ � ZnðfÞÞ1tN�n ¼ gNn ðfÞ
gNn ð1Þ

� gnðfÞ
gnð1Þ

� �
1tN�n

¼ gnð1Þ
gnN ð1Þ

gNn
1

gnð1Þ
ðf � ZnðfÞÞ

� �
1tN�n: ð20Þ

If we set

fn ¼ 1

gnð1Þ
ðf � ZnðfÞÞ

then, since gn(fn)¼ 0, (20) also reads

ðZNn ðfÞ � ZnðfÞÞ1tN�n ¼ gnð1Þ
gNn ð1Þ

ðgNn ðfnÞ1tN�n � gnðfnÞÞ1tN�n:

By Proposition 2, we have

EðgNn ðfnÞ1tN�nÞ ¼ gnðfnÞ

This implies that

EððZNn ðfÞ � ZnðfÞÞ1tN�nÞ

¼ E
gnð1Þ
gNn ð1Þ

� 1

� �
ðgNn ðfnÞ1tN�n � gnðfnÞÞ1tN�n

� �

¼ E
gnð1Þ
gNn ð1Þ

1� gNn ð1Þ
gnð1Þ

� �
ðgNn ðfnÞ1tN�n � gnðfnÞÞ1tN�n

� �

¼ E
gnð1Þ
gNn ð1Þ

1� gNn ð1Þ
gnð1Þ

� �
1tN�nðgNn ðfnÞ1tN�n � gnðfnÞÞ

� �
:

If we set hn ¼ 1
gnð1Þ � 1 we get the formula

EððZNn ðfnÞ � ZnðfnÞÞ1tN�nÞ ¼ �Eðgnð1Þ
gNn ð1Þ

ðgNn ðhnÞ1tN�n � gnðhnÞÞ

� ðgNn ðfnÞ1tN�n � gnðfnÞÞ1tN�n

�
: ð21Þ
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Let ON
e;n be the set of events

ON
e;n ¼ fgNn ð1Þ1tN�n � gnð1Þeg

¼ fgNn ð1Þ � gnð1Þe and tN � ng

¼ gnð1Þ
gNn ð1Þ

� 1

e
and tN � n


 �

 ftN � ng:

We recall that for any p� 1 we have

PðON
e;nÞ � 1� bp

~ccðnÞ
1� e

� �p
1

Np=2

with c~(n)� n=gn(1) and a universal constant bp<1. If we combine this
estimate with (21) we find that for any f2Bb(E), with kfk� 1,

jEððZNn ðfnÞ � ZnðfnÞÞ1tN�nÞj
� ��E�ðZNn ðfnÞ � ZnðfnÞÞ1ON

e;n

���þ 2PððON
e;nÞcÞ

� 1

e
EðjgNn ðhnÞ1tN�n � gnðhnÞjjgNn ðfnÞ1tN�n � gnðfnÞjÞ

þ 2bp
eccðnÞ
1� e

� �p
1

Np=2

By Corollary 3 and Cauchy–Schwartz inequality this implies that

jEððZNn ðfnÞ � ZnðfnÞÞ1tN�nÞj �
1

e
a
cðnÞ
N

þ 2bp
~ccðnÞ
1� e

� �p
1

Np=2

for some universal constant a, c~(n)� n=gn(1), c(n)� n and a universal
constant b(p) which only depends on the parameter p. Finally by
Lemma 1 and setting e¼ 1=2, we conclude that

jEðZNn ðfnÞ1tN�n � ZnðfnÞÞj � a
cðnÞ
N

þ bp~ccðnÞp 1

Np=2
þ ne�NaðSÞ

� �
for some universal constant a<1 and c~(n)� n=gn(1), c(n)� n. For N
sufficiently large and taking p¼ 2 we have the crude estimate

jEðZNn ðfnÞ1tN�n � ZnðfnÞÞj �
cðnÞ
N

for some finite constant c(n)� c0(nþ 1)=gn(1) Using similar arguments,
we prove the second assertion and complete easily the proof of the
theorem. &
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Combining Corollary 1 and Theorem 3, we obtain a particle
approximation of the log-Lyapunov exponent L(G)¼ log Z(G) and the
corresponding eigen-measure Z2P(E)

ZðGMðfÞÞ ¼ eLðGÞZðfÞ:

Corollary 4. If Assumption (B) holds then there exists a non-decreasing
sequence of time parameters n(N)!1 as N!1 such that for any
f2Bb(E) and p� 1 then

lim
N!1

sup
x2S

E
��
ZðN ;xÞ
nðNÞ ðfÞ1tN�nðNÞ � ZðfÞ�p�1=p ¼ 0

as well as

lim
N!1

sup
x2S

E
��

log ZðN ;xÞ
nðNÞ ðGÞ1tN�nðNÞ � LðGÞ�p�1=p ¼ 0;

and

lim
N!1

sup
x2S

E
��
LðN ;xÞ

nðNÞ ðGÞ � LðGÞ�p�1=p ¼ 0
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Models in Rare Event Analysis. Publications du Laboratoire de
Statistiques et Probabilités: Toulouse III, 2002.

9. Shiryaev, A. N. Probability, 2nd Ed.; Graduate Texts in Mathematics
95; Springer-Verlag: New York, 1996.

Particle Motions in Absorbing Medium 1207



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Request Permission/Order Reprints

 

Reprints of this article can also be ordered at

http://www.dekker.com/servlet/product/DOI/101081SAP200026444

Request Permission or Order Reprints Instantly! 

Interested in copying and sharing this article? In most cases, U.S. Copyright 
Law requires that you get permission from the article’s rightsholder before 
using copyrighted content. 

All information and materials found in this article, including but not limited 
to text, trademarks, patents, logos, graphics and images (the "Materials"), are 
the copyrighted works and other forms of intellectual property of Marcel 
Dekker, Inc., or its licensors. All rights not expressly granted are reserved. 

Get permission to lawfully reproduce and distribute the Materials or order 
reprints quickly and painlessly. Simply click on the "Request Permission/ 
Order Reprints" link below and follow the instructions. Visit the 
U.S. Copyright Office for information on Fair Use limitations of U.S. 
copyright law. Please refer to The Association of American Publishers’ 
(AAP) website for guidelines on Fair Use in the Classroom.

The Materials are for your personal use only and cannot be reformatted, 
reposted, resold or distributed by electronic means or otherwise without 
permission from Marcel Dekker, Inc. Marcel Dekker, Inc. grants you the 
limited right to display the Materials only on your personal computer or 
personal wireless device, and to copy and download single copies of such 
Materials provided that any copyright, trademark or other notice appearing 
on such Materials is also retained by, displayed, copied or downloaded as 
part of the Materials and is not removed or obscured, and provided you do 
not edit, modify, alter or enhance the Materials. Please refer to our Website 
User Agreement for more details. 

 

 

http://www.copyright.gov/fls/fl102.html
http://www.publishers.org/conference/copyguide.cfm
http://www.dekker.com/misc/useragreement.jsp
http://www.dekker.com/misc/useragreement.jsp
http://s100.copyright.com/AppDispatchServlet?authorPreorderIndicator=N&pdfSource=Dekker&publication=SAP&title=Particle+Motions+in+Absorbing+Medium+with+Hard+and+Soft+Obstacles&offerIDValue=18&volumeNum=22&startPage=1175&isn=0736-2994&chapterNum=&publicationDate=&endPage=1207&contentID=10.1081%2FSAP-200026444&issueNum=5&colorPagesNum=0&pdfStampDate=09%2F24%2F2004+19%3A35%3A38&publisherName=dekker&orderBeanReset=true&author=Pierre+Del+Moral%2C+Arnaud+Doucet&mac=$R0zmyDM9xDYoCfh3ZIsvg--

